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Abstract

Large language models (LLMs) are not merely changing computing; they are igniting a revo-
lution across industries, from healthcare to finance. Their prowess in tackling complex problems,
demonstrated by breakthroughs in chatbots, translation, and code generation, is undeniable. A
notable breakthrough in data management, driven by LLMs, is the advancement of natural language
to SQL translation. This technology has fueled substantial progress, making database interactions
more accessible and enabling the deployment of numerous real-world applications. Yet, even these
powerful models falter with latency-sensitive regression problems, a critical need in database perfor-
mance optimization. Inspired by the foundational principles of LLMs, we are developing pre-trained
cardinality estimation and foundation database models, bridging this gap and unlocking the next
generation of database optimization.

1 Introduction

Large Language Models (LLMs), a key part of GenAl, have captured the attention of many people,
technical and non-technical alike. LLMs are bringing significant changes to the field of computing and
this is not just an incremental step; it’s a fundamental shift on how to approach computing problems
and data. Notably, LLMs have demonstrated a powerful capability to tackle challenging problems across
diverse domains, including data management. For instance, LLMs have greatly improved NL2SQL
(converting natural language to SQL queries), leading to high accuracy solutions and making commercial
applications more feasible. Beyond NL2SQL, LLMs have the potential to help with other difficult data
management tasks like data integration, data discovery, and semantic understanding of tables and
schemas.

LLMs, trained with all data available on the Internet, are very adept at question answering over
unstructured context. Combining LL.Ms with databases allows us to analyze structured and unstructured
data together in innovative ways [I—1|. These emerging systems explore how to augment RDBMS with
pre-trained knowledge of LLMs to drive insights from a broader knowledge base.

For years, the seamless integration of structured and unstructured data has remained an elusive goal
for enterprises. Traditional approaches, relying on ETL and predefined entity extraction, suffer from
inherent limitations: rigid schemas and batch-oriented processing lead to significant delays. However,
the advent of Large Language Models (LLMs) is ushering in a paradigm shift. LLMs, with their inherent
ability to process unstructured data, combined with database capabilities, are unlocking unprecedented
analytical power. Innovative systems, such as Lotus [1| and Palimzest [2|, are leveraging LLM-powered
operators to facilitate on-demand information extraction from unstructured sources. This eliminates the
need for predefined entities and minimizes processing latency, unlocking new possibilities for Al-driven
data analysis.

The synergy between databases and LLMs extends far beyond their respective handling of structured
and unstructured data. Databases operate within a closed-world paradigm, relying solely on their
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stored information, while LLMs possess vast, pre-trained knowledge derived from the entire internet.
Furthermore, their primary access mechanisms, SQL and natural language, respectively, offer distinct
advantages. To realize the full potential of data analytics, we must explore more innovative ways to
integrate these contrasting strengths.

LLMs have shown promise in addressing certain database challenges, including data wrangling[5| and
semantic query equivalence checking[(]. These initial studies highlight the potential of LLMs for data
management. However, LLMs currently struggle with regression tasks|7] and latency-sensitive problems,
which are prevalent in database performance optimization. For example, cardinality estimation is one
such latency sensitive regression problem, which can be solved more accurately using traditional ML
models.

Early work on ML-based cardinality estimation focused on instance-based models, where a new
model is trained for each data set and workload. However, one significant learning from LLMs’s success
is the importance of pre-trained models that can generalize to new tasks and data sets, with or without
fine-tuning. Building on this observation, we build pre-trained cardinality estimation models. Inspired
further by foundation models, we also explore the building blocks for database foundation models, and
build data and query experts, which can be combined to solve many database performance problems.

In this paper, we first describe our findings and insights using LLMs to solve natural language to
SQL. Then, we present our research on pre-trained cardinality estimation models, followed by foundation
database models, which are inspired by foundation language models. Finally, we conclude with future
research directions.

2 Natural Language to SQL with LLM

One particular domain that stands out to benefit from recent advancements in LLMs is Natural Language
to SQL (NL2SQL). NL2SQL is a challenging task that requires translating ambiguous natural language
questions into structured SQL queries over complex data schema [3]. Early approaches in NL2SQL
relied on rule-based semantic parsing or seq-to-seq language models treating NL2SQL as a machine
translation problem [9—11] with limited success. Recently, the latest LLMs with their superior language
understanding and code generation capabilities have revolutionized the NL2SQL landscape. Since mid-
2023, LLM-based approaches have dominated popular NL2SQL benchmarks, significantly outperforming
earlier methods based on semantic parsing and machine translation [12-17].

LLMs lack the pre-trained knowledge of database schemas. Hence, each new database schema, with
its different data model and semantics, pose a new challenge. This missing information needs to be
provided as context to the LLM model. As such, we focus on schema linking and creating the right
context for LLMs in our NL2SQL research.

2.1 Schema linking for NL2SQL

While LLMs excel at queries with less semantic ambiguity and simple schema, they can still struggle
with more nuanced and ambiguous questions asked over complex data schema. Rather than directly
translating natural language questions into SQL queries, LLMs can link relevant schema elements (e.g.,
tables, columns) to the natural language questions and generate SQL queries that align with users’
intent. This so called schema linking is crucial for generating accurate and executable SQL queries.
Many LLM based NL2SQL systems have focused on improving schema linking accuracy via careful
relevant table and column retrieval |18, 19]. Recent studies [12, 20] showed that LLMs can generate
accurate SQL queries given the entire database schema. The enhanced reasoning and “near-perfect'
retrieval capabilities [21] of the latest LLMs, such as gemini-1.5, enable accurate schema linking during
inference.
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Table 1: Schema Selection Performance (TBR: Table Retrieval, CR: Column Retrieval) and Execution
Accuracy on BIRD dev. Using the entire DB table schema without any relevant column selection yields
comparable performance to using one of the state-of-the-art schema linking method; the ground truth
TBR and CR results in the prompt boosts the SQL generation accuracy significantly.

Filtered Schema [19] All DB Schema [20] Ground Truth Schema
Ex Acc (%) 64.08 64.80 72.43
TBR Recall (%) 97.69 100 100
TBR Precision(%) 89.72 34.29 100
CR Recall(%) 97.12 - 100
CR Precision(%) 69.43 - 100

Table 1 illustrates that the perfect relevant table and column retrievals (Ground Truth Schema) lead
to accurate schema linking and give a significant boost to the generated SQL accuracy. It is important to
note that such perfect table retrieval and column retrieval are infeasible in practice due to the question
ambiguity as well as the semantic complexity of the underlying schema. High quality, but expensive,
table and column selection can be done via multiple LLM calls (Filtered Schema [19]), and alternatively,
one can pass the entire DB schema to the prompt, skipping relevant table and column retrievals entirely.
In [20] we further study this alternative approach leveraging the extended context window of the latest
LLMs, and evaluate the trade-offs of passing more contextual information for in-context learning.

2.2 In-context learning for NL2SQL

While providing table and column schema aids schema linking, it does not ensure accurate SQL generation.
The model must comprehend the semantic correlation between the user’s question and actual SQL query.
This is further complicated by the absence of domain knowledge. For instance, consider a query such as
"find patients with normal blood pressure". "Normal" is a domain-specific term that requires context
and interpretation. Moreover, text search semantics frequently deviate from SQL semantics. A user
might ask "find me all account holders in south bohemia," but it remains ambiguous how to translate
"south bohemia" into a SQL predicate. Depending on the actual literal stored in the table, "South
Bohemia", "south Bohemia", or "SOUTH BOHEMIA" are all possible options. Entity recognition,
especially with proper nouns, introduces additional complexity.

One promising approach to address these challenges is in-context learning (ICL). ICL is a popular
technique to guide the LLM to perform new tasks by providing a few-shot examples in the prompt.
It has been demonstrated to improve the performance of LLMs in many challenging NLP tasks, such
as math and reasoning [22]. We have found that in-context example selection is critical to NL2SQL
accuracy. By selecting text2SQL example pairs similar to the user question, we can provide additional
references about the schema, domain knowledge, and even help resolve literal issues.

Figure 1 illustrates the impact of example selection on NL2SQL generation. Our findings indicate
that semantically similar examples within the prompt context lead to significant accuracy improvements.
While even random examples from the same database schema provide some benefit, likely by exposing
semantic relationships between question types and query structures, similarity-based example selection
yields superior results. This improvement suggests that relevant examples convey valuable, schema-
specific knowledge that enhances the capabilities of off-the-shelf LLMs. The highest accuracy is observed
when the ground truth example is included, indicating that LLMs are adept at recognizing and leveraging
correct examples but are less proficient at generating accurate queries without such guidance. However,
it is important to note that even with ground truth examples, perfect accuracy is not achieved. This
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implies a potential for LLM overconfidence, where pre-training biases can lead to incorrect generations
despite the availability of correct examples.
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Figure 1: Generation accuracy with different ICL strategies on different databases from BIRD Bench.
"No Ex": No examples are provided in the prompt. "Random Ex": 10 random examples from the same
database schema are included in the prompt. "Similar Ex": The top 10 examples most similar to the
question, based on question embedding similarity, are provided in the prompt. "Similar Ex w/ GT":
The ground truth example is provided along with 9 other similar examples based on question embedding
similarity.

2.3 Self-consistency for NL2SQL

Another technique that we see in the latest state-of-the-arts in the BIRD benchmark [13] leaderboard is
self-consistency [14, 23]. The idea is to generate multiple output candidates via repeated runs and the
most common (majority voting) or the most likely (specialized picker) output is selected. In [11], we use
three different NL2SQL pipelines to generate a more diverse set of candidate pool, which result in a
higher overall accuracy paired with a fine-tuned picker LLM model. While the strong results demonstrate
how the stochastic nature of LLM generation can be exploited to address more ambiguous user queries
and tasks, the ambiguous user queries and complex data schema still remain as unsolved challenges.
Self-consistency also raises concerns about the increased number of LLM calls and the cost and latency
of NL2SQL output generation. Therefore, improving the efficiency of these multi-step LLM interactions
is a critical research priority.

2.4 Long context for NL2SQL

Much of LLM-based NL2SQL research and solutions assumed a limited context size (typically smaller
than 8k tokens, which is just enough hold a few select table schema) and also degrading performance
over increasing amount of contextual information [24]. As such, many NL2SQL pipelines focused
on retrieving a handful of top-K table schema along with 3-5 examples or chain-of-thought (CoT)
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demonstrations [15, 25]. Alternatively, in a recent study [20] we explored the potential of leveraging the
long context LLMs, like gemini-1.5 with 2-million tokens context limit, with lots of extra contextual
information(e.g., entire DB table schema, hundreds of examples for ICL). In particular, we explored
including entire database schemas, hints, tens of example queries, sample column values, as well as entire
distinct values of columns. We study in detail the utility and cost of various long context-based strategies
in [20]. The results indicate that the long context model exhibits a very strong retrieval capability over
the extended context window for NL2SQL and is robust to extra irrelevant information in the prompt.
This means that NL2SQL generation does not need to be impaired by the imperfect performance of
retrieval services — we can retrieve more to ensure higher recall at the cost of lower precision.

3 Using Traditional ML for Latency-sensitive Database Problems

Recently, machine learning models have been used effectively in many database problems|26], showing a
lot of promise. These early works show that there are many database problems where ML can benefit
database systems, including run-time prediction [27], and query optimization [28]. All such internal
database optimization tasks have in common that they have strict latency requirements as they happen
at query time and they are data dependent. Cardinality estimation (CE), as one of the key building
block in modern databases for optimizing performance, has been studied extensively as a target for
many ML based approaches |29, 30].

Traditional CE techniques used in modern database systems have well-known limitations, as they
make simplistic data modeling assumptions, such as data uniformity and independence of columns
in the tables. Recent research has explored learned CE, employing machine learning for improved
accuracy. Learned CE model following an instance-based approach have been shown to improve upon
the state-of-art techniques used by database systems today [29]. Instance-based models are trained
and evaluated on a specific database instance, requiring retraining for each new dataset. This category
encompasses workload-driven models that are trained using a representative set of queries executed on the
target database, incurring significant overhead and data-driven models that learn the data distribution
within the database, avoiding query execution but still requiring retraining upon data updates. Despite
their better accuracy, such learned CE models have not been adapted in practice, due to their high
training overheads, among other reasons. As a result, pre-trained CE models, which are trained on a
corpus of diverse datasets on transferable features, are highly desirable to alleviate the training costs
and increase adaption.

Zero-shot models: This emerging paradigm aims for generalizability across diverse datasets without
retraining. Pre-trained on a variety of databases, these models leverage transferable features to adapt to
unseen data and are more robust to data modifications. We developed such pre-trained CE estimation
models, which we describe next.

3.1 Cardinality Estimation Model

Recognizing the inherent graph representation of SQL queries, we explore the following two model
architectures for the cardinality estimation task: Graph Neural Network (GNN) and Graph Transformer.

The design of the GNN model is based on the GNN cost model from [31]. Each node’s features
are passed through a separate Multi-Layer Perceptron (MLP) based on the node type. The GNN then
mirrors the query execution order to propagate information in a topological order from leaf to the root
node. Finally a learned graph-level embedding from the root node is used to predict query cardinality.

In addition to GNN, we build a Graph Transformer model which extends the attention mechanism
to graph-structured data. Inspired by Graphormer [32], we make several modifications on top of
the traditional transformer architecture to better capture graph complexity. These changes include
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heterogeneous input embedding to accommodate node-type specific feature types, shortest-path spatial
encoding as an attention bias to capture structural relationships between nodes, directional causal
masking to enforce topological ordering, and a virtual node connected to all other nodes used for a
comprehensive graph-level representation for the final cardinality prediction.

3.2 CardBench

To train and test the pre-trained CE models, we need a new benchmark. Existing benchmarks for
cardinality estimation models often rely on limited datasets, like the Join Order Benchmark (JOB) with
its single IMDb dataset. While JOB offers realistic data distributions, a single dataset is not sufficient
for zero-shot training. Recent efforts have introduced new benchmarks with additional datasets, but
they still fall short in representing the wide range of real-world data required for training and testing
pre-trained models.

To close this gap, we have developed and open-sourced CardBench[33]!, a benchmark containing
thousands of queries on 20 distinct databases, and scripts to compute data summary statistics and generate
queries. CardBench contains 20 distinct datasets and thousands of queries of different complexities. Our
goal is to foster further research in the area of learned CE, with a focus on enabling the training and
testing of pre-trained zero-shot CE models.

CardBench datasets were chosen to be diverse, complex and cover a wide range of data distributions
to stress CE models. All the datasets are publicly available or are based on publicly available datasets
(we list the sources in the CardBench github repository). In comparison to existing CE benchmarks,
CardBench includes a much higher number of datasets and training data (i.e., queries and cardinalities)
to experiment with and compare different types of learned CE approaches. Our training data are SQL
queries represented as graphs annotated with dataset statistics and the query cardinality as the label
(Table 2, right). As shown in Figure 2, we represent the SQL query as a graph. The graph nodes are
annotated with relevant the features described in [33]. The query graph has table nodes (in blue),
column nodes (in green), operator nodes (in red), predicates (in yellow) and correlations across column
of the same table (white circles with red outline).

CardBench includes three sets of training data, Single Table, Binary Join and Multi-Join. Single
Table queries filter a single table using 1 to 4 filter predicates. Binary Join queries join two tables that
are also filtered with 1 to 3 filter predicates per table. Multi Join queries perform 0 to 8 joins and also
apply 0 to 2 filter predicates per table. The three training dataset configurations can demonstrate the
challenges of more complex queries on CE models. Next, we present our experiments using Cardbench,
with the two pre-trained CE estimation models that we trained.

3.3 Experiments with CardBench

In this section, we present our empirical findings, evaluating the accuracy of various model configurations
for cardinality estimation. We focus on the Binary Join CardBench dataset that contain queries with 0
to 1 joins, and 1-3 predicates on each table, as often the majority of queries fall in this category (in the
recently released dataset by Amazon [34] more than 90% of the queries have 0 to 1 joins).

We use the g-error, which is a common metric in database systems research for evaluating the
accuracy of CE models[30]. It calculates the relative deviation of the predicted cardinality from the true
cardinality for a given query. The g-error for a single query is calculated as follows:

1https://github.com/googlefresearch/googlefresearch/CardBench_zero_shot_cardinality_
training
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SELECT » FROM orders o, lineitem 1
WHERE o.orderkey = l.orderkey

AND o.orderkey >= cl

AND l.orderdate > c2

AND l.clerk = c3

AND o.orderkey = l.orderkey

orderkey

orders

Figure 2: Foundation database models can generalize across tasks and datasets which is very different
from current approaches where we need to train multiple models either per task (Zero-shot) or per
dataset (Multi-Task) or even per combination (Instance-specific).

g-error = max <y7 %) € [1,400), (1)
Yy

where y and ¢ represent true and predicted cardinalities, respectively.

We assess CE performance using three distinct ML model configurations: instance-based, zero-shot,
and fine-tuned.

Instance-based Models: In this configuration, we train and evaluate individual models using a
single dataset. For each dataset, queries are randomly partitioned into training and validation sets with
85:15 train-validation split. An additional 500 queries are reserved as a standalone test set to evaluate
final model accuracy.

Zero-shot Models: This configuration investigates the generalizability of cardinality prediction
models to unseen datasets, i.e., data from another dataset apart from the training data. We train and
validate the model on queries from 19 datasets, maintaining the 85:15 train-validation split. The model
is then tested on the 20th dataset (not used in training). This test set contains the same queries used in
the instance-based setting to ensure a fair comparison.

Fine-tuned Models: This configuration investigates whether fine-tuning a pre-trained zero-shot
model improves accuracy and sample efficiency. We fine-tune the model initially trained on 19 datasets
using the 20th dataset. The fine-tuned model’s accuracy is then evaluated using the same 500 holdout
queries from this 20th dataset.

The average training and inference times under each configuration are 2. We observe that training
the zero-shot model over extended epochs can often result in lower accuracy due to over-fitting to the
training set. Therefore, we cap the maximum number of training epochs for zero-shot training to 20, and
set a maximum training epochs of 100 for the other two configurations. The graph transformer model
size is 33.6MB, with 8.4M parameters in total, the GNN model size is 7.5MB, with 1.88M parameters in
total.

We compare the learned cardinality approaches against a the cardinality estimation of PostgreSQL?.

*https://www.postgresql.org/
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Model Training Time Inference Time

Instance-Based (GNN) 1.3hr

Zero-Shot (GNN) 1.5hr 35ms
Fine-Tuned (GNN) 11min

Instance-Based (Transformer) 11.1hr

Zero-Shot (Transformer) 11.1hr 97ms
Fine-Tuned (Transformer) 2.1hr

Table 2: Training and Inference times for difference model types. The inference time of the zero-shot,
fine-tuned and instance-based configurations of the same model type are the same since they share the
same architecture and model size. For training a V100 GPU was used.

To get the estimates we load the CardBench data in PostgreSQL and use the explain command, similar
to [31]. We call this baseline Postgres.

Cardinality prediction for queries with binary joins is challenging due to cross-table distribution and
multi-column correlation, which are difficult to model, significantly impact join cardinality. Table 3
shows the P50, P75, P90 and P95 qg-errors for queries with binary joins. The baseline algorithm exhibits
significant inaccuracy in binary join query cardinality estimation, with a median g-error of 55.54 and
P95 g-error of 4.4 x 10°, respectively.

Learning-based models significantly outperform the baseline though, particularly at the 95th percentile.
Instance-based models, which learn cross-table distributions within a dataset, achieve low median g-
errors of 1.16 (GNN) and 1.20 (transformer). While their P95 g-errors are higher (37.55 for GNN,
43.96 for transformer), the results suggest that estimating join cardinality via learned distributions is
feasible. However, out-of-distribution cardinality estimation for binary joins proves more challenging, as
zero-shot models experience a dramatic increase in g-errors (up to 20x at the median, 5300x at P95).
However, even a small amount of data used for fine-tuning improves the accuracy of pre-trained models
considerably. Hence, we conclude that pre-trained models with fine-tuning is a viable approach to
cardinality estimation.

Model Qg & s orr
Postgres  5.29 21.03  38557.10 411511.45
GNN Instance  1.17 1.82 10.92 37.55

GNN Zeroshot 22.66 102.12  3430.23 16271.84
GNN Finetune 1.32 2.45 13.62 109.77

Transformer Instance 1.20 1.99 11.93 43.96
Transformer Zeroshot 24.88 264.06 6000.99 228499.79
Transformer Finetune 79.52 1.57 4.19 47.14

Table 3: Average g-error percentiles for Binary Join Queries, the best accuracy are in bold.

4 Foundation DB Models

As discussed in the previous section, the state-of-the-art is one-off models that need to be trained
individually per task and even per dataset, which causes extremely high training overheads. Hence,
a new learning paradigm is needed that moves away from such one-off models towards generalizable
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Figure 3: Foundation database models build on a mixture pre-trained experts where some experts learn
representations independently (e.g., the data expert) and experts that enrich representations (e.g., the
logical plan and physical plan expert). Shallow downstream models take these representation as input
and solve a particular database task.

models that can be used with only minimal overhead for an unseen dataset on a wide spectrum of tasks.
Recent advances in LLMs have proven that generalizable (i.e., foundation) models for text, coupled with
fine-tuning, can be used to solve a wide variety of NLP problems [35]. In this section, inspired by LLMs,
we propose a new direction which we call foundation database models[36], which are pre-trained in both
task-agnostic and dataset-agnostic manner, making it possible to use the model with low overhead
to solve a wide spectrum of downstream tasks on unseen datasets. In [36], we propose a vision for
foundation database models, and describe our initial prototype and findings.

We make the observation that a set of foundational experts — data, resource, logical and physical
query plan — could be used to solve many database problems, including cardinality estimation, index
selection, run-time estimation, materialized view selection, partitioning and clustering key selection, etc.
(see . Figure 3).

The insight to realize such a foundation model for database problems is that we use a mixture of
pre-trained expert models as shown in Figure 3, which enable generalizability along the two dimensions:
(1) To generalize across datasets, we provide a data expert that learns to summarize databases into
learned embeddings which represent the characteristics of a given dataset. (2)Foundation database
models come with additional pre-trained experts that enrich the data expert to solve a wide range of
downstream tasks with only low overheads.

We pre-train expert models in a modular manner, each with a set of inputs that could be raw data,
engineered features or learned embedding vectors from other expert models. This is where we differ
from foundation language models that are trained end-to-end.

For our initial validation, we developed three expert models: the data expert, a logical plan expert,
and a physical plan expert. The data expert does not use database specific information such as
particular constants in the data or attribute and table names to learn the embedding, but it uses a new
transferable-encoding of databases which allows the data expert to learn general data characteristics of
a database such as data distributions and correlations across columns. The logical plan expert takes
embeddings produced by the data expert as input, in addition to other features, and learns how various
query operators modify their input data. The logical plan representation as such enriches the data
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representation and can be used to solve tasks such as cardinality estimation or even approximate query
answering where this information is needed. Finally, the physical plan expert also learns how logical
operators are executed using various implementations.

In [36], we report our initial findings for cardinality and run-time estimation. For cardinality
estimation at P50, our model achieves a g-error of 2.12 without fine-tuning, and 1.69 with fine-tuning
compared to the g-error of 1.98 for Postgres, for a workload of queries with up to 2 joins and 5 filters.
Our model does even better at the tail (P95), with g-error of 92.92 without fine-tuning and 26.08 with
fine-tuning compared to the g-error of 294.15 for Postgres. Once again, we observe that fine-tuning is
essential to achieve high accuracy.

We believe our initial results are quite promising, and more work is needed to investigate more experts,
and a wider spectrum of downstream database problems. We also argue that different pre-training tasks
need to be explored to identify the most effective way of training these models.

5 Concluding Remarks

In this paper, we described our experiences and insights using LLMs for natural language to SQL
generation. While significant progress has been possible with the use of LLMs, there is still a knowledge
gap in understanding enterprise schemas and data semantics for high accuracy.

We also argued using traditional ML models for solving latency sensitive regression problems, such
as cardinality estimation. We presented two approaches, both inspired by LLMs. The first one pre-trains
a model using a number of diverse datasets, and using database agnostic input features, and is able
to generalize to an unseen dataset with fine-tuning, using small amounts of training data. The second
one takes this one step further and argues for foundational database models that are generalizable both
across datasets as well as across multiple database problems.

We posit that both foundational database models and LLMs hold significant promise for future
research and the development of novel data management solutions.
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