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Abstract

The proliferation of false information in the digital age has become a pressing concern, necessitating
the development of effective and robust detection methods. This paper offers a comprehensive review
of existing false information detection techniques, approached from a novel perspective that emphasizes
the propagation characteristics of misinformation. We introduce a new taxonomy that categorizes
these methods into homogeneous and heterogeneous propagation-based approaches, providing a
deeper understanding of the varying scopes and complexities involved in information dissemination.
For each category, we present a formal problem formulation, review commonly used datasets, and
summarize state-of-the-art methods. Additionally, we identify several promising directions for future
research, including the creation of a unified benchmark suite, exploration of diverse information
modalities, and development of innovative rumor debunking tasks. By systematically organizing the
vast array of current techniques, this work offers a clear overview of the research landscape, aiding
researchers and practitioners in navigating this complex field and inspiring further advancements.

1 Introduction

In the digital era, social media platforms facilitate both the rapid dissemination of information and the
spread of false content, such as rumors and fake news. These can have severe consequences, including
misleading the public [33], inciting panic [68], and influencing elections [1, 24]. Detecting and debunking
false information early is crucial to mitigate its harmful impacts on society. The way information
spreads through social networks can reveal its veracity [4, 45]. False information often exhibits distinct
propagation patterns, such as rapid spread and specific dissemination strategies. By analyzing these
propagation patterns and characteristics, researchers can identify false content more effectively and
obtain deeper insights into how misinformation spreads.

This study seeks to offer a comprehensive understanding of propagation-based false information
detection, addressing a gap left by existing surveys. Previous works [16, 21, 57, 63] primarily focus
on text content-based rumor detection using general deep learning techniques. Other studies [35, 48]
emphasize the fusion of multiple modalities, integrating text and images to enhance detection capabilities.
Additionally, some research targets specific aspects of false information detection. For example, [31]
concentrates on early detection, while [2] examines detection within particular populations. Despite
these contributions, the propagation characteristics of false information on social networks remain
underexplored. This perspective offers valuable insights that extend beyond traditional content analysis,
highlighting the dynamic nature of misinformation spread and its implications for detection strategies.
In recent years, several surveys [14, 32, 46, 56] have summarized methods for false information detection
utilizing Graph Neural Networks (GNNs) [17, 29]. However, these surveys predominantly concentrate
on GNN techniques, lacking a comprehensive review and analysis from the perspective of propagation
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information. While propagation information can indeed be modeled using graph topology, it is important
to note that GNNs are not the sole technology employed in this domain. Architectures such as
Transformers [3, 11, 66] and RNNs [8, 45] have also been extensively studied and applied. Consequently,
focusing solely on GNN-based methods does not provide a complete overview of propagation-based
approaches. Our work seeks to address this gap by offering a more holistic understanding of false
information detection through the lens of propagation dynamics.

Specifically, we begin by reviewing the definition of false information and introducing the concept of
information propagation on social networks. We categorize propagation based on its homogeneous or
heterogeneous nature. Homogeneous propagation involves the dissemination of a source post through
user interactions such as comments and retweets, forming a single-type propagation graph where all
nodes represent posts. This type of propagation provides additional perspectives and debates that aid in
assessing the veracity of the original news. In contrast, heterogeneous propagation encompasses a broader
social context, including user metadata, semantic information, and cross-platform discussions. This rich
context forms a heterogeneous social context graph with multiple node types, offering a comprehensive
view of news propagation and enhancing veracity understanding. These two categories reflect different
scopes and complexities of information propagation, each presenting unique insights and challenges for
rumor detection.

Based on this categorization, we have reviewed false information detection methods that utilize both
homogeneous and heterogeneous propagation. For each category, we first provide a formal problem
formulation to help readers better understand the task. We then review the commonly used datasets
and summarize existing methods. For methods based on homogeneous propagation, we categorize them
from the perspective of propagation into three subcategories: 1) methods that model the dynamics of
propagation, 2) methods that enhance robustness in the face of complex and noisy real-world propagation,
and 3) methods that utilize Large Language Models (LLMs) to aid in understanding propagation. For
methods based on heterogeneous propagation, we categorize them based on the types of social context
they incorporate into two subcategories: 1) user-related context and 2) other context. Finally, we
propose several feasible future research directions, including the development of an off-the-shelf unified
benchmark suite and exploring alternative approaches to mitigate the impact of false information, to
promote the advancement of this field. Figure 1 illustrates the taxonomy proposed in this paper.

The contributions of this work can be summarized as follows:

• New Perspective. This study reviews and synthesizes existing false information detection methods
from the perspective of propagation, categorizing them into homogeneous and heterogeneous types.
This approach provides insights into the varying scopes and complexities involved in information
dissemination.

• New Taxonomy . We propose a novel taxonomy for propagation-based false information detection
methods, initially dividing them based on their use of homogeneous or heterogeneous propagation.
This taxonomy aids in systematically organizing the extensive array of existing methods.

• Comprehensive Review and Summary . This work offers a thorough and detailed review of existing
methods for false information detection. For each propagation category, we present a formal
problem formulation, review commonly used datasets, and summarize state-of-the-art methods.
This comprehensive overview provides readers with a holistic understanding of the current research
landscape in this field.

This paper is organized as follows: Section 2 introduces the concept of false information and commonly
used terms in the field. Section 3 explores the characteristics and distinctions between homogeneous
and heterogeneous propagation. Sections 4 and 5 provide comprehensive summaries of existing false
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Figure 1: Taxonomy of propagation-based false information detection methods.

information detection methods based on homogeneous and heterogeneous propagation, respectively. Each
section includes a formal problem formulation, a review of commonly used datasets, and an in-depth
analysis of state-of-the-art methods. Finally, Section 6 discusses potential future research directions,
highlighting opportunities for further advancement in this area.

2 False Information on Social Media

To comprehend false information on the web and social media, Kumar and Shah [30] systematically
introduces this concept by categorizing it according to intent and knowledge content. Based on intent,
false information can be classified as misinformation, which is created without the intention to mislead,
and disinformation, which is deliberately produced to deceive and mislead readers [13]. From the
perspective of knowledge content, false information can be divided into opinion-based, where a unique
ground truth does not exist (as in the case of product reviews on e-commerce platforms), and fact-based,
which involves falsehoods about entities that have a unique, verifiable ground truth [64].

In the field of false information detection, two terms are frequently encountered. The first term is
fake news [57], which refers to deliberately false or verifiably inaccurate news content, falling within the
category of disinformation under the aforementioned taxonomy of false information. The second term is
rumor, defined as unverified and instrumentally relevant information statements in circulation [16, 43].
Unlike fake news, rumors may ultimately be proven true or false [93]. Despite their conceptual differences,
these two terms are often used interchangeably in the context of social media false information detection,
with their subtle distinctions being largely overlooked in previous studies [14]. Following this established
practice in the literature, this survey reviews previous false information detection studies targeting both
fake news and rumors.

False information can be disseminated through various types of media on social networks. In existing
datasets, the common carriers include micro-posts on platforms such as Twitter1 and sina Weibo2, as well
as published fake news articles. These carriers exhibit distinct characteristics: micro-posts are typically
brief and colloquial, while news articles are longer and more structured, with separate components such
as titles and content. While these structural differences are noteworthy, they are not the focus of our
discussion. Instead, this paper emphasizes how false information propagates through social networks,
regardless of its carrier type. In the next section, we present two primary approaches that existing works
have employed to capture these propagation patterns.

1https://x.com/
2https://m.weibo.cn/
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Figure 2: Illustration of homogeneous propagation (left) and heterogeneous propagation (right).

3 Information Propagation on Social Networks

The propagation of false information on social networks can be categorized into two distinct types based
on the nature of propagation:

• Homogeneous propagation refers to the dissemination of a source post on social media, where
other users interact with it through comments or retweets. These interactions, which may include
expressing opinions on the source news or engaging in discussions with other comments, provide
additional perspectives, supplementary information, and debates regarding the original news. The
textual content of these retweets and comments offers further evidence for classifying the veracity
of the original news. Moreover, the reply relationships between these discussions form a graph
topology, linking the relevant texts together and further facilitating the prediction of veracity. We
term this homogeneous propagation because it involves only a single type of propagation, forming
a homogeneous propagation graph where all nodes represent posts on social media.

• Heterogeneous propagation, in contrast, encompasses the spread of information across broader
social networks. Specifically, in addition to direct interactions with the original news, user metadata
such as profiles and friendships, semantic information of the original news like keywords and domains,
and related discussions of the news on other social platforms are all captured as social context.
This rich social context provides a comprehensive view of the news propagation and discussion,
enhancing the understanding of the news’s veracity. We refer to this as heterogeneous propagation
because it involves multiple types of propagation forms. This heterogeneous propagation can be
modeled with a heterogeneous social context graph, where nodes represent not just social media
posts but also news articles, cross-platform discussions, and user accounts, while the edges connect
different types of nodes, reflecting explicit and implicit information flow on social networks.

These two categories reflect the different scopes and complexities of information propagation on social
networks, each offering unique insights and challenges for rumor detection. Figure 2 illustrates these
two types of propagation. The left sub-figure displays the homogeneous propagation of a post on social
media, with commenting and retweeting interaction posts forming the homogeneous propagation tree.
Conversely, the right sub-figure demonstrates the propagation of a news article across complex social
networks, where the news article is connected to related discussion posts on other social media platforms,
and the user profiles and user friendship network are also collected, together forming a heterogeneous
social context graph.

Based on these two distinct propagation mechanisms, we proceed to provide a comprehensive analysis
of each approach. In Section 4, we present a formal problem formulation for homogeneous propagation-
based rumor detection, followed by an overview of commonly used datasets and a systematic review of
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existing methodologies. Similarly, Section 5 examines heterogeneous propagation-based false information
detection, detailing its mathematical formulation, popular datasets, and a thorough survey of current
research efforts.

4 Methods Based on Homogeneous Propagation

4.1 Problem Formulation

The task under this category is to classify a given post as either a rumor or a non-rumor, based on
interactions occurring on the same social media platform, include commenting and retweeting the source
post.

Formally, the propagation topology of the given source post can be modeled by a homogeneous
graph, Gp = (Vp, Ep, Xp), where the subscript p denotes the index of the source post. Specifically, the
graph Gp is acyclic and tree-structured, as each comment or retweet is directed towards a single parent
post. The node set Vp comprises all nodes in the graph Gp, with v0 as the root representing the initial
source post, and each vi for i ∈ {1, · · · , |Vp| − 1} representing a comment or retweet post. The edge
set Ep includes all edges in the graph Gp, where each edge (vi, vj) signifies the comment or retweet
relationship between two posts, i.e., post vj comments on or retweets post vi. The set Xp contains the
text content of all posts, where i-th row of Xp denotes the text attributes of the corresponding node vi.
The source post, along with its direct propagation graph, is referred to as an event [4], and the dynamics
of commenting and retweeting are sometimes called conversation threads [45].

The objective is to predict the veracity of the given post using both the text content and the direct
propagation information Gp. The definition of rumor veracity varies across datasets. For instance, in the
Twitter15 [44] and Twitter16 [44] datasets, posts are categorized into 1) non-rumors, 2) false rumors,
3) true rumors, and 4) unverified rumors. Conversely, in other datasets like PHEME5 [90, 92] and
PHEME9 [91], posts are classified as 1) rumors and 2) non-rumors.

In a typical supervised learning framework, a function f : G → Y is learned to predict veracity labels
for posts with propagation graphs, where G represents the space of events, and Y denotes the space of
veracity labels. The function f is trained using a labeled training set Gtrain, where the ground-truth
veracity label yp is available for each Gp ∈ Gtrain. The learned function f is then applied to classify
unlabeled events in the test set Gtest. Most existing propagation-based rumor detection studies follow
this supervised learning approach, although some employ self-supervised learning or transfer learning
paradigms, as will be discussed later.

Figure 3 illustrates an example event from the Weibo22 dataset [87], showcasing how false information
about a flood spread on the Sina Weibo platform. The post claims that Yichang City in China experienced
severe flooding, allegedly due to heavy rainfall and increased water discharge from the Three Gorges
Dam. As this information circulated on the platform, users engaged through reposts and comments,
reflecting the propagation threads and patterns of the source post. Notably, the comment posts
contributed valuable, diverse perspectives and discussions, playing a crucial role in collectively verifying
the authenticity of the source information. For instance, local users reported only minor waterlogging
in subsequent comments and called for thorough fact-checking. By abstracting both the source post
and its associated comments/reposts as nodes, the entire propagation process can be represented as a
homogeneous graph, as depicted on the right side of the figure.

4.2 Datasets

We have compiled a collection of datasets commonly utilized in existing studies on homogeneous
propagation-based detection of false information. Detailed descriptions of these datasets are provided
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On June 27, due to the heavy rain in Yichang, Hubei Province and the increased flood 
discharge of the Three Gorges, the whole city was flooded, and the flooded residents 
could only move to higher floors. The sprinkler continues to clean the road...

reflection is needed

What's the situation? I also saw a person from Yichang posting on 
Weibo saying not to spread rumors. It's just a bit of waterlogging.
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Figure 3: An example event from Weibo22 [87] containing false information related to a flood disaster,
and the corresponding graph Gp modeling the propagation threads.

Table 1: Statistics of commonly used datasets, PHEME5 [90, 92], PHEME9 [91], Weibo-COVID19 [36],
and Twitter-COVID19 [36], for direct propagation-based false information detection.

PHEME5 PHEME9 Weibo-
COVID19

Twitter-
COVID19 Weibo Weibo21 Weibo22

# Source posts 5,802 6,425 399 400 4,664 7,567 4,174
# Comment/retweet
posts 103,212 105,354 26,687 406,185 3,805,656 184,775 961,962

Avg. # comment
per event 18 16 67 1015 816 24 230

# Non-rumor 3,830 4,023 146 148 2,351 3,605 2,087
# Rumor 1,972 2,402 253 252 2,313 3,962 2,087

below:

• The PHEME5 [90, 92] dataset was constructed by harvesting tweets from Twitter that pertain
to newsworthy events with the potential to incite and propagate rumors. This dataset collected
tweets based on five such events: the Ferguson unrest, the Ottawa shooting, the Sydney crisis,
the Charlie Hebdo shooting, and the Germanwings flight crash. The collected tweets were then
identified as rumors and non-rumors by journalists based on the source tweet contents and their
associated comment threads.

• The PHEME9 [91] dataset includes posts and propagation graphs derived from comments and
reposts on Twitter. It encompasses tweets related to nine events, including breaking news likely to
generate multiple rumors and known rumor events. Specifically, the dataset covers five sudden news
events: the Ferguson unrest, the Ottawa shooting, the Sydney crisis, the Charlie Hebdo shooting,
and the Germanwings flight crash. Additionally, it includes four specific rumors: the Prince concert
in Toronto, the Gurlitt collection, Putin’s disappearance, and Michael Essien contracted Ebola.
Similar to PHEME5, journalists annotated the source posts for the collected tweets as either
rumors or non-rumors, along with their propagation threads.
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• The Weibo [43] dataset was constructed based on Sina Weibo, a large Chinese microblog platform.
The dataset comprises a set of known rumors sourced from the Sina community management
center3, documenting various instances of false information. An equivalent number of non-rumor
events were gathered by randomly crawling posts not reported as rumors.

• The Weibo21 [50] dataset is a multi-domain fake news dataset curated based on the Sina Weibo
platform. It includes rumor events collected from reports by the Weibo Community Management
Center, while non-rumor events were collected randomly and further verified by NewsVerify4. All
news items were annotated across nine domains: Science, Military, Education, Disasters, Politics,
Health, Finance, Entertainment, and Society using crowd-sourcing.

• The Weibo22 [87] dataset was designed to address the issue of incomplete and untraceable posts
in the previous Weibo and Weibo21 datasets. Specifically, Weibo22 provides original comment
text and comprehensive author profile details. Events in the dataset are categorized as rumors
or non-rumors based on information from the Weibo Community Management Center and the
China Internet Joint Rumor Debunking Platform5.Over half of the posts in Weibo22 relate to the
COVID-19 pandemic.

• The Weibo-COVID19 and Twitter-COVID19 [36] datasets were developed focusing on the
COVID-19 pandemic. The Weibo-COVID19 dataset comprises rumor posts on Sina Weibo related
to COVID-19, annotated by the Sina community management center, and non-rumor posts
collected randomly. The Twitter-COVID19 dataset extends text-only claims from a COVID-19
rumor dataset [26] by incorporating propagation threads from Twitter. These datasets include
micro posts in Chinese and English, respectively.

• The Twitter15 and Twitter16 [44] datasets extend previous text-only datasets by incorporating
propagation trees. Twitter15 was constructed based on the framework proposed in [39], and
Twitter16 was an extension of the dataset in [43]. Furthermore, the original binary labels (rumors
and non-rumors) were refined to include four categories: non-rumors, false rumors, true rumors,
and unverified rumors, in accordance with the veracity tags on articles from rumor debunking
websites6.

Tables 1 and 2 present common statistics for nine popular datasets. Specifically, Table 1 provides
statistics for seven datasets where news posts are classified into rumors and non-rumors, while Table 2
displays statistics for two datasets with news posts classified into four categories: non-rumors, false
rumors, true rumors, and unverified rumors. It is important to note that the statistics of these datasets
may vary over time due to the dynamic nature of social networks, where users frequently delete posts
or deactivate their accounts. Consequently, this can lead to inconsistencies in dataset statistics across
different studies.

4.3 Method Review

In this section, we review related works that detect false information on social media based on direct
propagation threads. We categorize existing methods into three categories: 1) methods that focus
on modeling the dynamics of propagation, 2) methods that focus on improving the robustness of
propagation-based detection, and 3) methods that utilize large language models (LLMs) to augment
propagation. We elaborate on the related methods from these aspects in the following sections.

3https://service.account.weibo.com/
4https://www.newsverify.com/
5https://www.piyao.org.cn/
6snopes.com and Emergent.info
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Table 2: Statistics of commonly used datasets, Twitter15 [44] and Twitter16 [44], for direct propagation-
based false information detection.

Twitter15 Twitter16

# Source posts 1,490 818
# Comment/retweet posts 331,612 204,820
Avg. # comments per event 223 251

# Non-rumor 374 205
# False rumor 370 205
# True rumor 372 205
# Unverified rumor 374 203

4.3.1 Dynamics of Propagation

RvNN [45] and BiGCN [4] model the dynamics of propagation threads through two distinct directions:
the bottom-up direction, which models rumor dispersion, and the top-down direction, which models
rumor propagation. In the bottom-up tree, responsive nodes always point to the nodes they are
responding to, resembling a citation network where a response acts like a reference. Conversely, the
top-down structure aligns with the natural flow of information, where a link from node vi to vj indicates
that vj reads the information from vi and responds to it. This setup simulates how information cascades
from the source tweet to all its receivers. Based on these two directed tree structures, RvNN and
BiGCN utilize recursive neural models [8] and graph neural networks [29] for rumor representation and
classification, respectively. PLAN [27] and RDLT [83] further extend these directed relationships to
pairwise interactions using learnable attention mechanisms. Specifically, PLAN employs the attention
mechanism in a transformer network to capture long-range relationships among comments, while RDLT
uses it to enhance focus on long-tail comments. DDGCN [60] models the propagation dynamics with
a graph convolution network that captures structural information at different time stages, and then
combines the representations from different stages with a temporal fusion unit. CT-RvNN [55] enhances
the propagation model by incorporating comment time intervals as edge weights and constructs a coding
tree [34] over the weighted propagation graph to extract essential structural information.

4.3.2 Model Robustness

In real-world scenarios, social media posts are often accompanied by unreliable responses, such as
malicious comments designed to enhance the credibility of false information, and irrelevant noise
comments unrelated to the source post. These factors significantly interfere with the accurate detection of
rumors [42, 78, 91]. Therefore, enhancing the robustness of rumor detectors against noise, perturbations,
and adversarial attacks, and developing models that can maintain high predictive performance in
complex and noisy social media environments, is a crucial research direction. EBGCN [71] models
comment uncertainty by adaptively adjusting edge weights in propagation graphs from a probabilistic
perspective, which are then utilized in the aggregation of GCNs. FGCN [72] introduces a neuro-fuzzy
method based on fuzzy theory [52] to adapt edge weights according to predefined membership. DCE-
RD [86] designs a subgraph generation strategy to produce diverse counterfactual evidence, employing a
Determinantal Point Process (DPP) based loss to enhance evidence diversity. The generated evidence is
aggregated to provide robust veracity prediction. GARD [62] enhances detection robustness by capturing
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semantic evolution information through self-supervised learning, conducting feature reconstruction
from both local and global perspectives. EIN [22] addresses sensitivity to data quality by integrating
epidemiological knowledge [6, 70], modeling propagation dynamics and user stance with susceptible
states, and utilizing LLMs to annotate comment stances. Similarly, JSDRV [77] employs LLMs for
post-level stance annotation and develops a reinforcement learning-based model for joint stance detection
and rumor veracity prediction.

Contrastive learning, a self-supervised approach, ensures graphs maintain similar embeddings under
different perturbations by emphasizing invariant features, thereby reducing sensitivity to noise and
enhancing model robustness and generalization [7, 18]. This approach is also utilized to improve
the robustness of rumor detectors. RDEA [19] pre-trains a GIN [75] encoder by maximizing mutual
information between views under different perturbations, then fine-tunes the encoder for rumor veracity
prediction. Node masking, edge dropping, and subgraph sampling operations are utilized for graph
perturbation. RDCL [40] further proposes six perturbation methods under node-based and topology-
based categories, maximizing consistency between two perturbed graphs of the same original graph,
and minimizing the distance between perturbed and original graphs from the same class. A hard
positive strategy also enhances the performance of the contrastive learning framework. GACL [61]
utilizes contrastive learning to perceive differences between propagation graphs of the same and different
classes, proposing an Adversarial Feature Transformation module to generate hard negative samples.
CRFB [41] introduces a two-component (true-false) beta mixture model to distinguish true and false
negative examples in contrastive learning, employing a CNN-based model to capture consistent and
complementary information between two augmented propagation structures. RAGCL [9] observes the
wide and shallow characteristics of propagation trees and proposes augmenting original graphs following
three principles: exempting root nodes, retaining deep reply nodes, and preserving lower-level nodes
in deep sections, based on which node centrality-based importance scores are incorporated to generate
augmented views. FADE [85] improves representation quality with contrastive learning among augmented
graphs under an adaptive strategy, mitigating event bias by subtracting event-only predictions.

Recent studies have demonstrated the effectiveness of adversarial training in improving robustness
against noise and attacks [88]. AARD [59] considers both text content features and topology context
when generating adversarial responses, utilizing the adversarial response generator to improve rumor
detector robustness. GACL [61] also employs adversarial training to produce conflicting samples and
hard negative samples, enhancing the effectiveness and robustness of the rumor detector.

Generation-based methods are also employed to enhance rumor detector robustness under certain con-
ditions. GenFEND [51] focuses on alleviating exposure bias and enhancing comment diversity, adopting
large language models (LLMs) as user simulators and comment generators. KPG [87] comprehensively
considers both noisy propagation threads and spreading-limited rumors at early stages, proposing two
interdependent modules to select key propagation graphs from generation-enhanced candidate graphs,
utilizing a reinforcement learning framework to alternately update these modules. D2 [74] aims to
enhance early rumor detection by predicting possible diffusion paths based on limited propagation at
early stages and users’ social relationships.

Furthermore, some methods target improving transferability among rumors in different languages
or topics. ACLR [36] overcomes domain and language restrictions via language alignment and a novel
supervised contrastive training paradigm, developing an adversarial augmentation mechanism to enhance
the robustness of low-resource rumor representation. To assess transferability under different test topics
and languages, the Weibo-COVID19 dataset is utilized as the low-resource test set for evaluating proposed
methods, while the Twitter15 and Twitter16 datasets serve as the well-resourced training set. Similarly,
the Twitter-COVID19 dataset is used as the low-resource test set, and the Weibo dataset is employed as
the well-resourced training set. T3RD [84] introduces test-time self-supervised learning to enhance rumor
detection performance on low-resource datasets, performing graph- and node-level contrastive learning
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as auxiliary tasks, and introducing feature alignment constraints to balance knowledge derived from
the training set and test samples. FNDCD [15] employs a reweighting strategy based on classification
confidence and propagation structure regularization to reduce domain-specific biases, enhancing the
detection of unseen fake news with new topics and domains.

4.3.3 LLM-augmented Detection

In recent years, there has been a growing interest in leveraging Large Language Models (LLMs) for
rumor detection. Despite their remarkable capabilities in text understanding and generation, LLMs
face significant challenges when dealing with complex structured information, particularly in effectively
processing intricate topologies. Specifically, LeRuD [38] designs specific prompts to guide the model’s
focus on crucial clues such as writing styles, commonsense errors, and rebuttals or conflicts in comments.
It also divides the entire propagation information into a Chain-of-Propagation to alleviate the cognitive
burden on LLMs. ARG [20] prompts the LLM to generate multi-perspective rationales for rumors and
utilizes smaller language models, such as BERT [11], to integrate and infer rumor veracity from these
rationales. SePro [82] employs Graph Attention Networks [37] and community detection methods [53]
to identify and extract key subgraphs from the complex information network, thereby simplifying the
structure that the LLM needs to process.

5 Methods Based on Heterogeneous propagation

5.1 Problem Formulation

As introduced in Section 4.1, the task of rumor detection based on homogeneous propagation information
involves predicting the veracity of the source post based on the commenting/retweeting interactions that
form a propagation tree, making it a graph-level classification problem. In contrast, rumor detection
with heterogeneous propagation incorporates a broader spectrum of information collected from social
networks. This approach can be viewed as a node classification problem on heterogeneous graphs, where
different types of nodes and edges represent various elements of the social context. Specifically, the social
context typically includes: 1) users who published the source, comment, or retweet posts; 2) keywords
extracted from the text content of the source news; and 3) semantically related posts discussing the
same news event on other social platforms. To integrate all this information, a heterogeneous graph is
constructed, with different types of nodes and edges representing the complex relationships within the
social context.

Unlike rumor detection based on direct propagation information, which primarily focuses on the
structure and dynamics of information spread, approaches with social context-based propagation
introduce a higher level of complexity. Different methods in this category often adopt varied problem
definitions, focusing on distinct aspects of the social context. To facilitate a comprehensive understanding,
we abstract a foundational problem formulation that serves as a common ground for different variants of
the problem.

Specifically, let S denote the set of news posts, T denote the set of comment/retweet posts interacting
with the news posts in S, and U denote the set of users on the social network. The set U includes
users who directly interacted with the news posts (i.e., by publishing the news posts or replying to
them with comments/retweets), as well as users indirectly associated with the news posts (i.e., having
a friend relationship with direct users). These sets collectively form the different types of nodes in a
heterogeneous graph, V = S ∪ T ∪ U . In this heterogeneous graph, the edges encompass various types
of relationships, denoted by the edge set E. Specifically, edges between nodes in S and T indicate
commenting or retweeting interactions. Edges between nodes in U and S represent users publishing news
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posts si ∈ S, or commenting on/retweeting news posts si ∈ S, while edges between ui ∈ U and ti ∈ T
represent ui posting the comment/retweet post ti. Additionally, edges between nodes in U capture social
relationships, such as interactions or friendships. Thus, the heterogeneous graph can be represented as
G = (V,E). The goal of this task is to learn a prediction function f : S × G → Y, which classifies the
news posts si ∈ S into rumors (fake news) or non-rumors (real news) along with the heterogeneous social
context propagation graph G, where Y is the space of veracity labels. The learning process is based
on a set of labeled news posts Strain, and the learned function f is expected to accurately predict the
veracity label of unlabeled news posts in Stest: ŷi = f(si, G). In some existing methods, only a subset of
the node/edge types in the heterogeneous graph G are utilized to enhance the effectiveness of rumor
detection, while other approaches employ additional information to refine the types and relationships
within G.

5.2 Datasets

In this section, we introduce the common datasets used by false information detection methods that
leverage heterogeneous propagation. In addition to the Twitter15, Twitter16, and Weibo datasets
introduced in Section 4.2, the following datasets are also utilized:

• Fakeddit [49] is a large-scale benchmark dataset from Reddit7 that includes both text and image
content. This dataset supports news classification at different granularities, including 2-class,
3-class, and 6-class classifications. Specifically, the 2-way classification determines whether a
sample is fake or true. The 3-way classification distinguishes between completely true samples,
direct quotes from propaganda posters, and fake samples. The 6-way classification includes the
following labels: True, Satire/Parody, Misleading Content, Imposter Content, False Connection,
and Manipulated Content.

• GossipCop [58] collects news from GossipCop8, a website that provides rating scores for entertain-
ment stories on a scale from 0 to 10, reflecting the degree from fake to real. The dataset includes
stories with scores under 5 as fake news, and collects related discussion posts on Twitter, along
with their commenting/retweeting interactions, engaged user profiles, user friendship information,
and spatial locations provided in user profiles.

• PolitiFact [58] gathers news content based on annotations from PolitiFact9, a fact-checking website
where political news is evaluated as fake or real by journalists and domain experts. Similar to the
GossipCop dataset, the PolitiFact dataset also includes semantically related tweet posts on Twitter,
along with rich propagation information on social contexts, including both comment/retweet
interactions and comprehensive user information associated with the posts.

• FakeHealth [10] is collected from the healthcare information review website, Health News
Review10, and contains over 2000 news articles, 500k posts, and 27k user profiles, along with user
networks.

• Mc-Fake [47] comprises labeled fake news from existing datasets and real news from reliable
sources, covering five topics: Politics, Entertainment, Health, Covid-19, and Syria War. Related
tweets, retweets, and replies, along with the corresponding users on the Twitter platform, are
retrieved, forming a dataset with rich social contexts.

7https://www.reddit.com/
8https://www.gossipcop.com/
9https://www.politifact.com/

10https://www.healthnewsreview.org/
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5.3 Method Review

In this section, we compile and review existing methods for false information detection that leverage
heterogeneous propagation information on social networks. Unlike the methods discussed in Section 4,
which focus on homogeneous propagation patterns, the methods reviewed here incorporate a broader
range of contextual information available on social networks. Specifically, we classify these methods into
two main categories based on the types of additional context they utilize: 1) user-related context and 2)
other context.

5.3.1 User-Related Context

In this category, methods collect information about engaged users as social context, providing comple-
mentary evidence to assist in detecting false information. The user context not only provides connections
across different news events, implying implicit information dissemination, but also reflects user prefer-
ences through user profiles and friendship relationships, offering useful clues for veracity classification.
Specifically, GLAN [80] integrates user information to model local and global propagation on social
networks using a heterogeneous graph, involving news posts, commenting posts, and the users publishing
these posts. An attention mechanism is employed to enhance the representation of news posts by fusing
the semantic information in the constructed graph. SMAN [81] further categorizes users into two types:
1) publishers, the authors of news posts, and 2) comment users who post comments on news posts.
Additionally, SMAN annotates the credibility of a subset of users based on their historical publishing and
reposting behaviors as supervised information, and jointly predicts rumor veracity and user credibility.
FANG [54] follows this user type refinement and proposes an inductive graph learning framework [17] that
produces representations effectively and efficiently. UPFD [12] is inspired by the confirmation bias theory,
which suggests that the probability of users spreading fake news is related to their preferences, which can
be extracted from users’ historical posts. Specifically, UPFD models the target news and user historical
post contents, extracts user-user interaction information, and fuses these endogenous preferences and
exogenous context together. DUCK [65] extracts information from the user-user interaction network, the
post-post commenting network, and conversation threads using Graph Attention Networks (GAT) [67],
BERT [11] combined with GAT, and transformers [3]. PSIN [47] applies a divide-and-conquer strategy
to model the heterogeneous relations and employs three variants of Graph Attention Networks to model
post-post, user-user, and post-user subgraphs. An additional adversarial topic discriminator is adopted
to learn topic-agnostic features for enhanced veracity prediction. DECOR [73] computes the number of
common engaged users between news articles to form a news engagement graph. DECOR further reveals
that the degree distributions of fake and real news in this engagement graph show a clear difference, and
proposes a Degree-Corrected Stochastic Block model to enhance fake news detection. PSGT [89] focuses
on user-user interaction relationships, proposing a noise-reduction self-attention mechanism based on
the information bottleneck principle and a novel relational propagation graph as a position encoding for
the graph Transformer.

Special learning settings, such as adversarial attack and transfer learning, are also explored. For
instance, QSA-AC [69] considers attacking the user-news engagement network by injecting bots into the
network to obfuscate GNN-based fake news detectors. QSA-AC follows a surrogate-based approach,
leveraging the query process to enhance the effectiveness of the attack. Meanwhile, MMHT [79] utilizes
user engagement and historical preference information for cross-domain fake news detection. Specifically,
MMHT disentangles news content and user engagement from a macro perspective and disentangles
veracity-relevant and veracity-irrelevant features from a micro perspective. These features are then
utilized to facilitate more effective knowledge transfer.
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5.3.2 Other Context

In addition to leveraging user information as social context, methods in this category broaden the scope
of social context by incorporating various types of information. For instance, HDGCN [25] collects
the temporal and domain information of news articles and proposes a neighbor sampling strategy
along with a novel hierarchical attention mechanism to enhance news embedding and classification.
DiHAN [5] constructs a heterogeneous graph that includes the core subjects of the news and their
temporal information. It extracts meta-paths considering both node/edge types and the chronological
interactions between news items, employing a hierarchical attention mechanism to integrate different
types of meta-path-based temporal information. Temporal information is also utilized in DWAN [28] for
train-test splitting, introducing a new approach where the model is trained on earlier news and tested
on subsequent news. DWAN improves detection performance under this temporality-aware setting by
using a Graph Structure Learning framework to reassign weights to existing edges based on a learned
edge weight estimator. FinerFact [23] mines social context information through semantic relations to
enable fine-grained reasoning. Specifically, FinerFact extracts keywords from news articles and posts
on other social media platforms, using them as connectors between news, discussion posts, and the
users who publish these posts. This forms a heterogeneous graph rich in social contextual information.
The credibility of users is combined with the graph topology to reason about the veracity of rumors.
Following this graph construction approach, SureFact [76] proposes a reinforced subgraph generation
method and develops a Hierarchical Path-aware Kernel Graph Attention Network to reason about rumor
veracity based on the generated subgraphs. This subgraph reasoning paradigm not only provides clear
interpretability of the prediction results but also enhances generalization.

6 Future Work

6.1 Development of a Comprehensive Benchmark for False Information Detection

The field of false information detection currently lacks a practical, off-the-shelf benchmark that can
standardize research and facilitate direct comparisons. This deficiency is particularly evident in three
critical aspects: unified train-validation-test splitting, standardized evaluation process, and unified data
platform.

Firstly, in existing studies, the train-test split is often conducted independently by different researchers,
leading to non-comparable outcomes across studies and inconsistency with real-world scenarios. To
address these challenges, we propose the development of a benchmark that includes commonly used
datasets and provides a unified train-validation-test split. This split should be based on meaningful
dimensions, such as topic or time, to better simulate real-world conditions and assess the robustness and
generalizability of detection methods. For instance, splitting the dataset by topic or time stamp, with
the training and test sets containing entirely different topics, can effectively evaluate a method’s ability
to generalize across diverse subjects. This approach also allows researchers to analyze how generalization
performance varies with different topics.

Secondly, another critical gap in current research is the lack of a unified evaluation process. Different
methods often employ distinct evaluation codes and adopt various metrics, making it difficult to compare
their performance directly. A standardized benchmark should include a consistent evaluation protocol,
with clearly defined metrics and evaluation scripts. This will ensure that all methods are assessed under
the same conditions, facilitating fair comparisons and promoting the development of more effective
detection techniques.

Thirdly, the dispersion of datasets across different studies also poses challenges for researchers. A
comprehensive, off-the-shelf benchmark platform that integrates multiple datasets would significantly
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facilitate research in this area. Such a platform would provide a one-stop solution for researchers to
access and work with standardized datasets, reducing the time and effort required to prepare data and
allowing them to focus more on developing and testing new methods. This centralized approach would
also promote collaboration and reproducibility, driving the field forward more efficiently.

6.2 Diversifying Information Carriers for False Information Detection

Current propagation-based false information detection primarily focuses on news or microblogs, where
text is the dominant information carrier, occasionally supplemented by images. However, with the rapid
growth of short video platforms, false information disseminated in video format has become a significant
concern. The detection of false information in video content and the construction of relevant datasets
should be prioritized in future research.

Short videos offer a unique set of challenges and opportunities for false information detection.
Unlike text, which can be analyzed through natural language processing techniques, video content
involves multiple modalities, including visual, auditory, and textual elements. Developing methods that
can effectively integrate and analyze these multimodal features will be crucial for accurate detection.
Additionally, creating datasets that capture the nuances of false information spread through videos
will provide a valuable resource for researchers to develop and validate new detection algorithms.
This diversification of information carriers will not only address the evolving landscape of information
dissemination but also enhance the robustness and applicability of false information detection techniques.

6.3 Mitigating the Impact of False Information

Detecting and removing false information from social platforms (e.g., by deleting posts) is a straightfor-
ward approach to mitigate the impact of false information. However, this method has several drawbacks.
First, it may mistakenly remove content that is not false information, thereby affecting user experience.
Second, it does not address the root causes of why people believe and propagate false information. Finally,
this method heavily relies on platform operations and may not comprehensively solve the problem of
false information. Therefore, how to effectively reduce the impact of potentially false information on
social networks is a critical issue that requires in-depth research.

One potential solution is to utilize bots on social platforms to disseminate corrective information.
This approach can automatically push accurate information to users once false information is detected,
thereby mitigating the spread of misinformation. However, several key aspects need to be considered
for this method to be effective. The content of corrective information needs to be based on both the
original information and the propagated information. This is because the propagated information
reflects the community’s understanding of the original message, and generating corrective posts from
this understanding can increase the likelihood of acceptance. Furthermore, the dissemination strategy
for corrective information should be precisely tailored by integrating the propagation information of the
original post and relevant social context information.

Despite its potential, this approach currently faces many challenges. The problem definition and
evaluation of such a correction mechanism are still unclear. For example, how to measure the effectiveness
of corrective information and determine its role in reducing the spread of false information remains an
open question. Moreover, there is a lack of high-quality datasets for researching this issue. Existing
datasets mostly focus on the detection of false information, while data related to the generation,
dissemination, and user feedback of corrective information are relatively scarce. This makes it difficult
for researchers to systematically study and validate relevant methods.
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7 Conclusion

This study systematically reviews existing false information detection methods through the lens of
information propagation on social networks. We begin by categorizing information dissemination into
homogeneous and heterogeneous propagation. Based on this categorization, we introduce a comprehensive
taxonomy that encompasses existing detection methods. We then provide a detailed overview and
summary of related methods within these two categories, covering formal problem formulations, popular
datasets, and detailed approaches, with an emphasis on the utilization of propagation dynamics and
social context. Furthermore, we identify several promising avenues for future research, including the
development of standardized evaluation frameworks, innovative strategies to mitigate the impact of false
information, and the exploration of diverse information carriers.
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