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Abstract
Vector quantization is fundamental for high-dimensional vector data management. In this paper,

we first introduce the background of vector data management and vector quantization. We then
present the general framework of vector quantization and discuss existing popular schemes. We next
introduce recent advances of quantization, namely the RaBitQ method, which provides optimized
approaches for binary and scalar quantization and achieves asymptotic optimality. In particular, we
discuss RaBitQ’s insights, codebooks and distance estimator. Finally, we discuss opportunities of
building data-aware quantization methods with theoretical error bounds for the future work.

1 Introduction

With the explosive growth of unstructured data, including images, text, and audio, the need for effective
processing and management of the data has become increasingly urgent. Recent advances in deep
learning have enabled the extraction of semantic information from unstructured data through deep neural
network models such as GPT, DeepSeek, and Llama. These models can represent unstructured data as
high-dimensional vectors, which can then be utilized in downstream models for various applications,
including classification and generation. Additionally, these vector representations can be stored in
database management systems to support semantic-based management and retrieval of unstructured
data, with applications across diverse fields including databases [15], information retrieval [48, 49],
recommendation [50], and retrieval-augmented generation (RAG) [51].

The nearest neighbor (NN) query is a fundamental operation in vector data management [4, 13, 14,
17, 22, 30–36, 53–56, 61, 63–65]. Formally, given a database of vectors, an NN query receives a query
vector and aims to find the closest data vector from the query vector in the database. However, due
to the curse of dimensionality, it has been proven that designing algorithms for exact NN queries is
intrinsically difficult, with no algorithm able to achieve sub-linear worst-case time complexity [52]. To
address this challenge, researchers often relax the problem to an approximate nearest neighbor (ANN)
query for better time-accuracy trade-off. Despite the relaxation, existing methods [17, 53–56] still suffer
from high time consumption for vectors generated by deep neural network models due to their high
dimensionality. For instance, in early 2024, OpenAI’s most powerful model, text-embedding-3-large1,

∗Cheng Long is the corresponding author.
1https://openai.com/index/new-embedding-models-and-api-updates/

3

https://openai.com/index/new-embedding-models-and-api-updates/


generated vectors with 1,536 or 3,072 dimensions. For these vectors, the running time of most in-memory
ANN algorithms is dominated by that of distance computations between vectors, since each computation
requires thousands of arithmetic operations on floating-point numbers [8]. The space consumption is
also dominated by that of storing the vectors due to their high dimensionality.

Vector quantization addresses this challenge by reducing the precision of vector representations
while preserving their essential characteristics. Specifically, they construct a codebook conceptually,
map each data vector to its most similar codeword within the codebook, and store the corresponding
short code to achieve space efficiency. During querying, distances between data vectors and query
vectors can be estimated solely based on the compressed codes, which is more efficient than computing
the distances based on raw vectors. Many real-world vector database systems and libraries, e.g.,
Milvus and FAISS, deploy vector quantization to speed up and save space for ANN queries over
high-dimensional vector data [15, 20, 21, 45, 46]. Quantization also plays an important role in neural
network quantization/compression for efficient inference and/or deployment under resource-constrained
settings [11, 12].

There exists a substantial body of literature on vector quantization across various fields, including
machine learning, computer vision, and data management [1, 7, 9, 10, 16–18, 23, 28]. Scalar quantization
(SQ) and its variants [1, 57, 60] take finite uniform grids as codebooks and map a floating-point vector
to a vector of unsigned integers, enabling distance estimation through arithmetic operations on unsigned
integers without the need for decompression. Product quantization (PQ) adopts machine learning
techniques, such as clustering, in codebook construction [17, 18]. Additive quantization (AQ) further
increases the flexibility of learning, by enlarging the search space of codebooks [7, 16, 23]. Recent studies
utilize neural networks to construct codebooks, enabling an even larger search space of codebooks [38, 39].
Despite the increased flexibility of codebooks, these learning-based methods degenerate the efficiency of
distance estimation and vector quantization, and cause the loss of theoretical error bounds.

More recently, a new quantization method called RaBitQ has been proposed [9, 10], offering optimized
approaches for binary quantization and scalar quantization. It achieves asymptotic optimality on the
space-accuracy trade-off, and guarantees unbiased distance estimation. RaBitQ consistently outperforms
existing popular methods in real-world systems including PQ, SQ and their variants. Given its promising
performance, RaBitQ is attracting much attention from the industry and has been adopted in several
real-world systems in industry recently. For example, TensorChord has developed a highly cost-efficient
vector search solution, with RaBitQ serving as one of its key components2. ElasticSearch adopts RaBitQ
with some minor modifications for vector quantization3. In particular, RaBitQ strikes the right balance in
the space-accuracy trade-off by leveraging the concentration of measure [24], a phenomenon that exhibits
itself in high-dimensional spaces. This unique property in high-dimensional spaces allows the algorithm
to accurately estimate certain variables without doing any computations, which brings performance
gains in accuracy, at no cost. Moreover, RaBitQ’s distance estimation can be efficiently supported by
bitwise operations, and arithmetic operations of unsigned integers, since it adopts transformed finite
uniform grids as its codebook, i.e., a codebook of binary and scalar quantization. For this codebook,
it designs an algorithm for finding the best-match codeword. In particular, to find better quantized
vector beyond scalar quantization, it tries different re-scaling parameters on a per-vector basis. For
each re-scaling parameter, it performs scalar quantization on the rescaled vectors and computes the
similarity between the original vector and the quantized vector. After trying various parameters, it finds
the optimal rescaling parameter and the best-match codeword which minimizes the quantization error.

In this paper, we first study the general framework of vector quantization and discuss how existing
studies fit into the framework. In addition, we discuss how some existing methods incorporate learning

2https://blog.vectorchord.ai/vectorchord-store-400k-vectors-for-1-in-postgresql
3https://github.com/apache/lucene/pull/13651
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into the framework. We then present intuitive explanations on the state-of-the-art quantization method
called RaBitQ [9, 10]. The method offers optimized approaches for binary and scalar quantization,
provides unbiased distance estimation, and achieves the asymptotically optimal error bound. Finally, we
discuss a promising research direction: how to design a data-aware quantization method with theoretical
error bounds.

2 General Framework and Popular Schemes of Quantization

In this section, we first illustrate the general framework of vector quantization. Then, we discuss existing
schemes of quantization which are applied for high-dimensional vector data management, particularly,
nearest neighbor search. Finally, we introduce several other vector compression schemes.

2.1 The General Framework of Vector Quantization

Vector quantization is a longstanding research topic [7, 9, 10, 16–18, 23, 28, 29, 62]. The general
functionality of quantization is to represent continuous data objects by discrete codes of finite length.
It is also used for lossy data compression, i.e., compressing high-resolution discrete data objects into
codes with fewer bits. In particular, in high-dimensional vector data management, letting D be the
dimensionality, quantization is used to represent vectors in RD by codes of certain length. The code
is subsequently used to perform computational tasks. In this paper, all algorithms can be used to
estimate metrics in Euclidean spaces including Euclidean distances, inner products and cosine similarities.
To simplify the presentation, we describe quantization algorithms using Euclidean distances as an
example. The cases for inner products and cosine similarities can be addressed similarly. Furthermore,
in approximate nearest neighbor (ANN) search, distance estimation is usually performed on a data
vector or and a query vector qr. We focus on estimating the squared distances ∥or − qr∥2. A vector
quantization algorithm involves the following two critical components.

• Codebook: A codebook C refers to a finite set of vectors in Rd. The elements in a codebook are
referred to as codewords. Each codeword has a unique representation, namely a code, which can be
physically stored in computers. An algorithm quantizes a vector by finding the nearest codeword
from a codebook as its quantized vector. The corresponding code of the quantized vector is then
stored.

• Distance estimator: A distance estimator is a function based on the query vector and the
quantized data vector of a raw vector, which aims to estimte the distance between the query vector
and the raw vector. It can be computed during querying without retrieving the raw vectors.

For a quantization algorithm, we primarily focus on its performance in the following aspects: (1)
space-accuracy trade-off (i.e., the trade-off between the length of a quantized code and accuracy of the
estimated distance based on the quantized code), (2) distance estimation time and (3) vector quantization
time. The performance of a quantization algorithm is largely determined by the codebook construction
and distance estimator, which we explain with existing schemes of methods.

2.2 Scalar Quantization and Binary Quantization

Scalar quantization (SQ) is a family of classical algorithms which are widely deployed in real-world
systems [15, 20, 21]. The methods take finite uniform grids, i.e., the vectors whose coordinates are B-bit
unsigned integers, and resize them to form the codebook an illustration is shown in Figure 1a. Binary
quantization is a special case of SQ with B = 1. Let vl and vr be a lower bound and an upper bound
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Figure 1: The illustrations of codebooks. The codebooks of product quantization and additive quantiza-
tion do not have a clear geometric illustration as that of the scalar quantization does.

for resizing the codebook respectively (i.e., the length of the grid is vr−vl
2B−1

). The classical SQ takes the
minimum and maximum values of a dataset for vl and vr. The state-of-the-art variant LVQ [1] takes the
minimum and maximum values of the coordinates of every individual vector as vl and vr, respectively.
Let ∆ := vr−vl

2B−1
be the length of a grid cell. The codebook of SQ is illustrated in Figure 1a and is

formally presented as follows.

C =
{
∆ · c+ vl · 1D

∣∣c[i] = 0, 1, 2, ..., 2B − 1
}

(1)

Here 1D denotes a D-dimensional vector whose coordinates are ones.
The simple codebook of SQ, i.e., finite uniform grids, leads to clear advantages in vector quantization

time and distance estimation time. Specifically, the vector quantization can be performed by rounding
every coordinate of a vector to its nearest boundary of the grid cells for the corresponding dimension. The
distance estimation can be realized with arithmetic operations of unsigned integers, i.e., the computation
can be achieved without decompressing the codes. It is worth highlighting that when B = 1, i.e., the
case of binary quantization, the computation can be realized with efficient bitwise operations. Despite
this, the classical SQ and LVQ have limitations in the space-accuracy trade-off using a small number of
bits. As has been reported, these methods can hardly achieve reasonable accuracy when using 1-bit and
2-bit quantization, which correspond to 32x and 16x compression rates, respectively [10].

2.3 Product Quantization

Product quantization (PQ) is a popular thread of quantization methods [17–19, 58]. Unlike SQ, which
uses finite uniform grids as the codebook, PQ incorporates learning into the codebook construction
process. This characteristic makes PQ and its variants part of the broader category known as learning
to hash [19]. It constructs its codebook by optimizing within a large search space, aiming to learn the
underlying distribution of the dataset through this optimization process. Specifically, for PQ, it divides
D dimensions of a vector into M sub-segments, with each sub-segment containing D/M dimensions.
For each sub-segment, it constructs a sub-codebook by taking 2k centroids (by default, k = 8) obtained
through clustering, a typical unsupervised learning task on a dataset. Finally, PQ takes the Cartesian
product of the sub-codebooks as the codebook of PQ. Let Ci be the i-th sub-codebook, the codebook of
PQ is illustrated in Figure 1b and is formally presented as follows.

C = C1 × C2 × ...× CM (2)

In this scheme, to quantize a vector, it can separately process each sub-segment. For each sub-segment,
it can find the nearest codeword by computing the vector’s distances from all codewords. OPQ further
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introduces a learned rotation before the codebook construction [18]. VAQ proposes to non-uniformly
assign bits to different subspaces according to their importance [58]. Both further enlarge the search
space of codebooks in the learning process.

Introducing learning to the codebook construction leads to better flexibility and data-awareness,
resulting in better space-accuracy trade-off under a large compression rate, e.g., 32x and 16x compres-
sion [10, 17, 18]. However, the codebook of PQ also causes significant degeneration on the efficiency of
distance estimation. Specifically, during querying, they adopt asymmetric distance computation to esti-
mate the distance [17]. When a query comes, it prepares a look-up-table (LUT) for every sub-codebook.
The i-th LUT stores 2k numbers which represent the squared distances between the codewords in the
i-th sub-codebook and i-th sub-segment of the query vector. For a given code, by looking up and
accumulating the values in the LUTs for M times, where M is the number of sub-segments, it can
compute an estimated distance. As has been comprehensively studied [3], under the same compression
rates, this computation is much less efficient compared with that of SQ, whose computation can be
realized with bitwise operations or arithmetic operations of unsigned integers. The operation of looking
up tables incurs frequent random memory accesses and would be slow when M is large, where the
LUTs cannot be fully hosted in L1 cache [1]. To mitigate the issue, FastScan is proposed to estimate
distances batch by batch based on SIMD (Single Instruction Multiple Data) instructions. It significantly
accelerates the process and can be easily deployed in clustering-based indices such as IVF [3, 5, 6, 21, 59].
Despite this, there has been no known efficient implementation for estimating distances between two
individual vectors, which largely limits the efficiency of PQ and its variants when they are combined
with graph-based indices [1]. These studies underscore a fundamental trade-off between the flexibility of
codebooks and the efficiency of distance estimation: integrating learning into a specific component of the
quantization pipeline may not necessarily enhance overall performance in ANN queries. Furthermore,
it is worth highlighting that although the search space of PQ’s codebook covers the codebook of SQ,
due to its heuristic objectives and approximate optimization algorithms, PQ does not necessarily find a
better codebook and produce better accuracy than SQ. In fact, PQ is consistently worse than SQ and
its variants when a moderate compression rate is used [10].

2.4 Additive Quantization

Additive quantization (AQ) further generalizes PQ by considering a larger search space of the codebook [7,
16, 23]. It considers M sub-codebooks, where each contains 2k codewords. Unlike PQ whose sub-
codebooks are formed of vectors in (D/M)-dimensional spaces, the sub-codebooks of AQ are formed of
vectors in D-dimensional spaces. The codeword of AQ is formed of the summation of the codeword in
the sub-codebooks. Let Ci be the i-th sub-codebook. The codebook of AQ is illustrated in Figure 1c
and is formally presented as follows.

C =

{
M∑
i=1

ci

∣∣∣∣∣ci ∈ Ci
}

(3)

The search space of AQ’s codebook is strictly a superset of that of PQ’s, indicating that it has
even better flexibility of learning [7, 16, 23]. This brings improvement of space-accuracy trade-off under
aggressive compression rates [7, 16, 21, 23]. For instance, when quantizing a vector with 32 bits, 64 bits
and 128 bits, these methods have shown better accuracy than PQ and its variants [16, 21]. However, the
scheme of codebook construction also causes the intrinsic hardness of vector quantization and limits their
scalability. Specifically, quantizing a vector requires enumerating all 2M×k codewords to exactly find the
nearest one, which is computationally impractical. Existing methods all adopt approximate algorithms
to mitigate this issue [7, 16, 23]. Despite this, the time costs of quantization are still significantly higher
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than other schemes of methods. Additionally, similar to the comparison between SQ and PQ, although
the search space of AQ’s codebook covers the search space of PQ’s, due to the approximation nature of
their optimization algorithms, the AQ methods do not always find a better codebook and provide better
accuracy than PQ [9], especially when the compression rate is moderate.

2.5 Other Schemes of Vector Compression

In recent years, there have been several studies, which construct codebook with neural networks [38, 39].
UNQ implicitly constructs its codebook via training a neural network consisting of an encoder and
a decoder [38]. Specifically, for quantizing a vector, it encodes the raw vectors into a hidden space,
quantizes the vectors in the hidden space into codes, and generates the quantized vector via decoding the
codes. In this scheme, the encoder and decoder implicitly decide the codebook. QINCo [39] introduces
neural networks into the workflow of residual quantization [37]. The introduction of neural networks
further enhances the flexibility of codebook construction. However, it also significantly increases the
time of vector quantization and distance estimation. For distance estimation, the methods need to
decompress the codes, which introduces heavy costs. It remains to be an interesting question how to
utilize the flexibility of neural networks while estimating distances efficiently. Besides quantization,
hashing can also be used for vector compression. A line of studies named signed random projection which
generate a short code for estimating the angular values between vectors via binarizing the vectors after
randomization [43, 44, 47], which has its indexing phase similar to binary quantization. However, during
querying, these methods map both data and query vectors into binary codes and estimate angular values
via counting collisions. This disables asymmetric distance estimation and introduces errors from both
data and query vectors. Furthermore, they cannot be easily adopted to cases of using more than 1 bit
per dimension. Besides, there have been methods for lossless compression of floating-point arrays [40–42].
They retain perfect accuracy and would require a decompression step to recover the raw vectors for
computing distances. As a comparison, quantization provides lossy compression and mostly supports
distances estimation without decompression. Thus, it is likely that these methods are used for different
purposes.

Based on the discussions above, incorporating learning into the quantization pipeline is a tricky
question. On the one hand, enlarging the flexibility of learning usually degenerates the efficiency of vector
quantization and distance estimation. On the other hand, optimizing a codebook within a larger search
space does not necessarily produce better space-accuracy trade-off. Furthermore, although learning
is powerful in exploring the properties of a dataset, the learning-based methods can hardly provide
theoretical error bounds and are observed to fail disastrously [9]. This motivates us to explore the
possibility of enhancing a method with learning while retaining rigorous theoretical error bounds. To this
end, next, we will introduce RaBitQ, the first practical algorithm which achieves asymptotically optimal
theoretical error bounds. Then, we will discuss the possibility of enhancing it with learning-based
techniques.

3 RaBitQ: Practical and Asymptotically Optimal Quantization

RaBitQ develops a practical and asymptotically optimal algorithm of quantization with an arbitrary
compression rate [9, 10]. It first normalizes the raw data vector and query vector or and qr based on a
centering vector c, i.e., we take the normalized vector o := or−c

∥or−c∥ and q := qr−c
∥qr−c∥ . We next reduce the

original question of estimating distances between the raw vectors to the question of estimating the inner
product of the unit vectors based on the following equation.

∥or − qr∥2 = ∥(or − c)− (qr − c)∥2 = ∥or − c∥2 + ∥qr − c∥2 − 2 · ∥or − c∥ · ∥qr − c∥ · ⟨q,o⟩ (4)
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Note that for nearest neighbor search, ∥or − c∥ can be computed and stored before any queries come,
and ∥qr − c∥ can be computed once and used for different data vectors or so that the amortized cost for
each data vector is negligible. Thus, we focus on the quantization of unit vectors (i.e., q and o) and the
estimation of their inner product.

3.1 Insights

We first introduce a key insight behind the RaBitQ method. We note that RaBitQ achieves the
asymptotically optimal performance. One of the key reasons behind the optimality is that RaBitQ fully
utilizes a unique property/phenomenon in high-dimensional spaces, namely concentration of measure [24].
There have been vast theoretical studies on this phenomenon over the past decades [2, 25–27]. In this
paper, however, instead of discussing the principle in rigorous mathematical languages, let us start from
simple examples to build an intuitive understanding on the counter-intuitive phenomenon.

Consider the following scenario: we are interested in determining the value of the projection of a unit
vector x onto a specific vector—for simplicity, let’s choose the first coordinate of the vector, represented
as x[0]. However, due to certain constraints, we do not have direct access to this value. Therefore, our
goal is to estimate its approximate range without performing any explicit computations. Basically, since
the vector x is a unit vector, and with no further information, the only inference we can make is that
the value of x[0] must fall within the interval [−1, 1].

Next, let us investigate the case, where the vector x follows the uniform distribution on the unit
sphere. To better understand the behavior of x[0] in this case, we generate 105 random vectors following
this distribution. The empirical distribution of x[0] is plotted in Figure 2. On the left panel, we illustrate
the case for a 3-dimensional vector. This scenario is intuitive: for a unit vector, x[0] can take any value
within the range [−1, 1]. On the right panel, however, the situation becomes far less intuitive when the
vector has 1,000 dimensions. While the theoretically possible range of x[0] remains [−1, 1], the figure
reveals a striking phenomenon: the values of x[0] are highly concentrated around 0. This unexpected
behavior highlights a fundamental distinction between low-dimensional and high-dimensional spaces: in
high-dimensional spaces, randomness (e.g., the uniform distribution of x on the unit sphere) can lead to
surprisingly certainty (i.e., the concentration of x[0] around 0).

Figure 2: The Empirical Distribution of x[0].

This example typically demonstrates the phenomenon of concentration of measure in high-dimensional
spaces. Formally, based on the seminal Johnson-Lindenstrauss Lemma [25] (JL Lemma), with probability
at least 99.9%, the value x[0] in this example is unlikely to deviate from 0 by Ω( 1√

D
), where D is the

dimensionality. For more theoretical studies around the phenomenon of concentration of measure, we
refer readers to comprehensive surveys and textbooks [24, 27].

The concentration phenomenon in high-dimensional spaces leads to intriguing implications. In
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particular, in this example, when x has 3 dimensions, the only information we have about x[0] is that it
lies within the interval [−1, 1], which is not very informative. However, when x has 1,000 dimensions,
the concentration phenomenon tells us that x[0] is highly unlikely to deviate from 0 by Ω( 1√

D
) . Since

D is large, this interval becomes much narrower, providing a significantly tighter bound on x[0] in
high-dimensional spaces. We note that this is particularly counter-intuitive because we did not access
any single bit of data nor perform any computation to reach this conclusion. However, the uncertainty
about x[0] significantly decreases. In other words, via analyzing the concentration phenomenon, we gain
“free information” about x[0] without doing any computation.

This insight creates opportunities to enhance algorithms by leveraging this “free information”.
One area, where this can be especially advantageous is quantization. By effectively harnessing this
phenomenon, we can achieve significant improvements without incurring additional costs.

3.2 Codebook

3.2.1 The Codebook for 1-Bit Quantization

We first consider the case where we quantize a D-dimensional vector to a D-bit string, i.e., it is the
quantization with 1-bit per dimension. Recall that we have normalized the raw vectors into unit vectors,
and thus we shall focus on quantizing vectors on the unit sphere. Furthermore, as is discussed in
Section 2, the construction of the codebook significantly impacts the efficiency of distance estimation.
To ensure that the distance estimation can be realized with bitwise operations, instead of learning a
codebook as PQ and AQ do, we take a hypercube, a special case of finite uniform grids of SQ, and align
it onto the unit sphere to form the codebook, which is illustrated in Figure 3. In addition, recall that we
target to utilize the “free information” which comes from randomness. Therefore, we inject the codebook
some randomness by randomly rotating it, i.e., we sample a random orthogonal matrix P (a type of
Johnson-Lindenstrauss Transformation) and conceptually take the rotated vectors in the hypercube as
the final codebook.

Figure 3: The Codebook of 1-Bit Quantization.

Based on this codebook, we note that the quantization process for a vector is efficient and simple.
Specifically, for a given vector, we first apply an inverse rotation to it. In practice, the inverse rotation can
be efficiently computed in O(D logD) time using Fast Johnson-Lindenstrauss Transformation algorithms
such as Fast Walsh-Hadamard Transformation [66–68] and Kac’s Walk [69]. The codeword (of the
codebook before rotation) whose coordinates share the same signs as the rotated vector is the one that
best approximates the original vector. By recording the sign of each coordinate as the quantization code,
we effectively quantize a D-dimensional vector into a D-bit string, completing the process.
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3.2.2 The Codebook for B-Bit Quantization

When extending the quantization to B bits per dimension, the construction of the codebook becomes
more complex. Specifically, as is discussed in Section 2, to support efficient distance estimation based on
arithmetic operations of unsigned integers, a quantization algorithm needs to adopt finite uniform grids
(i.e., the codebook used in SQ) as the codebook. However, unlike 1-bit quantization, simply shifting the
codebook cannot align all the vectors onto the unit sphere. To address this issue, we map the codebook
onto the unit sphere through normalization, as illustrated in Figure 4. This figure provides an example
of the quantization codebook when B = 2 in the 2-dimensional space. The empty blue points in the left
panel represent a set of vectors on finite uniform grids. The solid red points in the right panel represent
the normalized vectors. Applying a random rotation on the red points yields the codebook.

However, based on this codebook, the quantization process for a vector becomes challenging. For the
original codebook, rounding with SQ can be easily performed for each dimension to identify the nearest
vector. For the normalized codebook, the result of rounding no longer guarantees to best approximate
the vector. Figure 5a provides such an example. Specifically, the purple triangle represents the vector
X which we aim to quantize. In the original codebook, vector A is the result of performing rounding
with SQ on X. However, in the normalized codebook, vector B is the one which best approximates X,
i.e., its corresponding normalized vector is closer to X. We observe that while the optimal vector may
not be found by directly rounding the vector, rescaling the vector before rounding can help locate the
optimal vector. To illustrate this, consider the example in Figure 5b, where we plot a rescaled vector
tX with another purple triangle. Here, the rescaling factor t is a positive number. After rescaling X
and performing SQ, we successfully identified the optimal vector B in the codebook. Furthermore, we
have formally proved that for any given vector, there always exists a rescaling factor such that rounding
the rescaled vector guarantees the identification of the optimal vector in the codebook [10]. Therefore,
to identify the optimal vector, we can explore various rescaling factors. For each rescaling factor, we
determine the nearest vector by rounding with SQ and calculate the corresponding quantization error.
By comparing these errors, we can ultimately determine the optimal rescaling factor and the optimal
quantized vector. Based on this idea, we propose an algorithm which guarantees to find the optimal
quantized vector in O(2B ·D logD) time, which is good enough for practical usage as the algorithm
is designed for vector compression and B is small. Additionally, when B is large, the algorithm can
be further accelerated to O(D) with some approximation. The detailed quantization algorithm can be
found in [10].

In other words, the codebook is constructed by shifting, normalizing, and randomly rotating finite
uniform grids, which are the codebooks used in SQ. It is worth noting that the quantization algorithm
can also be equivalently viewed as a method for exploring and optimizing the parameters of SQ. In

Figure 4: The Codebook of B-Bit Quantization.
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(a) (b) (c)

Figure 5: An Example of the Quantization Process for B-Bit Codebooks.

particular, rescaling the input vectors can be equivalently viewed as rescaling the codebook itself. In
Figure 5a, rounding X onto the codebook yields the vector A. In Figure 5c, we keep the vector X
unchanged and rescale the codebook. In this scenario, rounding X onto the rescaled codebook yields the
rescaled vector B. The distance between X and B in Figure 5c is much smaller than that between X
and A in Figure 5a. Therefore, our algorithm can be equivalently explained as performing SQ by testing
different parameters on a per-vector basis, computing the quantization error for each, and selecting the
optimal parameter and codeword to minimize the error. Mathematically, rescaling a vector by a factor
of t is equivalent to rescaling a codebook by 1/t. Additionally, the codebook for 1-bit quantization can
be seen as a special case of the codebook for B-bit quantization with B = 1.

3.3 Distance Estimator

We have now completed the construction of the codebook and the quantization of the data vectors.
Recall that o represents the data vector to be quantized, q is a query vector and P is a sample from
a random orthogonal matrix. The quantized data vector is denoted as ō, and its representation using
unsigned integers is given by xu. Formally, we have ō = P (xu − 2B−1

2 · 1D)/∥xu − 2B−1
2 · 1D∥ [9, 10].

Building on the quantized data vector, we now introduce an estimator for the inner product ⟨o,q⟩.

3.3.1 The Construction of the Estimator

To achieve this, we first analyze the geometric relationship among the vectors o, ō and q. In particular,
we observe that although o, ō and q are vectors in high-dimensional spaces, estimating ⟨o,q⟩ only
requires focusing on the 2-dimensional subspace that contains o and q, as illustrated in Figure 6. Here,
e1 is a unit vector that is orthogonal to o and lies within the subspace. By analyzing the geometric
relationships among the vectors in the subspace, we derive the following equation for the inner product
of the vectors.

⟨ō,q⟩ = ⟨ō,o⟩ · ⟨q,o⟩+ ⟨ō, e1⟩ · ⟨q, e1⟩ = ⟨ō,o⟩ · ⟨q,o⟩+ ⟨ō, e1⟩ ·
√
1− ⟨o,q⟩2 (5)

By transforming the equation, we have the following equation.

⟨ō,q⟩
⟨ō,o⟩

= ⟨o,q⟩+
√

1− ⟨o,q⟩2 · ⟨ō, e1⟩
⟨ō,o⟩

(6)
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Figure 6: Geometric Relationship among the Vectors.

Note that ⟨o,q⟩ is our target. We treat the first term ⟨ō,q⟩
⟨ō,o⟩ as an estimator, and thus the last term

represents the error. Recall that during codebook construction, we have sampled a random orthogonal
matrix P , applied it to all codewords and generated a randomized codebook. The vector ō is a vector
selected from this randomized codebook, making it a random vector. The inner products ⟨ō,o⟩ and
⟨ō, e1⟩ represent the projections of the random vector ō onto o and e1, respectively. As a result,
these inner products are random variables. As is discussed in Section 3.1, in high-dimensional spaces,
randomness can lead to the concentration phenomenon. We rigorously analyze the distribution, in
particular, the extent of concentration of ⟨ō,o⟩ and ⟨ō, e1⟩. Based on the analysis, we have proven that
the error term has 0 expectation, indicating that the estimator is unbiased [9].

E
[
⟨ō,q⟩
⟨ō,o⟩

]
= ⟨o,q⟩ (7)

Additionally, we have proven that the space-accuracy trade-off of our algorithm achieves the asymptotical
optimality, which was established by a prior theoretical study [2]. This makes our algorithm the first to
achieve the optimality as a practically applicable algorithm, to the best of our knowledge. The specific
theoretical result is presented as follows [10].

Theorem 3.1: Let D be the dimensionality. For ϵ > 0 where 1
ϵ2
log 1

δ > D, to ensure that the error of the
estimator is bounded by ϵ with probability at least 1− δ, it is sufficient to set B = Θ

(
log
(
1
D ·

1
ϵ2
log 1

δ

))
.

It is worth noting that the number of bits B is logarithmic with respect to ϵ−2 and is negatively related
to the dimensionality D. This indicates a counter-intuitive fact: the higher the dimensionality is, under
the same compression rates, the smaller the error would be.

3.3.2 The Computation of the Estimator

The question of estimating distances has been reduced to the one of computing ⟨ō,q⟩ / ⟨ō,o⟩, (i.e.,
the estimator). Note that ⟨ō,o⟩ is independent of the query. It can be precomputed before querying.
Recall that ō is a vector in the codebook which is generated by shifting, normalizing and rotating finite
unit grids, i.e., the vectors of B-bit unsigned integer. We denote the D-dimensional vector whose all
coordinates are equal to 1 by 1D. Additionally, let q′ := P−1q. To support the computation of ⟨ō,q⟩
with arithmetic operations of unsigned integers, we transform ⟨ō,q⟩ as follows.

⟨ō,q⟩ =

〈
P

xu − 2B−1
2 · 1D

∥xu − 2B−1
2 · 1D∥

,q

〉
=

1

∥xu − 2B−1
2 · 1D∥

(〈
xu,q

′〉− 2B − 1

2

D∑
i=1

q′[i]

)
(8)
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Here ∥xu − 2B−1
2 · 1D∥ is independent of queries and can be precomputed. The variable

∑D
i=1 q

′[i] can
be computed once and shared by all data vectors. We perform quantization on q′, i.e., we approximate
it with ∆ · qu + vl · 1D. Then the computation is finally reduced to the inner product between vectors of
unsigned integers as follows.

〈
xu,q

′〉 = ⟨xu,∆ · qu + vl · 1D⟩ = ∆ · ⟨xu,qu⟩+ vl ·
D∑
i=1

xu[i] (9)

Note that number of bits used for quantizing the query q′ should be larger than B by more than 3 bits
so that the error introduced from the query side is negligible. Particularly, when B = 1, the computation
can be realized with highly efficient bitwise operations. Note that the computation is exactly the same
as SQ. Thus, RaBitQ can replace SQ seamlessly while providing better accuracy. We refer readers to
the RaBitQ papers for more details [9, 10].

3.4 Summary

In summary, our RaBitQ methods provide optimized methods for binary and scalar quantization. Its
distance estimation can be realized in the same way of binary and scalar quantization. Under the same
compression rates, it consistently produces better accuracy than LVQ [1], the state-of-the-art variant of
SQ. Thus, replacing the SQ methods with RaBitQ would bring consistent improvement. In particular,
we would like to highlight that when B = 1 and B = 2, the error of RaBitQ is smaller than that of
LVQ by orders of magnitude, indicating RaBitQ’s significant improvement [10]. Additionally, RaBitQ
primarily focuses on the compression rates ranging from 3x to 32x, with only limited discussion on
settings with over 32x compression. A concurrent study of the extended RaBitQ paper, MRQ [28],
focuses on achieving over 32x compression and enhancing performance using data-aware technologies. We
refer readers to the MRQ paper for more detailed discussions [28]. Finally, to the best of our knowledge,
RaBitQ is the first practical algorithm which achieves the asymptotic optimality established by a prior
theoretical study [2].

4 Future Directions: towards Data-Aware Methods with Theoretical
Error Bounds

The RaBitQ method provides practical and asymptotically optimal quantization. This result relies
on the codebook construction process, where the codebook is generated based on the codebook of SQ.
This codebook allows distance estimation to be efficiently computed using bitwise operations (for 1-bit
quantization) and arithmetic operations on unsigned integers (for B-bit quantization). The theoretical
error bound requires that the codebook is randomly rotated. Therefore, incorporating learning into either
codebook construction or rotation will cause the loss of the theoretical error bounds. However, we observe
that the theoretical bounds remain valid regardless of the centering vector chosen for normalization.
Consequently, the normalization step can be improved without sacrificing any theoretical guarantees.
This opens up the opportunity to enhance RaBitQ by incorporating advanced learning techniques into
the normalization step. Nevertheless, based on the current scheme, there are still some constraints
on the selection of centering vectors for normalization. Specifically, it uses the centroids of KMeans
clustering [9, 10] for normalization. In this scheme, the algorithm needs to pre-process (i.e., quantize)
the query vector for every centroid. This cost can be amortized if a centroid is shared by many data
vectors. However, when a centroid is shared by a few data vectors only, the cost of pre-processing the
query vector would be significant. This issue can be resolved with a simple trick, which is presented as
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follows.

∥or − qr∥2 = ∥or − c∥2 + ∥qr − c∥2 − 2 ⟨or − c,qr − c⟩ (10)

≈ ∥or − c∥2 + ∥qr − c∥2 − 2∥or − c∥ · ∥qr − c∥ · ⟨ō,q⟩
⟨ō,o⟩

(11)

= ∥or − c∥2 + ∥qr − c∥2 − 2∥or − c∥ · ⟨ō,qr − c⟩
⟨ō,o⟩

(12)

= ∥or − c∥2 + 2∥or − c∥ ⟨ō, c⟩
⟨ō,o⟩

+ ∥qr − c∥2 − 2∥or − c∥ · ⟨ō,qr⟩
⟨ō,o⟩

(13)

The first two terms are independent of queries and can be precomputed. Thus, the only question is
to compute ⟨ō,qr⟩, where qr is independent of the centroid. Thus, when a query comes, it can be
pre-processed once and shared by all data vectors, even though their normalization is based on different
centering vectors.

With this trick, one possible research direction is to combine RaBitQ with other types of quantization
methods. In particular, it is possible to use the quantized vector of other quantization methods
(e.g., additive quantization) for normalization. Specifically, for a dataset, we can first adopt additive
quantization to find a quantized vector for every vector. Then, we use the quantized vector as the
centering vector for normalization. Recall that additive quantization could perform competitively when
using a small number of bits, due to its better flexibility of codebook construction. It may capture
the data distribution with a few bits, which can enhance the normalization step with moderate costs.
On the other hand, RaBitQ provides better scalability, efficiency and rigorous theoretical error bounds.
Combining both methods is expected to enhance data-awareness while preserving error bounds. However,
several details remain to be addressed in this direction, which should be carefully studied.

5 Conclusion

Vector quantization is fundamental for reducing the memory costs of high-dimensional vector data
management. In this paper, we presented the general framework of vector quantization, which involves
two critical components, the codebook and the distance estimator. We reviewed existing popular
quantization schemes, and discussed how incorporating learning within their pipelines affects their costs
of vector quantization and distance estimation. We provided an intuitive overview of the RaBitQ method,
which serves as an optimized approach to binary and scalar quantization, and achieve asymptotically
optimal theoretical error bounds. Finally, we discussed opportunities to further enhance the RaBitQ
methods through learning-based normalization techniques, aiming to develop a data-aware approach
with rigorous theoretical error bounds.
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