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Abstract

The grand goal of data-driven decision systems is to help make decisions easier, more accurate, at a higher scale, and also just. However, data-driven algorithms are only as good as the data they work with. Yet, data sets, especially those with social data, often do not represent minorities. The paucity of training data is a perpetual problem for AI, and the outcome of ML models for cases not represented in their training data is often not reliable. Hence, without properly addressing the lack of representation issues in data, we cannot expect AI-based societal solutions to have responsible and trustworthy outcomes.

This paper focuses on data coverage as a data-centric approach for identifying and resolving misrepresentation of minorities in data. To achieve this goal, we propose novel algorithms that (a) identify and resolve insufficient data coverage across data with different modalities and (b) use lack of representation information to generate data-centric reliability warnings.

1 Introduction

Data-driven decision-making has shaped every corner of human life, spanning from autonomous vehicles to healthcare and even predictive policing and criminal justice. A pivotal concern, especially in applications that affect individuals, revolves around the reliability of the decisions rendered by the system. It is easy to see that the accuracy of a data-driven decision depends, first and foremost, on the data used to make it. Essentially, the system learns the phenomena that data represent. While we may desire that the data should represent the underlying data distribution from which the production data is drawn, this alone may be insufficient, as it merely enables the model to perform well for the average case. As a result, a model with a high accuracy could fail for specific regions in the data with insufficient representation. These regions may matter because they frequently represent some minority population in society. They could also represent cases that may not happen very often but have a relevant impact on the correctness of a critical decision. In short, if the data fails to sufficiently represent a specific population, the outcome of the decision system for that population may not be trustworthy.

The phenomenon known as Representation Bias can arise from how the data was originally collected, or it could be the result of biases introduced post-collection—whether historically, cognitively, or statistically.
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Representation bias is essentially inevitable without a systematic approach to data collection. For example, in the context of survey data collection, vital steps involve identifying all populations within the underlying distribution based on desired demographic information and ensuring comprehensive coverage with sufficient samples from each group. Even then, only an (uncontrolled) subset of the invitees will opt-in to respond to the survey. Another challenge lies in the fact that data scientists often lack control over the data collection process, leading to the reliance on “found data” in the majority of data-driven systems. Therefore, with no guarantee on the aforementioned steps in the data collection process, the found data is most likely a biased sample. Acknowledging the potential harms of representation bias, the notion of Data Coverage \[1, 2\] has been proposed to ensure the adequate representation of minority groups in data sets employed for decision-making and developing sophisticated data science tools.

Addressing representation issues in data poses various challenges depending on the modality of the data. In this paper, we focus on identifying and resolving lack of coverage issues in data with different modalities. We start by proposing a variety of techniques (spanning from geometric and combinatorial optimization to crowd-sourcing) aimed at efficiently detecting insufficient coverage on structured data sets with non-ordinal categorical and continuous attributes, as well as image data sets. Next, we propose a range of approaches grounded in data integration and generative data augmentation to address the lack of coverage by enriching the data sets with more data. However, with limited control over the data collection processes, it could be difficult and expensive to resolve all misrepresentations. Since adding more data is not always possible, we proceed to introduce data-centric preventive solutions that warn the user about the reliability of their predictions regarding representation bias issues. These warnings assist users in determining whether they trust the outcomes of the models or exercise caution.

2 Detecting Insufficient Representation of Minorities

Representation bias happens when the development (training data) population under-represents and subsequently fails to generalize well for some parts of the target population, due to historical bias, sampling bias, etc. The notion of data coverage has been studied across different settings in \[2\] as a metric to measure representation bias. At a high level, coverage is referred to as having enough similar entries for each object in a data set. For a better understanding, let us go over the definition of the generalized notion of coverage:

Definition 2.1 (Data Coverage) Consider a data set \(D\) with \(n\) tuples, each consisting of \(d\) attributes of interest \(x = \{x_1, x_2, \cdots, x_d\}\), such as gender, race, salary, age, etc, that are used for coverage identification. The data set also contains target attributes \(y = \{y_1, \cdots, y_0\}\) that may or may not be considered for the coverage problem. A query point \(q\) is not covered by the data set \(D\), if there are not “enough” data points in \(D\) that are representative of \(q\). To generalize the notion of coverage, let us define \(g(q)\) as the universe of tuples that would represent \(q\) and let \(g_D(q) = g(q) \cap D\). In other words, \(g_D(q)\) are the set of tuples in \(D\) that represent \(q\). Using this notation, we define the coverage of \(q\) as the size of \(g_D(q)\). That is, \(\text{cov}(q, D) = |g_D(q)|\). Given a value \(\tau\), \(q\) is covered if \(\text{cov}(q, D) > \tau\). Similarly, a group \(g\) is not covered if \(g \cap D < \tau\). The uncovered region in a data set is the collection of groups that are not covered by it.

2.1 Structured Data

In this section, we focus on identifying representation bias in structured data. Depending on the type of the attributes of interest, we categorize the techniques into two classes based on whether they target the problem for non-ordinal categorical (e.g. race, gender) or ordinal continuous (e.g. age) attributes. The attributes of interest considered for representation bias often include sensitive attributes such as race and gender but are not necessarily limited to them.
2.1.1 Categorical Attributes

For cases where attributes of interest are non-ordinal categorical, the cartesian product of values on a subset of attributes \( x' \subseteq x \), form a set of (sub-)groups. For example, \{ white male, white female, black male, \ldots \} are the subgroups defined on the attributes \( \text{(race, gender)} \). We refer to the number of attributes used to specify a subgroup as the level of that subgroup. For example, the level of the subgroup \text{white male} is 2, while the level of the subgroup \text{male} is 1. We use \( \ell(g) \), to refer to the level of a subgroup \( g \). Similarly, we say a subgroup \( g' \) is a subset of \( g \), if the groups specifying \( g' \) are a superset of the ones for \( g \). For example \( \text{(married white male)} \) a subset of the more general group \( \text{(white male)} \). That is, the set of individuals in group \( \text{(married white male)} \) are a subset of \( \text{(white male)} \). Moreover, we say a subgroup \( g \) is a parent of the subgroup \( g' \), if \( g' \subset g \) and \( \ell(g) = \ell(g') + 1 \). For example, the subgroup \( \text{(white male)} \) is a parent of the subgroup \( \text{(married white male)} \). We use \text{patterns} to refer to uncovered subgroups. A pattern \( P \) is a string of \( d \) values, where \( P[i] \) is either a value from the domain of \( x_i \), or it is “unspecified”, specified with \( X \). For example, consider a data set with three binary attributes of interest \( x = \{ x_1, x_2, x_3 \} \). The pattern \( P = X01 \) specifies all the tuples for which \( x_2 = 0 \) and \( x_3 = 1 \) (\( x_1 \) can have any value). The set of patterns that identify most general uncovered subgroups are called \text{Maximal Uncovered Patterns} (MUPs).

No polynomial time algorithm can guarantee the enumeration of the entire MUPs, however, several algorithms inspired by set enumeration and the Apriori algorithm for association rule mining are proposed to efficiently address this problem [1]. In this regard, we introduce \text{Pattern Graph} data structure that exploits the relationship between patterns to do less work than computing all uncovered patterns by removing the non-maximal ones. The parent-child relationship between the patterns is represented in a graph that can be used to find better algorithms. \text{Pattern-Breaker} starts from the top of the graph where the general patterns are and moves down by breaking each pattern into more specific ones. If a pattern is uncovered, then all of its descendents are also uncovered and they can not be an MUP, even if they have a parent that is covered. Therefore, this subgraph of the pattern graph can be pruned. The issue with \text{Pattern-Breaker} is that it explores the covered regions of the pattern graph and for the cases where there are a few uncovered patterns, it has to explore a large portion of the exponential-size graph. To tackle this, \text{Pattern-Combiner} algorithm is proposed that performs a bottom-up traversal of the pattern graph. It uses an observation that the coverage of a node at the level of the pattern graph can be computed as the sum of the coverage values of its children. The problem with \text{Pattern-Combiner} is that it traverses over the uncovered nodes first and therefore, it will not perform well for the cases in which most of the nodes in the graph are uncovered. In fact, for the cases where most of the MUPs are placed in the middle of the graph, both \text{Pattern-Breaker} and \text{Pattern-Combiner} will not be as efficient as they should traverse half of the graph. Therefore, we propose \text{Deep-Diver}, a search algorithm based on Depth-First-Search that quickly finds the MUPs, and uses them to limit the search space by pruning the nodes both dominating and dominated by the discovered MUPs.

2.1.2 Continuous Attributes

Data in the real world often consists of a combination of continuous and discrete values. While simple solutions like binning \text{age} into \text{young} and \text{old} can transform the continuous space into discrete. However, they may lead to coarse groupings that are sensitive to the thresholds chosen. It may be inappropriate to treat a 35-yo as \text{young} but a 36-yo as \text{old}. Therefore, we extend the notion of coverage to continuous space. Particularly, given data set \( D \) with \( n \) tuples over \( d \) attributes, and vicinity radius \( \rho \) and coverage threshold \( k \), we want to identify the uncovered region – the universe of uncovered query points. A query point in continuous data space is covered if there are enough (at least \( k \)) data points in its \( \rho \)-vicinity neighborhood. \( \rho \)-vicinity neighborhood is the circle centered at the query point with radius \( \rho \).

Depending on the number of attributes in a data set, we propose two algorithms for identifying uncovered regions in data [3]. The first algorithm known as \text{Uncovered-2D} studies coverage over two-dimensional data sets where \( x = \{ x_1, x_2 \} \). To find the number of circles that a query point falls into and consequently discover
the uncovered region, \textit{Uncovered-2D} makes a connection to \textit{k}-th order Voronoi diagrams. Consider a data set \( D \) and its corresponding \( k \)-th order Voronoi diagram. For every tuple \( t \in D \), let \( \alpha_t \) be the \( d \)-dimensional sphere (\( d \)-sphere) with radius \( \rho \) centered at \( t \). Consider a \( k \)-voronoi cell \( V(S) \) in the \( k \)-th order Voronoi diagram \( V_k(D) \). Any point \( q \) inside the intersections of the \( d \)-spheres of tuples in \( S \), i.e. \( q \in \bigcap \alpha_t \), is covered, while all other points in the region are uncovered. The algorithm starts by constructing the \( k \)-th order Voronoi diagram of the data set and then for each Voronoi cell \( V(S) \) in the diagram, it computes the intersection of the circles of the tuples in \( S \) and marks the portion of \( V(S) \) that falls outside it as uncovered. After identifying the uncovered region, a 2D map of \( \{x_1, x_2\} \) value combinations is used to report the region to the user. The algorithm for the 2D case can be extended to the general case by relaxing the assumption on the number of attributes to discover the exact uncovered region, however, due to the curse of dimensionality, the search size space explodes as the number of dimensions increases and as a result, the algorithm will not be practical. Therefore, we propose a randomized approximation algorithm based on the geometric notion of \( \varepsilon \)-\textit{net}. Let \( \mathcal{X} \) be a set and \( \mathcal{R} \) be a set of subsets of \( \mathcal{X} \). A set \( \mathcal{N} \subset \mathcal{X} \) is an \( \varepsilon \)-\textit{net} for \( \mathcal{X} \) if for any range \( r \in \mathcal{R} \), if \( |r \cap \mathcal{X}| > \varepsilon |\mathcal{X}| \), then \( r \) contains at least one point of \( \mathcal{N} \). The idea, at a high level, is to draw enough random samples from the space of potential query points to form an \( \varepsilon \)-\textit{net}. We then label the sampled query points as \( \{-1, +1\} \) depending on whether those are covered or not, and learn the uncovered regions using the samples.

### 2.2 Image Data

Many known incidents of machine failures due to the lack of representation were on image data. We consider an image data set with a fixed number of low-cardinality sensitive attributes such as \textit{race} and \textit{gender}. It is common that image data sets \textit{lack explicit values} for sensitive attributes, which are crucial for coverage identification. An image data set is often a collection of images from different domains with little to no information about their domain and which groups they belong to. As a result, even studying coverage over low-cardinality and categorical attributes of interests is challenging in these cases.

In Figure 4, we show that due to the issues such \textit{machine bias} and \textit{lack of distribution generalizability}, solely relying on state-of-the-art machine learning (ML) techniques fail to effectively identify lack of coverage in image data sets. Therefore, we propose an approach based on combining crowdsourcing with ML [4]. Crowdsourcing is particularly promising for image data, for tasks such as image labeling, which, while challenging for the machine, are "easy" for human beings to conduct with minimal error.

A key observation that enables a cost-effective crowdsourcing approach is that, while studying coverage, we would only like to find out if there are \textit{enough tuples from each subgroup}. Suppose a subgroup is covered if there are \( \tau = 100 \) instances of it in the data set. Assume the (majority) group \( g_1 \) contains \( n_1 \gg 100 \) objects in the data.
To verify that $g_1$ is covered, it is enough for the crowd to discover 100 of those objects, not the entire $n_1$. Following this, $O(\tau)$ provides a lower bound on the number of crowd tasks required to verify a given group is covered. Still, this lower bound only holds for the groups that are covered, i.e., there is at least $\tau$ of those in the data set. Surprisingly, verifying that a minority group is indeed uncovered is cumbersome, unlike the majority group. This is because even though discovering $\tau$ objects from a group is enough for verifying that it is covered, one cannot verify a group is uncovered until there is a chance that the data set might still have enough objects from that group. Thus, assuming a non-zero probability for each unlabeled object to belong to each group, one might need to ask the crowd to label the entire data set before they can confirm that a specific group is uncovered.

Our idea for addressing this challenge is to design a divide and conquer algorithm that, instead of point queries, uses set queries to iteratively eliminate subsets of data that does not include any object from the given group. At a high level, our idea is to ask a set query from the crowd, inquiring whether the selected set contains at least one object from the given group $g$. The user may provide two responses (yes/no). Interestingly, in either case, the user response provides valuable information that helps efficiently identify the coverage. If the answer is “No”, the set does not include any object from the given group $g$. As a result, the algorithm can safely prune the set, asking no further questions about it. In particular, for a group that is not covered, one can expect to see no answers on large set queries helping to prune a significant portion of the data set quickly. On the other hand, if the answer is “yes”, the set contains at least one object from the group $g$. As a result, the algorithm cannot prune the subset since it can have any number (larger than one) of the objects in $g$. At first glance, the queries with yes answers do not provide helpful information as the algorithm cannot prune the subset (hence it needs to divide it into smaller subsets). However, a key observation is that the algorithm will only observe a limited number of yes answers before it stops. The reason is that the number of set queries with yes answers provides a lower-bound on the number of objects from $g$ in the data set. As a result, the algorithm can stop as soon as the lower bound reaches $\tau$, knowing that $g$ is covered. The D&C approach verifies the data coverage for a given group, while our goal is to identify the uncovered regions for a given set of sensitive attributes. The next question is how to utilize this algorithm for efficient coverage identification on different scenarios of sensitive attributes, forming intersectional or non-intersectional groups. In particular, how can we find maximal uncovered patterns? Our idea is to apply sampling and aggregate estimation techniques to find the groups that even if merged are likely to still be uncovered. This will help reduce the coverage identification cost by running the D&C approach for the merged groups once.

### 3 Resolving Insufficient Representation

Data integration [5, 6] and data augmentation [7–10] are considered as the primary solutions for reducing data coverage issues in a data set. Data integration is promising when external sources of data are available. On the other hand, recent advancements in generative AI and foundation models have enabled efficient and effective augmentation of data sets with synthetic data. Therefore, in the following, we review two approaches, one from each category, in the context of lack of coverage resolution.

#### 3.1 Data Integration

Data integration is to consolidate data from different sources into a single, unified view. Although it is an effective solution to acquire additional data from different distributions, there are sampling policy and cost-efficiency concerns that need to be examined. Therefore, *Data Distribution Tailoring (DT)* introduces data...
integration techniques for resolving insufficient representation of subgroups in a data set in the most cost-effective manner [5]. A query to DT consists of a target schema, and a set of group distribution requirements in the form of the minimum counts (e.g., “1,000 breast cancer monitoring data in Chicago with at least 30% label=positive, and at least 20% black patients”). Collecting a fresh sample from a data view is costly (monetary, human resources, and/or computation cost) [11]. Therefore, DT focuses on satisfying the count requirements with minimum cost. Given an input query and a lake of available data sources, the first step is to discover a collection of candidate data views that satisfy the target schema. Each data view \( v_i \) is a projection-join \( v_i = \Pi(D_{i1} \Join \cdots \Join D_{ik}) \), where \( D_{ij} \) is a data set in a given data lake. Let us suppose the data views are already discovered. At a high level, DT follows an iterative approach that at each iteration a data view is selected to be queried. Each query to a data view has a fixed cost and returns a sample that may or may not satisfy the query constraints. The samples that are either not fresh, or do not satisfy the query are discarded. Hence, the essential question towards a cost-effective data integration is what data view to query next. Depending on the available information about the data sources, various techniques may be employed.

For the cases when the group distributions are known, the process of collecting the target data set is a sequence of iterative steps, where at every step, the algorithm chooses a data view, queries it, and if the obtained tuple contributes to one of the groups for which the count requirement is not yet fulfilled, it is kept, otherwise discarded. To do so, a Dynamic Programming (DP) algorithm is proposed. An optimal source at each iteration minimizes the sum of its sampling cost plus the expected cost of collecting the remaining required groups, based on its sampling outcome. The DP algorithm, however, has a pseudo-polynomial time complexity. Hence, it quickly becomes intractable for cases where the minimum count requirements for the groups are not small. For cases where the (sensitive) attribute of interest is binary, such as (biological) \( \text{sex}=\{\text{male, female}\} \), and the cost to query data is similar from all sources, it turns out that the optimal strategy is to query the data source with maximum probability of obtaining a sample from the minority group. Expanding the binary-attributes algorithm for non-binary cases, the problem can be modeled as an extension of the “coupon collector’s” problem [12], where the goal is to collect \( m_i \) instances from each coupon (group) \( g_i \). At each iteration, the coupon collector’s algorithm identifies a data view as most promising and queries it. In simple terms, a data view with a smaller query cost and a higher chance of obtaining minority groups is more promising.

For the cases where the group distributions are unknown, we model DT as a multi-armed bandit problem, where every data view is modeled as an arm. Every arm has an unknown distribution of different groups while pulling an arm (i.e., querying the corresponding data view) has a cost. During various iterations, the algorithms pull the arms in an order that its expected total reward is maximized. Arguing that the reward of obtaining a tuple from a group is proportional to how rare this group is across different data views, we design the reward function based on the expected cost one needs to pay in order to collect a tuple from a specific group. As the bandit strategy, we adopt Upper Confidence Bound (UCB) to balance exploration and exploitation. At every iteration, for every arm, UCB computes confidence intervals for the expected reward and selects the arm with the maximum upper bound of reward to be explored next.

3.2 Data Augmentation using Foundation Models

While data integration provides a promising approach for resolving coverage issues in a data set, its effectiveness is limited to the availability of external data sources that are rich enough to find sufficient fresh samples from minority groups. This, however, is not always possible, especially since the minority samples are rare and not easy to obtain. Fortunately, recent advancements in Generative AI and Foundation Models have enabled synthesizing samples that are otherwise challenging to obtain from the real world.

Therefore, as an alternative approach to data integration, we turn our attention to the Foundation Models and Generative AI for resolving the lack of coverage. Particularly, models such as DALL.E\(^1\) have emerged as

\(^1\text{https://openai.com/dall-e-2}\)
powerful tools for generating multi-modal data such as image, audio, and video.

We formalize the foundation model \( \mathcal{F} \) as a black-box function with the following inputs, that once queried synthesize an output tuple.

- **Prompt**: A natural language description providing instructions on the details of the tuple to be generated. For instance, a prompt for image generation might be “A realistic photo of a white cat running in a backyard.”

- **Guide**: In cases where only a prompt is provided, the foundation model uses its imagination to generate the requested tuple. For the previous example, the prompt of a cat image, the breed, size, background, and other details are generated based on the model’s imagination. Alternatively, a guide can be provided to influence the generation process. The guide is formalized as a pair \((t, m)\) where \(t\) is a tuple and \(m\) is a mask specifying which parts of the guide tuple should be changed. Using the cat example, \(t\) can be a cat image and \(m\) can specify the foreground to be regenerated.

There are multiple challenges towards effective data set augmentations using foundation models. First, we have to determine the minimal set of synthetic tuples that once added to the original data set, under-representation issues are resolved. Second, the generated images should follow the underlying distribution represented in the input data set. Third, the generated tuples should have high quality and look realistic to a human evaluator. Last but not least, given the (often monetary) cost associated with the queries to the foundation model, we should ensure the cost-effectiveness of the data set repair process.

Figure 5 shows the architecture of our system CHAMELEON [13] for coverage enhancement using DALL-E image generator. To address the first challenge, we define the combinations-selection problem, which minimizes the total number of synthetic tuples for resolving lack of coverage of minorities at the most general level. We show the problem is NP-hard, and propose a greedy approximation algorithm for it. To address the second and third challenges, CHAMELEON follows a rejection sampling strategy. It views each tuple in the data set \(\mathcal{D}\) as an iid sample from the underlying distribution \(\xi\) it represents. It uses the vector representations (embeddings) space to describe the distribution. Then, given a newly generated tuple, it employs the one-class support vector machine (OCSVM) approach proposed by Scholkopf et al. [14] to reject the tuple if it does not follow \(\xi\). Moreover, it models the quality evaluation as hypothesis testing and rejects the samples that have a higher chance of being labeled as “unrealistic” by a random human evaluator. Finally, to minimize the number of queries to the foundation model, we provide a guide tuple (and a mask), in addition to the prompt, to the foundation model. We model the guide-selection problem as contextual multi-armed bandit and propose a solution based on the contextual UCB for it.

Before concluding this section, let us provide some experiment results to demonstrate the effectiveness of data augmentation with CHAMELEON. We use FERET DB [15] for this experiment, which comprises 1199 individual images and serves as a standardized facial image database for researchers to develop algorithms and report results. All images in FERET DB share the same dimensions, pose, and facial expression. First, we identified the (level-1) uncovered ethnicity groups, using the threshold 80. We then used CHAMELEON and resolved the lack of coverage.
Table 1: Illustrating the effect of lack of coverage repair using CHAMELEON on FERTDB

<table>
<thead>
<tr>
<th>Ethnicity Groups</th>
<th>Classifier Performance on FERTDB</th>
<th>Classifier Performance on Repaired</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#Images</td>
<td>Precision</td>
</tr>
<tr>
<td>Overall</td>
<td>756</td>
<td>0.81</td>
</tr>
<tr>
<td>Black</td>
<td>40</td>
<td>0.19</td>
</tr>
<tr>
<td>Hispanic</td>
<td>19</td>
<td>0.50</td>
</tr>
<tr>
<td>Middle Eastern</td>
<td>10</td>
<td>0.00</td>
</tr>
</tbody>
</table>

issues. To evaluate the effectiveness of the system, we trained a CNN model to predict the race of each image within this dataset. We then retrained the identical CNN on the repaired training data. Importantly, our test dataset for both experiments remains consistent and is derived from real images. Table 1 presents the improvements in precision, recall, and F1 score metrics for under-represented groups after repairing the dataset. The results indicate an enhancement in performance metrics for all under-represented groups following the repair process.

4 Generating Reliability Warnings

Interpretability is a necessity for data scientists who develop predictive models for critical decision-making. In such settings, it is important to provide additional means to support the following question: *Is an individual prediction of the model reliable for decision-making?* Our goal is to use the lack of representation to help decision-makers find insights about this critical question. To further motivate this, let us use the following example:

**Example 1:** (Part 1): Consider a judge who needs to decide whether to accept or deny a bail request. Using data-driven predictive models is prevalent in such cases for predicting recidivism [16]. Indeed, such models can be beneficial to help the judge make wise decisions. Suppose the model predicts the queried individual as high risk (or low risk). The judge is aware and concerned about the critics surrounding such models. A major question the judge faces is whether or not they should rely on the prediction outcome to take action for this case. Furthermore, if, for instance, they decide to ignore the outcome and hence they need to provide a statement supporting their action, what evidence can they provide?

In line with the recent trend on data-centric AI [17], we design novel approaches, complimentary to the existing work on trustworthy AI [18–21], to address the aforementioned trust question through the lens of data. In particular, unlike existing works that generate trust information from a given model, we associate data sets with proper measurements that specify their the scope of use for predicting future cases. We note that a predictive model provides only probabilistic guarantees on the average loss over the distribution represented by the data set used for training it. As a result, these predictions may not be distribution generalizable [22]. Consequently, if the query point is not represented by the data, the guarantees may not hold, hence one cannot rely on the prediction outcome. Besides, an essential requirement for a learning algorithm is that its training data $D$ should represent the underlying distribution $\xi$. Even if so, the trained model $h$ only provides a probabilistic guarantee on the expected loss on random samples from $\xi$. A model that performs well on majority of samples drawn from $\xi$ will have a high performance on average. Still, as we observed in Figure 4, its performance for minorities and points that are not represented is questionable. Let us consider the following toy example:

**Example 2:** Consider a binary classification task where the input space is $x = \langle x_1, x_2 \rangle$ and the output space is the binary label $y$ with values $\{-1 \text{ (red)}, +1 \text{ (blue)}\}$. Suppose the underlying data distribution $\xi$ follows a 2D Gaussian, where $x_1$ and $x_2$ are positively correlated as shown in Figure 6. The figure shows the data set $D$ drawn
independently from the distribution \( \xi \), along with their labels as their colors. Using \( D \), the prediction model \( h \) is constructed as shown in Figure 7. The decision boundary is specified in the picture; while any point above the line is predicted as +1, a query point below it is labeled as -1. The classifier has been evaluated using a test set that is an iid sample set drawn from the underlying data set \( \xi \). The accuracy on the test set is high (above 90%), and hence, the model gets deployed. We cherry-picked four query points, \( q^1 \) to \( q^4 \), that are also included in Figure 7. Using \( h \) for prediction, \( h(q^1) = -1 \), \( h(q^2) = +1 \), \( h(q^3) = +1 \), and \( h(q^4) = -1 \). Figure 8 adds the ground-truth boundary to the search space, revealing the true label of the query points: every point inside the red circle has the true label \(-1\) while any point outside of it is \(+1\). Looking at the figure, \( y^1 = +1 \) while the model predicted it as \( h(q^1) = -1 \).

Let us take a closer look at the four query points in this example and their placement with regard to the tuples in \( D \) used for training \( h \). \( q^2 \) belongs to a dense region with many training tuples in \( D \) surrounding it. Besides, all of the tuples in its vicinity have the same label \( y = +1 \). As a result, one can expect that the model’s outcome \( h(q^2) = +1 \) should be a reliable prediction. Similar to \( q^2 \), \( q^4 \) also belongs to a dense region in \( D \); however, \( q^4 \) belongs to an uncertain region, where some of the tuples in its vicinity have a label \( y = +1 \), and some others have the label \( y = -1 \). Considering the uncertainty in the vicinity of \( q^4 \), one cannot confidently rely on the outcome of the model \( h \). On the other hand, the neighbors of \( q^1 \) (resp. \( q^3 \)) are not uncertain, all having the label \( y = -1 \) (resp. \( y = +1 \)). However, the query points \( q^1 \) and \( q^3 \) are unlikely to be generated according to the underlying distribution \( \xi \), represented by \( D \). As a result, following the no-free-lunch theorem [23], one cannot expect the outcome of model \( h \) to be reliable for these points. Looking at the ground-truth boundary in Figure 8, \( h \) luckily predicted the outcome for \( q^3 \) correctly, but it was not fortunate to predict the \( y^1 \) correctly. Nevertheless, since the model is not reliably trained for these points, its outcome for these query points is not trustworthy.

From Example 2, we observe that the outcome of a model \( h \), trained using a data set \( D \) is not reliable for a query point \( q \), if:

- **Lack of representation**: \( q \) is not well-represented by \( D \). In such cases, the model has not seen “enough” samples similar to \( q \) to reliably learn and predict the outcome of \( q \).

- **Lack of certainty**: \( q \) belongs to an uncertain region, where different tuples of \( D \) in the vicinity of \( q \) have different target values. \( q \) belongs to a high-fluctuating area, where tuples in the vicinity of \( q \) have a wide range of values.

Based on these two observations, we propose Representation-and-Uncertainty (RU) measures. To identify if a
query suffers from uncertainty or lack of representation, one could use a deterministic approach using a fixed threshold. Then if the number of similar samples to (resp. label fluctuation in vicinity of) \( q \) is larger than the threshold it is considered as unrepresented (resp. uncertain). This approach, however, would be misleading since two numbers close to the threshold could be treated very differently. Also, all points on each side of the threshold would be considered equally represented (resp., certain). Instead, we consider a randomized approach, widely popular in the literature, including [24]. That is, instead of using fixed thresholds, a Bernoulli variable (a biased coin) is used that assigns \( q \) as unrepresented (resp., uncertain) based on the number of samples similar to it (resp., its neighborhood uncertainty). Given a query point \( q \), let \( \mathbb{P}_o \) be the probability indicating if \( q \) is not represented and let \( \mathbb{P}_u \) be the probability indicating if \( q \) belongs to an uncertain region. We represent the probability of the Bernoulli variables for lack of representation or uncertainty components as \( \mathbb{P}_o \) and \( \mathbb{P}_u \), respectively. Note that the two Bernoulli variables \( \mathbb{P}_o \) and \( \mathbb{P}_u \) are independent from each other. That simply follows the argument that after specifying the number of similar samples to \( q \) whether or not it should be considered as unrepresented does not depend on the uncertainty in the neighborhood of \( q \).

**Definition 4.1 (STRONGRU)** The STRONGRU is a probabilistic measure that considers the outcome of a model for a query point \( q \) untrustworthy if \( q \) is not represented by \( D \) and it belongs to an uncertain region. Formally, the STRONGRU measure is:

\[
SRU(q) = \mathbb{P}(\text{\( q \) is outlier}) \land (\text{\( q \) belongs to uncertain region})
\]

Since \( \mathbb{P}_o \) and \( \mathbb{P}_u \) are independent:

\[
SRU(q) = \mathbb{P}_o(q) \times \mathbb{P}_u(q) \tag{1}
\]

STRONGRU raises the warning signal only when the query point fails on both conditions of being represented by \( D \) and not belonging to an uncertain region. For instance, in Example 2 none of the query points fail both on representation and on uncertainty; hence neither has a high STRONGRU score. On the other hand, a high STRONGRU score for a query point \( q \) provides a strong warning signal that one should perhaps reject the model outcome and not consider it for decision-making.

STRONGRU is a strong signal that raises warnings only for the fearfully concerning cases that fail both on representation and uncertainty. However, as observed in Example 2 a query points failing at least one of these conditions may also not be reliable, at least for critical decision making. We define the WEAKRU measure to raise a warning for such cases.

**Definition 4.2 (WEAKRU)** The WEAKRU measure is a probabilistic measure that considers the outcome of a model for a query point \( q \) untrustworthy if \( q \) is not represented by \( D \) or it belongs to an uncertain region. Formally, the WEAKRU is computed as:

\[
WRU(q) = \mathbb{P}(\text{\( q \) is outlier}) \lor (\text{\( q \) belongs to uncertain region}) = \mathbb{P}_o(q) + \mathbb{P}_u(q) - \mathbb{P}_o(q) \times \mathbb{P}_u(q) \tag{2}
\]

Proposing quantitative probabilistic outcomes, RU measures are interpretable for the users, since beyond the scores, the uncertainty and lack of representation components provide an explanation to justify them. Please refer to [25] for more details on how to efficiently and effectively compute the representation (\( \mathbb{P}_o \)) and uncertainty (\( \mathbb{P}_u \)) probabilities, using only \( D \). In Example 1, let us see how the RU measures can be helpful.

**Example 1. (part 2): RU measures raise warning when the fitness of the data set used for drawing a prediction is questionable, helping the judge to be cautious when taking action. Besides, these measures provide quantitative evidence to support the judge’s action when they decide to ignore a prediction outcome that is not trustworthy. The judge, for example, can argue to ignore a model outcome for a specific case, based on the insight that the model has been built using a data set that fails to represent the given case.**

Finally, let us demonstrate the efficacy of RU measures through a series of experiments. Since the RU measures are data-centric, those are applicable for both classification and regression tasks, irrespective of the
model used. We use Adult dataset [26] for classification and House Sales in King County dataset for the validation of regression tasks. From each dataset, we uniformly sample two sets from the underlying distribution. The first set serves as the training set to compute the RU values, and the second one is used as the test set from which the queries are drawn. We validate our proposal by providing the correlation between the RU values and the performance of an ML model’s prediction on the same data.

We start by computing the RU values for all the query points in the test set. Next, we bucketize the query points based on their RU values in equi-width buckets of width 0.1. We repeat this for both STRONGRU and WEAKRU measures. Next, we train a model on the training data set and predict the target variable for the points in each range of RU measure. The validation results for the classification task on the Adult dataset are presented in Figures 9 and 10. Each figure corresponds to the accuracy/error measures of the classifier over each bucket of RU values for STRONGRU and WEAKRU. As the RU values increase, the accuracy of the model drops while the FPR rises, and therefore, the model fails to capture the ground truth for the points that fall into untrustworthy regions in the data set. By repeating the aforementioned steps for the regression task on the House Sales in King County dataset, we observe similar results presented in Figures 11 and 12. As the RU value increases, the RSS of the regression model follows the same trend denoting that the model fails to perform for tuples with a high RU value.

5 Related Work

Bias in data has been looked at for a long time in statistical community [27] but social data presents different challenges [28–32]. The diversity and representativeness of data have been widely studied [32], in fields such as social science [33–35], political science [36], and information retrieval [37]. Tracing back machine bias to its source, there have been major efforts to identify different types [28, 38, 39] and sources [40–42] of biases in data. Efforts to satisfy responsible data requirements [6] extend to various stages of the data analysis pipeline, including data annotation [43, 44], data cleaning and repair [45–47], data imputation [48], entity resolution [49, 50], data integration [5, 6], etc.

Data Coverage: The notion of data coverage has received extensive attention from different angles. Detecting lack of coverage has been studied for datasets with discrete [1] and continuous [3] attributes populated in single or multiple [51] relations. To resolve insufficient coverage, [52–54] consider resolving representation bias in preprocessing pipelines by rewriting queries into the closest operation so that certain subgroups are sufficiently represented in the downstream tasks. Alternatively, [1, 55] propose a data collection strategy to acquire as little additional data as possible (to minimize the associated costs) to meet the representation constraints. [7, 9, 10] opt for a data augmentation approach by adding partially altered duplicates of already existing tuples or generating new synthetic entries from existing data. Consequently, the new data set has an equal number of elements for different groups, resulting in potentially resolving the under-representation issues. Finally, [5] utilizes data
integration techniques to consolidate data from different sources into a single dataset to resolve representation bias. Related works also include [55–57] that seek to understand if the overall performance of the model fails to reflect and performs poorly on certain slices in the data. As alternative approaches to measure representation bias, the notion of representation rate [10] (a.k.a. equal base rate [58]) is introduced which compared with coverage, it is more restrictive as it requires almost equal ratios from different groups. Please refer to [2] for a comprehensive survey about representation bias in data.

**ML Reliability:** Model-centric works for uncertainty quantification such as probabilistic classifiers [59–62], prediction intervals (PIs) [63–65] and conformal predictions (CP) [66, 67] that are used for measuring prediction uncertainty, are built by maximizing the expected performance on random sample from the underlying distribution. As a result, while providing accurate estimations for the dense regions of data (e.g. majority groups), their estimation accuracy is questionable for the poorly represented regions. In particular, [66] recognizes the lack of guarantees in the performance of CP for such regions. Besides, the bulk of work on trustworthy AI provides information that supports the outcome of an ML model. For example, existing work on explainable AI, including [68–70], aims to find simple explanations and rules that justify the outcome of a model. Conversely, we aim to raise warning signals when the outcome of a model is not trustworthy. That is, to provide reasons that cast doubt on the reliability of the model outcome for a given query point.

### 6 Final Remarks

As Data-centric AI and Responsible AI emerge as focal points in data science research, the development of Data-centric methodologies for ensuring Responsible and Trustworthy AI attracts increasing attention. While there is some excellent work on responsible data management to achieve this goal, there remain many challenges yet to be addressed.

In this paper, we focused on a crucial aspect of responsible data – detecting and addressing the under-representation of minorities within a data set. We formally defined the notion of data coverage and discussed various techniques for (a) identifying lack of representation issues across different data modalities, (b) ensuring proper representation of minorities in data, and (c) limiting the scope-of-use of data sets based on their representation issues by generating proper (RU) warning signals. Even though the research on detecting lack of coverage issues is relatively mature, resolution techniques are still understudied. Considering the recent advancements in Generative AI, utilizing Foundation Models and Large Language Models, and studying their limitations, for data augmentation to improve the representation of minorities at the data level seems interesting to further explore.
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