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Abstract

Recent years have witnessed major technical breakthroughs in AI– facilitated by tremendous
data and high-performance computers, large language models (LLMs) have brought disruptive
progress to information technology from accessing data to performing analysis. While demonstrating
unprecedented capabilities, LLMs have been found unreliable in tasks requiring factual knowledge and
rigorous reasoning. Despite recent works discussing the hallucination problem of LLMs, systematic
studies on empowering LLMs with the ability to plan, reason, and ground with explicit knowledge are
still lacking. On the other hand, real-world data are enormous and complex, coming from different
sources and bearing various modalities. Data professionals have spent tremendous efforts collecting
and curating countless datasets with different schemas and standards. Transforming the separate
datasets into unified knowledge graphs (KGs) can facilitate their integrative analysis and utilization,
but these processes would often require strong domain expertise and significant human labor. In
this paper, we discuss recent progress and promise in the co-learning of KGs and LLMs, through
LLM-aided KG construction, KG-guided LLM enhancement, and knowledge-aware multi-agent
federation, particularly emphasizing a structure-oriented retrieval augmented generation (SRAG)
paradigm, towards fully utilizing the value of complex data, unleashing the power of generative
models, and expediting next-generation trustworthy AI.

1 Introduction

Large language models (LLMs) have reshaped AI research and implementations, with unprecedented
capabilities widely shown in various language-related tasks [1–7], bringing humans ever close to general
AI [8–10]. Recent research on multi-agent systems has further magnified LLMs’ advantages of broad
knowledge, language comprehension, and generalizability through conversational collaborations, showing
strong promise for further human-model collaboration for critical applications [11–15]. Recent studies
have also revealed the limitations of LLMs regarding their lack of planning [16–20], fuzzy inference
[21–25], and hallucination [26–33]. Specifically, in many real-world application scenarios, the lack of
accurate planning can be caused by the lack of access to high-quality domain knowledge, especially the
rapidly evolving new knowledge; the fuzzy inference nature can lead to difficulties in conducting reliable
comprehension and stable predictions for complex questions; and hallucination creating factual errors
and misinformation can cause fatal and life-threatening problems in critical applications [34–39].

Knowledge graphs (KGs) have been widely studied across academia and industry, due to their
advantages in storing accurate knowledge, facilitating explicit inference, and allowing easy editing of
the knowledge [40–43]. However, the creation of KGs relies much on the standardization of data, which
requires significant schematic designs and human efforts. In many application domains, researchers and
professionals have spent decades collecting, processing, and curating various types of data towards the
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Figure 1: Overview of the proposed knowledge graph and large language model co-learning framework.

construction of KGs [44–53], which are widely used to support downstream application such as search and
ranking [54–56], user modeling and recommendation [57–59], basic science research [60–65], healthcare
[66–68] and education [69, 70]. Nevertheless, KGs still suffer from incomplete knowledge coverage, due to
the stringent requirements on data standardization and limited data volumes compared to unstructured
data in the wild, while specific algorithms are often needed to fill their gaps to applications . Moreover,
real-world data are noisy and complex, where entities and relations come from various sources such as
institutions using different data schemas and naming conventions [71–73], and the data can also include
multiple modalities such as tables, texts, images, and time series [74–85]. While such multi-source
and multi-modality data hold great promise in integrative and comprehensive analysis, unifying and
extracting high-quality knowledge from them is non-trivial.

Recently, significant research attention has been drawn to the synergies between KGs and LLMs
[86–92], due to their naturally complementary advantages (Figure 1). The construction and modeling of
KGs have often relied on advances in natural language processing (NLP), with recent efforts intensively
exploring language models towards the embedding [93–98], completion [99–111] and construction [112–
140] of KGs. Studies in the recent years have also bloomed to explore the utilization of KGs for enhancing
LLMs through providing new sources of knowledge during pre-training [141–179] or inference [180–207],
and enabling knowledge-based interpretation and evaluation [21, 22, 208–217]. Finally, pioneering studies
have also been conducted to explore LLM-based multi-agent systems, mostly through prompt-based
role-plays to simulate human collaborations [218–226].

In this paper, we re-emphasize the promise of KG and LLM co-learning, especially through a
structure-oriented retrieval augmented generation (SRAG) paradigm, where LLMs extract structured
knowledge from unstructured data, which can be further retrieved to enhance the capabilities and
reliabilities of LLMs during applications. Specifically, we give examples and discuss several natural
and promising use cases where LLMs can be utilized to automate the construction of high-quality KGs.
Furthermore, we summarize and highlight several limitations of current LLMs that can be potentially
mitigated through the utilization of KGs. Finally, we envision a federated multi-agent system where
models and data are disentangled while humans and knowledge are deeply engaged. Future directions
are further discussed in the end.
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2 LLM-aided KG Construction

In this section, we study and establish the advantages of utilizing LLMs for the construction of KGs,
by demonstrating their effectiveness in improving the accuracy, consistency, coverage, and freshness
of knowledge. Popular KGs such as Freebase [227], Yago [228] and Wikidata [229] contain hundreds
of millions of real-world entities like people, places, and things, along with their multi-typed relations.
However, since the KGs are collected and curated by different platforms and institutions, they do not
use a unified coding system or thesaurus. The varying terminologies due to different conventions or
abbreviations can lead to high degrees of duplication and inconsistency when multiple KGs are directly
put together. Moreover, the sheer amounts of data in existing KGs are enormous, but the knowledge
is still never comprehensive enough to serve various needs of real-world applications, especially those
requiring rapidly updated knowledge. Recently, pioneering studies including ours have demonstrated
strong promise of utilizing LLMs to automate the construction, integration, and enrichment of KGs
[112–122]. In the following, we give several examples of promising attempts of these kinds and discuss
more natural use cases of LLMs and multi-modal foundation models (MMFMs) toward constructing
high-quality KGs as promising future directions.

2.1 Integrating existing KGs

KG integration, also known as knowledge fusion or knowledge alignment, represents a fundamental
challenge in the broader landscape of knowledge engineering, which involves integrating multiple KGs
that originate from varied sources and formats [230, 231]. While individual KGs often excel in specific
domains or use cases, their true potential can be unlocked through effective integration, enabling more
comprehensive and robust knowledge representation [47, 232]. As the number and diversity of KGs
continue to grow, the need for effective integration methods becomes increasingly critical.

However, the integration of existing KGs faces several key challenges: (1) semantic heterogeneity
across sources: Different KGs often use varying terminologies, definitions, and contextual frameworks
to represent similar concepts [233]; (2) varying granularity levels in knowledge representation: KGs
may differ in the detail and depth with which they describe entities and relationships, impacting the
consistency and usability of integrated data. Although several neural approaches have been proposed for
entity alignment on KGs [234–236], these methods generally depend heavily on labeled data for training.
However, obtaining sufficient labeled data often involves substantial manual effort and can be rather
costly.

LLMs have emerged as a promising solution to these challenges with unique advantages: First,
their strong natural language understanding capabilities enable them to capture semantic relationships
among concepts that may be missed by traditional string-matching or embedding-based approaches
[109]. Second, LLMs can draw on their extensive knowledge acquired during pre-training to aid in
disambiguating entities and mapping relationships across different KGs [237]. Third, LLMs possess
robust few-shot learning abilities, making them particularly valuable for specialized domain applications
where labeled data are limited [8, 238].

Recent work has demonstrated the effectiveness of LLM-based approaches in KG integration. For
example, Lu et al. [239] developed HiPrompt (framework shown in Figure 2), which aligns entities
between biomedical KGs and standardized hierarchical entity taxonomies. This task poses significant
challenges due to the scarcity of available pairs and the inconsistent naming conventions between KGs
and entity taxonomies. Their two-stage approach combines traditional information retrieval techniques
(BM25) with LLM-based re-ranking using hierarchy-oriented prompts, achieving superior performance in
few-shot biomedical knowledge-graph integration. Building on this direction, Xie et al. [240] developed
PromptLink, a framework that leverages both domain-specific language models and GPT-4 for cross-
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Figure 2: The overall framework of Hiprompt.

source biomedical concept linking. The framework employs a two-stage prompting mechanism by first
eliciting the biomedical prior knowledge from the LLM for the concept linking task and then enforcing
the LLM to reflect on its own predictions to further enhance their reliability. PromptLink’s success in
zero-shot scenarios illustrates the potential of LLMs to generalize across diverse data sources without
extensive training data.

In contrast to the two LLM approaches that primarily use LLMs for ranking candidate sets, AutoAlign
[241] employs off-the-shelf LLMs to construct a predicate-proximity graph that captures relationships
between entity types rather than individual entities. It then aligns the entity embeddings of two KGs
into a common vector space by calculating similarity based on entity attributes.

These advances suggest several promising future directions for LLM-aided KG integration. For
example, LLMs could potentially facilitate the continuous integration of new knowledge into existing
KGs dynamically and automatically by identifying and resolving conflicts between new and existing
information, while maintaining consistency across the integrated knowledge base. Such real-time data
integration is especially beneficial for dynamic applications like live event monitoring and real-world
decision-making. Furthermore, integrating KGs with LLMs remains challenging due to the risk of
generating false or untrustworthy information [242]. To mitigate this issue, there is a growing need for
improved human-in-the-loop systems. Specifically, enhanced interfaces [243, 244] can enable experts to
more effectively verify and interpret LLM-generated recommendations, ensuring greater reliability and
transparency.

2.2 Constructing and Completing KGs

KGs have high-standard requirements on the quality of knowledge, regarding accuracy, consistency,
coverage and freshness. No matter constructed through manual curation, NLP tools, or their combinations,
KGs can unavoidably include erroneous knowledge. Moreover, when multiple KGs are integrated,
conflicting knowledge can emerge. Finally, new knowledge is constantly generated from new experiments
and research, making existing knowledge inaccurate and incomplete. LLMs have emerged as a promising
solution, leveraging the vast and adaptable knowledge acquired during pre-training to overcome these
limitations [208, 245–247]. The key advantage of LLMs for KG construction and completion is their
ability to generate novel, semantically coherent information with minimal reliance on additional labeled
data.

Recent studies have highlighted the effectiveness of LLM-based approaches for KG construction and
completion. Zhu et al. [112] utilize in-context learning capabilities of LLMs to complete tuples with
missing entities or relations to generate new knowledge triplets for augmenting existing KGs. Wei et
al. [248] and Wang et al. [249] tackle KG completion as a candidate identification and ranking task,
proposing a “retrieve-rank” pipeline where LLMs are used to rerank top-retrieved entities, thus creating
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additional knowledge triplets.
An alternative approach to prompting LLMs involves using code-based prompts, rather than natural

language, to incorporate new entities into existing KGs [250, 251]. Code LLMs, extensively trained on
structured data such as programming code, are inherently well-suited to the structured nature of KGs.
Using a code-based interface enables more effective handling of graph-like structures, logical relationships,
and precise reasoning [252–254]. Specifically, Bi et al. [250] first encoded the schema of KGs by modeling
code definitions, to capture the structural information inherent in the data. They then employed chain-
of-thought prompting to produce accurate knowledge triples. This methodology demonstrates improved
performance over traditional natural language-based prompts. Similarly, Zeng et al. [251] proposed
CodeTaxo, which represents entities within a base ’Entity’ class, mirroring hierarchical relationships
in programming constructs. This approach enables LLMs to efficiently create taxonomic structures by
leveraging syntactic capabilities commonly used in code tasks, thus enhancing the organization and
completeness of KGs.

The above methods primarily focus on prompting LLMs for KG construction and completion. While
these methods show promise, they fall short in fully adapting LLMs to target tasks and can suffer
from hallucination issues. To address these limitations, several studies aim to improve the quality
of LLM-generated content for KG tasks. Zhang et al. [116] presented a three-phase framework for
constructing KGs with LLMs to enhance contextual understanding and schema alignment. It starts
with open information extraction to identify relation triplets from unlabeled textual corpora, followed
by schema definition where LLMs generate contextually relevant descriptions for schema components.
Finally, the extracted triplets are aligned with the schema. To further enhance the quality of the
extracted triplets and minimize the risk of misinformation, a schema retriever is used to generate a list
of candidate entities and relations to guide the triplet extraction steps. This approach works for both
predefined schemas and situations where the schema needs to be inferred from the context. Additionally,
various studies explored fine-tuning LLMs specifically for KG completion. Zhang et al. [255] proposed
KOPA that first applies structural pre-training to create embeddings of entities and relations in KGs,
and project embeddings into the textual space as virtual knowledge tokens. These tokens act as prefixes
in LLM input prompts, enabling structure-aware reasoning that leverages both the generative power of
LLMs and the retrieval of structured KG information to improve the accuracy and completeness of KG
completion tasks. Jiang et al. [256] introduced KG-FIT for using open-world knowledge from LLMs
to enhance KG embeddings. It initially constructs a semantically coherent, hierarchical structure of
entity clusters, guided by LLM-powered entity representations. It then fine-tunes these embeddings by
integrating the hierarchical structure with textual embeddings. This hybrid approach allows KG-FIT to
capture both the semantic depth of LLMs and the structural information intrinsic to KGs, resulting in
more comprehensive KG representations.

2.3 Enriching KGs with multi-modality data

Traditionally, specialized models and algorithms have been developed to process and analyze various
modalities of data such as tables, texts, images, and time series. These methods can hardly perform
integrative analysis across data modalities and generalize across different data platforms. Recently,
LLM-based multi-modality foundation models (MMFMs) have shown strong promise in analyzing
multi-modality data through the unified interface of languages [257–261]. Integrating multi-modal data
into KGs creates a more comprehensive representation of entities and their relationships, enhancing
performance in open-world applications like image classification and visual question answering [262].
Many studies focus on using MMFMs for specific tasks, such as entity extraction [263–265], relation
extraction [266–268], or event extraction [269, 270]. However, these works often isolate extraction tasks
without unifying entities and relations into a structured KG. A pioneering approach in this direction is
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Figure 3: The overall framework of OpenVik consists of two main components: (1) an open relational
region detector, highlighted in the orange and purple panels, which includes a region regression loss (LRD)
and a regional description loss (LK), and (2) a format-free visual knowledge generator, incorporating
knowledge generation loss (LMLE) and diversity regularization (LV). These modules work collaboratively
to extract open visual knowledge, incorporating novel entities and diverse relations in a format-free
manner.

OpenVik [271] (framework shown in Figure 3). It first trains an open relational region detector to locate
image regions containing relational information. It then employs a visual knowledge generator to create
format-free knowledge descriptions by prompting a large visual language model. Through the use of
MMFM, OpenVik advances KG completion by integrating rich visual context, expanding knowledge
coverage, and enhancing the accuracy of representation within the resulting KG. Application-wise,
Yang et al. [272] proposed an automated approach to constructing product KGs from raw images in
e-commerce. This method first employs vision-language models (VLMs) to extract detailed image
information and then uses an LLM to reason and infer additional KG properties not visually present,
hierarchically expanding, and linking nodes to develop comprehensive, scalable KGs without human
input.

3 KG-guided LLM Enhancement

LLMs have shown impressive communication and question-answering capabilities, demonstrating strong
promise in various applications [238, 261, 273–288]. However, to reliably model domain-specific data
and generate factual and accurate answers, LLMs still face the challenges of lacking domain knowledge,
fuzzy inferences, and hallucination [16–33]. Retrieval augmented generation (RAG) [289], which aims
at retrieving query-relevant evidence and generating evidence-based answers, has strong promise in
evidence-critical domains. However, effective and efficient RAG for complex queries is still challenging
which requires LLMs to be able to (1) generate logical plans for retrieving multiple pieces of relevant
evidence from complex data, (2) conduct valid reasoning and inference to compose the pieces of evidence
towards generating coherent answers, and (3) reliably guarantee the detection and removal of errors. In
the following, we discuss how these challenges can be addressed with well-designed planning, reasoning,
and reflection frameworks with the help of KGs.
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3.1 Planning with domain knowledge

While LLMs excel in many NLP tasks [8, 290], they still face challenges in acquiring domain knowledge.
To address this issue, many attempts seek assistance from KGs, which are often constructed to represent
knowledge in specific domains, such as medicine [50], law [291], and finance [292]. The integration of
KGs and LLMs has shown promising results in various applications, such as question answering [181],
recommendation [186], and dialogue systems [293]. Despite the success, there are still challenges in
effectively obtaining useful information from KGs and incorporating them into LLMs.

Existing methods typically depend on a retriever to obtain relevant triples. For example, Baek et al.
[294] proposed a direct retrieval method to retrieve relevant triples from KGs. However, the retriever
may not always retrieve the most relevant triples, leading to suboptimal performance. Additionally, KGs
contain a wealth of domain-specific knowledge, making it challenging for LLMs with limited domain
expertise to comprehend and utilize this information. To further unleash LLMs’ capabilities of leveraging
domain knowledge, the plan-and-solve paradigm [295] has been proposed, in which LLMs are prompted
to first generate a plan. Based on the plan, LLMs can retrieve the relevant domain knowledge and
conduct reasoning to generate answers [296]. However, existing methods are incapable of handling the
complex structured knowledge in KGs to enable effective planning and reasoning. To address this issue,
we propose a planning-retrieval-reasoning framework named RoG that enables LLMs to plan and reason
on KGs [182]. The overall framework is illustrated in Figure 4.

KG

Q: Who is the spouse of
the ex-president of USA?

LLM 1. Planning
Relation path 

Step 1. Find the ex-president of USA.
Step 2. Find the spouse of that person.

2. Retrieval

Reasoning path 

Execute the plan on KGs to retrieve reasoning paths.

3. Reasoning

Step 1. The ex-president of “USA” is
“Donald Trump”

Step 2. “Donald Trump” is the spouse of
“Melania Trump”

Thus, the answer is “Melania Trump”.

Figure 4: The overall framework of planning and reasoning on KGs (RoG).

RoG first generates several relation paths that are grounded by KGs as plans. Relation paths, which
capture semantic relations between entities, have been utilized in many reasoning tasks on KGs [297, 298].
Based on relation paths, we can always retrieve the latest knowledge from KGs with a simple constrained
breadth-first search. Therefore, relation paths can serve as faithful plans to guide the retrieval and
reasoning on domain-specific KGs. Additionally, by treating relation paths as plans, we can make sure
the plans are grounded by KGs, which enables LLMs to retrieve relevant knowledge and conduct faithful
reasoning. To this end, we formulate our RoG as an optimization problem that aims to maximize the
probability of reasoning the answer from a KG G w.r.t the question q by generating relation paths z as
the plan:

P✓(a|q,G) =
X

z2Z

P✓(a|q, z,G)P✓(z|q), (1)

where ✓ denotes the parameters of LLMs and a denotes the final answer. To enable accurate planning
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with domain knowledge, we design two instruction tuning tasks: 1) planning optimization, which distills
the knowledge from KGs into LLMs to generate faithful relation paths as plans; 2) retrieval-reasoning
optimization, which enables LLMs to reason based on the retrieved reasoning paths. The final objective
function of RoG is the combination of the planning optimization and retrieval-reasoning optimization,
which can be formulated as

L = log P✓(a|q,Z
⇤

K ,G)| {z }
Retrieval-reasoning

+
1

|Z⇤|

X

z2Z⇤

logP✓(z|q)

| {z }
Planning

, (2)

where we use the shortest paths Z
⇤
✓ Z between q and a in KGs as supervision signals. We maximize

the probability of LLMs generating faithful relation paths through distilling the knowledge from KGs.
In this way, with the proposed RoG, LLMs can effectively retrieve domain knowledge from KGs with
planning, which significantly enhances the reasoning capability of LLMs.

3.2 Reasoning with structured knowledge

KGs capture abundant factual knowledge in a structured format, which provides a faithful knowledge
source for improving the reasoning abilities of LLMs [87]. Nevertheless, because of the unstructured
nature of LLMs, directly applying them to reason on structured KGs is challenging. Early works focus
on fine-tuning LLMs together with structured knowledge from KGs to enrich the knowledge of LLMs for
better reasoning [152, 159]. For example, KEPLER [89] directly employs both KG embedding training
objective and Masked token pre-training objective into a shared transformer-based encoder. Through
fine-tuning, LLMs can better understand the structured knowledge in KGs for reasoning. However, the
fine-tuning process is computationally expensive and incapable of efficiently adapting to the evolving
real-world knowledge.

Recently, researchers have combined the strengths of retrieval-based methods with the prompting
technique to enable LLMs to reason on KGs [181, 289]. CoK [25] and KD-CoT [299] retrieve facts
from an external KG to guide the CoT performed by LLMs. To capture graph structure, GNN-RAG
[148] adopts a lightweight graph neural network to effectively retrieve knowledge from KGs, which
are formatted as a sentence path to elicit the reasoning process of LLMs. Mindmap [196] builds a
prompt-based method that endows LLMs with the capability of comprehending KG and reasoning with
it. Despite the success of these methods, they still face challenges in designing principled prompts to
represent KGs and conduct reasoning. Moreover, LLMs still have limited capabilities in understanding
the graph structure and reasoning with the text-based graph prompts [300].

Different from existing efforts that require a computationally expensive fine-tuning phase or design
ad-hot prompts for LLMs, we recently introduced a KG-constrained reasoning (GCR) paradigm [301].
GCR connects unstructured reasoning in LLMs with structured knowledge in KGs, seeking to achieve
efficient and effective reasoning on structured knowledge. The overall framework is illustrated in Figure 5.

Graph-constrained reasoning, inspired by the concept that LLMs reason through decoding [302],
incorporates the KG structure into the LLM decoding process. This enables LLMs to directly reason on
graphs by generating reliable reasoning paths grounded in KGs that lead to correct answers. Specifically,
given a question, we first adopt a retrieval module to find a relevant KG that is helpful for reasoning.
Then, we convert the KG into a structured index, KG-Trie, to facilitate efficient reasoning on KG
using LLMs. Trie is also known as the prefix tree [303] that compresses a set of strings, which can
be used to restrict LLM output tokens to those starting with valid prefixes. KG-Trie encodes the
reasoning paths in KGs as formatted strings to constrain the decoding process of LLMs. Then, we
propose graph-constrained decoding that employs a lightweight KG-specialized LLM to generate multiple
KG-grounded reasoning paths and answers. With the constraints from KG-Trie, we ensure faithful
reasoning while leveraging the strong reasoning capabilities of LLMs to efficiently explore paths on
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Q: Who is the
spouse of the
ex-president

of USA?

KG-Trie
Constraint 

# Reasoning Path:

# Answer:
Melania Trump

KG

LLM

1. KG retrieval

3. Graph-constrained
Decoding

2. KG-Trie
Construnction

Figure 5: The overall framework of KG-constrained reasoning (GCR).

KGs in constant time. In this way, GCR bridges the gap between structured knowledge in KGs and
unstructured reasoning in LLMs, allowing for efficient reasoning on KGs via LLM decoding.

3.3 Reflecting with atomic knowledge

LLMs have shown impressive capabilities in encapsulating massive knowledge and conducting reasoning.
However, they still face challenges in generating factually correct and faithful responses, especially in the
presence of hallucinations [304]. KGs store atomic knowledge in a structured format, which can be used
to verify the correctness of generated responses and detect hallucinations [305]. To incorporate the factual
knowledge from KGs into LLM hallucination detection, Guan et al. [200] proposed a retrieval-based
method called KG-based retrofitting (KGR). KGR retrieves relevant facts from KGs during the LLM
reasoning process, which are used to mitigate factual hallucination by retrofitting the initial responses.
KGR enables an autonomous knowledge verifying and refining procedure with the factual knowledge
retrieved from KGs, which significantly improves the reliability of LLMs.

The hallucination of LLMs is usually attributed to the lack of factual knowledge of LLMs. To
systematically evaluate the factual knowledge inside LLMs, as shown in Figure 6a, we propose a
novel framework to automatically assess the factual knowledge in LLMs by using KGs [214]. Unlike
conventional methods that rely on human-annotated question-answering datasets, we systematically
generate valid and diverse questions from KGs with different difficulties while also ensuring knowledge
coverage. Specifically, we retire the atomic knowledge from KGs as sets of triples. Then, we utilize
different question generation methods, e.g., template-based and LLM-based methods, to convert the
triples into question-answer pairs. The generated pairs are used to evaluate the factual knowledge of
LLMs by comparing the generated answers with the ground-truth answers. The evaluation results can
be used to reflect the factual knowledge of LLMs. In this way, we can systematically evaluate the factual
knowledge of LLMs and provide insights into the hallucination behavior of LLMs, which can be used to
improve the reliability of LLMs in various applications.

Apart from the factual knowledge, the structure of KGs can be also utilized to justify the reasoning
process of LLMs. Minh-Vuong et al [306] designed a framework that delves deeper into the CoT reasoning
capabilities of LLMs in multi-hop question answering by utilizing KGs, as shown in Figure 6b. The
framework contains two evaluation modules: discriminative evaluation and generative evaluation. The
discriminative evaluation aims to analyze whether the LLMs possess enough knowledge to conduct
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faithful reasoning. It feeds both valid and invalid reasoning paths retrieved from KGs into LLMs and
asks them to predict the validity of these paths. The generative evaluation, on the other hand, aims to
evaluate the faithfulness of the reasoning process of LLMs by grounding it on KGs. Given a reasoning
process generated by LLMs, the generative evaluation module retrieves the facts from KGs, which are
compared with the ground-truth reasoning paths. The evaluation results can be used to reflect the
reasoning capabilities of LLMs and provide insights into the faithfulness of LLM reasoning. Based on
the findings, although LLMs have shown impressive reasoning capabilities, they still face challenges in
conducting faithful reasoning, especially in multi-hop question answering.

KGs
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Washington
D.C.

Barack
Obama

Honolulu

Retrieval

(Barack Obama, 
boron_in, 
Honolulu) Question

Generator

LLMs

Obama
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a. KGs for LLM factual knowledge evaluation b. KGs for LLM reasoning evaluation

Figure 6: The illustration of LLM reflection with KGs. (a) The evaluation of the factual knowledge
inside LLMs. (b) The evaluation of the reaosning process of LLMs with KGs.

4 Knowledge-aware Multi-agent Federation

While KGs and LLMs can mutually enhance each other, data are properties and many real-world datasets
are privately collected and owned by different institutions, which cannot be simply put together to
train more powerful models. Moreover, many real-world applications require domain-specific knowledge
that may not have been captured by general-purpose KGs and LLMs yet, and such knowledge can
also be private properties. Finally, while the development of KGs and LLMs is highly automated
and data-driven, the values and needs of different human stakeholders may not have been properly
reflected in the data and models. Federated learning (FL) provides a robust and principled framework for
privacy-protected multi-site collaboration, but proper implementation of FL in the new era of generative
AI remains unclear; the further incorporation of domain knowledge and human participation is also
highly under-explored. In the following, we will envision an innovative Federated Multi-Agent System
(FedMAS) for multi-site privacy-protected, knowledge-infused, and human-engaged KG-LLM co-learning
scenarios.

Nowadays, while common practices in AI applications still largely resort to in-house development
of models based on public and local data, the successes of generative AI, where complex models are
trained with large-scale data, have demonstrated a strong need to collaboratively utilize local data
towards obtaining powerful models that can generalize across institutions, finding and utilizing deep
data patterns underlying common and rare use cases. Towards protecting local data privacy during
collaborative model training, FL provides a promising solution [307, 307, 308, 308–310]. However,
existing FL frameworks, by merely preventing the direct sharing of training data, are not effective in the
scenarios of KG-LLM co-learning, because (1) as the construction of comprehensive KGs necessitates the
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incorporation of knowledge discovered from local data, private information may get reversely inferred from
the collaboratively constructed KG; (2) as powerful generative models like LLMs can easily memorize
training data, collaboratively trained LLMs may expose private information facing deliberately composed
jailbreaking prompts [311–313].

In our pioneering studies on FL for graphs [314–321], we developed several novel algorithms for
different graph separation scenarios. In FedDEP [317], we developed a prototype-based embedding
sharing algorithm with local graph differential privacy (DP) guarantees, and demonstrated its utility in
FL for global graph embedding models across private local subgraphs; in FedR [319], we showed that
sharing relation embeddings across local KGs can help FL for global KG embeddings with less privacy
leakage. These studies have laid the foundations for our envisioned framework here, which will build on
the private embedding sharing algorithms to construct multi-view KGs that can facilitate multi-site
knowledge sharing with minimum risks of exposing local private data.

Figure 7: The envisioned framework of a federated multi-agent system (FedMAS).

As illustrated in Figure 7, our envisioned FedMAS will include a multi-view KG and various LLM
agents. The federation on KG will be implemented by collectively constructing a multi-view KG by
all participating sites, where knowledge from public resources is integrated into the global view, and
knowledge from private resources is kept in each site’s local view only visible to itself. For each site,
entities in its local view are linked with the global view, and only the embeddings related to these linked
entities are shared with the server and other sites, via privacy-guaranteed embedding sharing algorithms
such as those developed in FedDEP [317] and FedR [319]. In this way, each local site can compute
embeddings on its local view and the public view as if they can see all other sites’ local views, allowing
them to effectively adjust their local knowledge and further enhance their local LLMs, all without
actually seeing the other sites’ local views (knowledge). The server will periodically adjust knowledge in
the global view also based on the shared privacy-guaranteed embeddings, and apply additional privacy
checks to make sure no sensitive knowledge gets propagated into the global view.

To rigorously protect the more sensitive patient data during the federation on LLM, it is possible
to train multiple LLM agents in each site with different functions and let them collaborate through
conversations instead of traditional model sharing, so the system can strictly control the level of private
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data each agent can access and monitor or moderate their collaborations. Specifically, since the retrieval
agents need to access all local patient data, one plan is to implement programmable guardrails [322] on
its conversations with all other agents within the same site and forbid them from directly communicating
with agents from other sites. Since all other agents can only access patient data indirectly through the
retrieval agents, it is possible to adapt techniques such as our recently developed GuardAgent [323] based
on the clear goals and typical outputs of each agent to monitor all cross-site conversations, detecting
and removing any suspicious private information.

When applying FedMAS to specific application domains such as finance, law, education, and
healthcare, it is promising to leverage the knowledge-based data sharing mechanism to incorporate
existing domain knowledge towards further alleviating knowledge gaps and mitigating potential biases.
Built on recent promising results from LLM-based data annotations as discussed in Section 2, FedMAS can
utilize specialized LLM agents to perform comprehensive extraction of structured knowledge from existing
guidelines and tutorials and automatically integrate them with existing general and domain-specific KGs.
For example, in healthcare, one type of important domain-specific entity is social determinants of health
(SDOH) [324–326]. The system can start with a set of known SDOH such as defined by WHO [327, 328],
and further extend the set and discover their impacts and relationships with various risk factors by
investigating relevant healthcare literature. The KGs enhanced through these steps are supposed to
facilitate the alleviation of various health disparities when utilized by subsequent LLM agents in the
FedMAS.

While FedMAS utilizes AI advances to automate multi-site data integration and modeling, compre-
hensive and trustworthy AI systems need to also incorporate the values and needs of various stakeholders,
who can have different and even contradictory perspectives. LLMs, especially in our multi-agent con-
versational environment, provide unique convenience for effective and efficient human participation,
where different stakeholders can verify, influence, and complement the decision processes and outputs of
different LLM agents, all based on natural languages as the interface. Specifically, we envision a novel
multi-stage intervention mechanism to efficiently enable the participation of different stakeholders in
the LLM-based multi-agent conversational environment. The potential stages could include (1) LLM
uncertainty quantification, where LLMs highlight their own uncertain outputs; (2) Rubrics-based rating,
where humans create rubrics to automatically rate the LLM outputs; (3) Focused human interactions,
where humans directly interact with LLMs, focusing on the problematic scenarios identified in the previ-
ous stages. The overall multi-stage mechanism is supposed to allow FedMAS to adapt to human values
through iteratively integrating the language-based feedback via interactions with various stakeholders.

5 Conclusions and Future Directions

In this paper, we discuss the trending efforts of co-learning KGs and LLMs. Through the lens of
SRAG, we showcase promising attempts to utilize LLMs to automate the construction, integration, and
enrichment of KGs, and discuss how KGs can help with planning paths, guide reasoning with structure,
and ground knowledge with reflection, enhancing the reliability of LLMs for downstream tasks. We
also envision a novel system of multiple agents collaborating in a conversational federated learning
environment based on the knowledge-infused, human-engaged LLMs. While the co-learning of KGs
and LLMs holds great potential, we envision several promising directions especially from the SRAG
perspective.

Effective evaluation of LLM-generated knowledge. To achieve effective knowledge enrichment for
KGs with LLMs, it is critical to evaluate and guarantee the quality of added and/or modified knowledge.
However, new knowledge is hard to evaluate in nature due to the lack of ground truth. Exhaustive

20



human evaluation is costly, but LLMs can be utilized to lubricate the collaboration between humans
and machines toward efficient new knowledge evaluation. For example, humans can create guidelines
and rubrics for LLMs to screen and rate the new knowledge from different perspectives. LLMs can also
evaluate the quality of knowledge with confidence or uncertainty quantifications. Humans can then focus
on the LLM-flagged suspicious or uncertain new knowledge to conduct close manual evaluation.

Unified versus specialized KGs. Due to the diversity and breadth of knowledge, it might be difficult
to integrate all knowledge into a single unified KG, which might potentially harm the knowledge integrity.
As a potential alternative, it may become practical to construct specialized KGs depending on the
knowledge needs of different applications. It then remains an open problem regarding how to measure
the relevance of knowledge with respect to specific applications and decide what to include/exclude from
the specialized KGs.

More powerful KGs. Current KGs mostly include general, binary, and pair-wise relations. However,
when KGs are used in certain applications, the knowledge may not equally hold for every context. For
example, one drug may treat a disease for only certain groups of patients. In such scenarios, specific
mechanisms are needed to model the various contexts for knowledge. Moreover, relations are not always
binary and pair-wise (between pairs of entities). They can be true with a probability and involve more
than two entities. Such scenarios are ubiquitous in reality, so probabilistic KGs and n-ary KGs should
receive wider adoption and study.

Trade-off between effectiveness and efficiency of retrieval. Most existing retrieval-based methods
focus on developing an effective retrieval mechanism to accurately retrieve relevant knowledge from KGs
[180, 329]. However, they often overlook the efficiency of the retrieval process. In practice, the retrieval
process can be computationally expensive, especially when the KG is large. Meanwhile, real-world
application often requires prompt responses, which further exacerbates the efficiency issue. Therefore, it
is essential to strike a balance between the effectiveness and efficiency of the retrieval process [330].

Resolving knowledge conflicts (internal LLM knowledge versus external knowledge). LLMs
contain a vast amount of knowledge obtained via pre-training. However, the knowledge might be
inaccurate or outdated, which could conflict with the knowledge retrieved from KGs [331]. To resolve
the conflict, SPARE [332] utilizes the internal activations of LLMs to identify the conflict. AstuteRAG
[333] uses a novel RAG approach to adaptively elicit LLM internal knowledge and iteratively consolidate
internal and external knowledge. Despite the attempts, how to effectively identify and resolve the conflict
between the internal knowledge of LLMs and the external knowledge retrieved from KGs remains an
open problem.

Retrieval from multi-modal data. KGs store knowledge in diverse modalities such as text, image,
and video [334]. Existing KG retrieval methods mainly focus on retrieving textual knowledge. However,
the retrieval from multi-modal data is still under-explored. Knowledge from different modalities can
complement each other, which could potentially enhance the retrieval performance. Therefore, it is
essential to develop retrieval methods that can effectively retrieve knowledge from multi-modal data
[335].

Robustness/safety of SRAG for LLMs. The safety and robustness of LLMs are receiving increasing
attention due to their critical role in developing trustworthy AI systems. Previous research has primarily
focused on attacking the LLMs themselves [336]. However, integrating LLMs with KG retrieval systems
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expands the attack surface. Attackers could manipulate KGs and the retrieval systems to mislead LLMs,
potentially leading to severe consequences [337]. Therefore, enhancing the robustness and safety of the
combined KG and LLM systems is an important research direction.
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