
Letter from the Special Issue Editors

How convenient would it be to have an AI assistant to share the latest updates for your favorite sports
team, or to present you the recent sales trend for your business with a single natural language query.
Retrieval Augmented Generation (RAG), bringing latest and targeted information into Large Language
Models (LLMs), makes this desire come true.

How to build a RAG system for trustworthy Question Answering (QA)? Some of the challenges
that we need to solve are the following. First, we shall evaluate and debug RAG systems to draw
insights and iterate quickly. How to measure the quality of RAG systems? How to conduct evaluation
with minimum manual efforts and affordable costs? How to do error attribution easily so that we can
understand the system and iterate development quickly? Second, we need to conduct retrieval effectively
and efficiently. For a given query, shall we trigger retrieval or leave it to the LLM to answer? How do we
retrieve information effectively from different sources: unstructured text, structured text, multi-modal
data? How to handle ambiguity and context understanding? And how to achieve all the above within a
given latency and computation budget? Last but not the least, we need to be able to use the retrieved
information effectively to power answer generation. An ideal RAG system should be able to provide
correct answers when useful information is retrieved without adding any hallucination. Practically, this
requires selecting and/or ranking relevant information from large volumes of data, oftentimes with the
presence of irrelevant, noisy, or even conflicting information, to fit in the context window.

This issue collects a set of papers around RAG shedding lights on how to address the aforementioned
challenges. We start with two papers for addressing the first challenge – evaluation: Yang et al.
provided an overview and reflection for the KDD Cup 2024 CRAG Challenge. It discussed the rationale
behind the benchmark and challenge design, highlighted the winning solutions, and shared learnings
from hosting a large-scale challenge for RAG. Liu et al. introduced GraphEval for large-scale factuality
evaluation. It attempted to address the scalability and domain-agnostic challenges in existing evaluation
methods, by integrating KGs for question generation and a lightweight judge model for evaluation.
We then present 2 papers focusing on the second challenge – retrieval: Reddy et al. introducing
ReFit, a method to leverage re-ranker to improve retriever’s recall in a Retrieval - Reranking pipeline.
Christmann et al. presents the Quasar system for QA over unstructured text, structured tables, and
knowledge graphs, with unified treatment of all sources and innovative design for question understanding
and evidence re-ranking. Finally, we offer 4 papers for building RAG systems from different angles and
also discussing the third challenge. Tang et al. introduced Symphony, a system designed for trustworthy
QA over multimodal data lakes, aiming to use RAG to improve QA system’s accuracy via reasoning
and verification. The next two papers focused on understanding Knowledge Graphs (KGs) with RAG:
Sequeda et al. tried to understand to what extent KGs can increase the accuracy of LLM-powered
QA systems, on SQL databases in particular. Yang et al. discuss the co-learning of KGs and LLMs,
through LLM-aided KG construction, KG-guided LLM enhancement, and knowledge-aware multi-agent
federation, emphasizing the RAG paradigm, towards fully utilizing the value of complex data. The last
paper is by Rahman et al., which proposed to shift from a “fast, intuitive thinking” system to a “slow,
deliberate, analytical thinking” to improve RAG in complex enterprise applications.

Overall, the above papers represent an interesting sample of the ongoing work on the recent research
on RAG. We hope that this special issue will further help and inspire the research community in its quest
to solve this challenging problem. We would like to thank all the authors for their valuable contributions,
as well as Haixun Wang for giving us the opportunity to put together this special issue, and Nurendra
Choudhary for his help in its publication.
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