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Letter from the Editor-in-Chief

We would like to extend a warm welcome to Professor Murat Kantarcioglu, the new chair of IEEE TCDE as of 2023. In his letter published in this issue, Kantarcioglu outlined a number of initiatives for our technical community, including data engineering for social good, better support for diversity, equity and inclusion, etc. We look forward to working with Professor Murat Kantarcioglu on these important topics.

Several previous issues of the Data Engineering Bulletin have examined the interplay and relationship between machine learning and data management systems. In this issue, we continue our inquiry.

The increasing use of personal data for training machine learning models has called for better privacy preserving machine learning strategies. We feature an opinion piece by Professor Murat Kantarcioglu, who proposes a framework that intelligently leverages existing privacy tools to combat privacy attacks.

We then dive into one specific topic: federated machine learning. At the heart of federated machine learning is the question of how data can be utilized most effectively to train models as well as how trained models can be used to represent raw data, which is key to privacy preserving. Professor Yangqiu Song, our associate editor, examined the current landscape and recent developments in this field, and compiled the issue that consists of nine papers written by leading academic and industry researchers.

Haixun Wang
Instacart
Letter from IEEE TCDE Chair

As the recent research trends indicate, tracking, storing and analyzing “big data” may result in significant value gains in a wide range of domains, from health care to government services. Still, several critical issues need to be addressed to capture the full potential of big data, from building accountable and transparent data management systems to ensuring data privacy. Clearly, IEEE Technical Community of Data Engineering (TCDE) could play an instrumental role in addressing these fundamental challenges, thereby further contributing to achieving the goals of the big data revolution. As the new TCDE chair, with the help of TCDE Executive committee and our community members, I hope to start a number of new initiatives in the following areas:

• **Data Engineering for Social Good**: As data storage, management and analytics are the fundamental building blocks for many different areas ranging from ML to bioinformatics, a wider range of interdisciplinary activities could be organized by TCDE with other stakeholders. One area that we could be looking at is to create specific activities for “Data Engineering for Social Good” and showcase the research coming out of the TCDE community on addressing important societal challenges. For example, as a researcher that works on data security and privacy issues, I would be very interested in exhibiting important tools and techniques built by our community that help to address important data privacy challenges. In the coming months, we would be looking into investing into such interdisciplinary activities. Please reach out to me if you have some ideas.

• **Increase Diversity, Equity and Inclusion (D&I)**: Another important challenge that we plan to focus on is to increase the diversity and inclusion of the future data engineering workforce. As a faculty member, I actively work on multiple initiatives to promote diversity and an inclusive atmosphere in my research group and actively reach out to underrepresented groups via activities such as women in data science and university clubs. TCDE could sponsor specific activities such as mentorship programs for underrepresented groups and build mechanisms to gather feedback from the community to increase the diversity and inclusion. Our efforts could be expanded to include not only undergrad and graduate students but also high school students, particularly, from disadvantaged backgrounds. Specific fund raising activities and corporate sponsorships could be arranged to fund workshops and hackathons for high school students. In particular, we should be looking into new D&I initiatives that help the broader community and extend beyond a set of activities in a single conference. Again, we would appreciate new D&I activity ideas and suggestions.

• **New Bi-monthly Newsletter, and Web Page**: Given all the great things done in our community, we should promote some of the important initiatives and ideas more. We plan to have a new website for TCDE that has information about all the ongoing activities and resources. In addition, we will be launching a bi-monthly newsletter that highlights important news items, ongoing initiatives and upcoming opportunities for our community. You would be able to get this newsletter if you are a member of TCDE (if not, please become a member, it is FREE).

Clearly, without active support of the TCDE community, many of the above ideas and/or other initiatives will not be successful. It is clear that getting the feedback of the entire community from around the world would be important to make the TCDE even more relevant and successful in the future. To achieve this goal, in addition to attending ICDE conference every year, I plan to visit IEEE local chapters and colleagues around the world and understand their needs and suggestions. If you see me at a conference or an event, please come say hi and share your feedback about these initiatives. I would also be happy to receive any feedback by email.

I am looking forward to working with you all to increase the TCDE profile over the years.

Murat Kantarcioglu
University of Texas at Dallas
Letter from the Special Issue Editor

Federated learning has attracted much attention recently, as machine learning has been widely applied to many real applications while security concern of data and model has also arisen. In distributed systems, when the server should have interactions with clients, users might prefer the server being not able to access each client’s personal raw data. When different data owners want to share insight into their data, they may also share only models instead of raw data. Such practical usage scenarios triggered many interesting new designs of federated learning algorithms and systems, which can be summarized as horizontal federated learning, vertical federated learning, and federated transfer learning. These variants of federated learning have show flexibility and at the same time introduced new theoretical and experimental challenges for deployments of machine learning systems. Particularly, the communication cost in existing federated learning can be a bottleneck for realtime deployment. In this issue, we included several papers covering different perspectives of federated learning which makes it a very interesting one pointing out several potential new directions of the field.

The first paper Federated Computing: Query, Learning, and Beyond and the second paper Federated Learning without Full Labels: A Survey reviewed existing federated computing strategies and particularly on tasks without full labels. They shed some light on the connection of modern machine learning with traditional database technologies and the future trends of the field. The following papers FedCLIP: Fast Generalization and Personalization for CLIP in Federated Learning, Reconciling Security and Communication Efficiency in Federated Learning, and Accelerated Federated Optimization with Quantization studied potential new approaches to improve the effectiveness and efficiency of federated learning algorithms. Particularly, Prasad et al., improved the federated learning with up to 40 compression in uplink communication with no meaningful loss in utility, and Youn et al., theoretically and experimentally proved that quantization can be used to significantly reduce the communication complexity. Then, Federated Truth Discovery for Mobile Crowdsensing with Privacy-Preserving Trustworthiness Assessment, Federated Ensemble Learning: Increasing the Capacity of Label Private Recommendation Systems, and Enhance Mono-modal Sentiment Classification with Federated Cross-modal Transfer discussed the applications to mobile crowdsensing, recommender systems, and sentiment analysis. These applications further demonstrate novel real use of federated learning as well as the need of algorithm adaptation when deploying to different applications. Last but not least, the paper NVIDIA FLARE: Federated Learning from Simulation to Real-World from NVIDIA has introduced their systematic development of an open-source software development kit that can benefit the whole field for research study and real application development.

I would like to thank all the authors for their contributions, making this issue a significant and interesting discussion about present and future research directions related to federated learning.

Yangqiu Song
The Hong Kong University of Science and Technology
A Risk-Aware Paradigm for Privacy-Preserving Machine Learning

Murat Kantarcioglu
University of Texas at Dallas and Harvard University

Abstract

Over the years, the increasing use of personal data for training machine learning models raises several privacy concerns, such as membership inference attacks (i.e., detecting whether a given individual is in the training data) and sensitive attribute inference attacks (i.e., predicting some sensitive information about users based on the disclosed ML model). Although privacy solutions have emerged to address individual challenges, there is not a silver-bullet solution for all privacy problems.

In this opinion paper, we argue that to develop a complete solution to a multitude of privacy challenges, we need a privacy-risk aware paradigm where tools and techniques targeting individual realistic privacy threats are employed simultaneously to complement each other. To achieve this goal, we propose a generic privacy framework to reason about the optimal combination of existing privacy tools under the set of given attack models and discuss how the proposed framework could be applied in practice.

1 Introduction

Sharing data while preserving individual privacy has emerged as a fundamental challenge in the age of big data and the prevalent use of machine learning (ML) models. While many privacy-preserving solutions/techniques have been developed, it is not always clear how to strike a balance between utility and privacy. We postulate that this fundamental problem cannot be solved with just one privacy definition/tool alone.

Different ML challenges may require the integration of the existing and new tools to achieve the desired utility and privacy balance under different privacy definitions. We believe that such scenarios could be addressed by moving into a privacy-risk estimation paradigm that can be used to analyze the privacy risks and the utility provided by different privacy-preserving tools and techniques under different realistic attack models and existing regulatory frameworks.

Such a threat aware risk assessment is already in use in several domains. For example, to measure door lock security, the American National Standards Institute defines a series of tests that simulate real life attacks against door locks. Examples of these attacks include the application of force (e.g., someone who is trying multiple kicks to knock the door open), and a battery of lock picking tests. The lock is assigned a grade based on its success against these types of likely attacks. Clearly, the door locks can be picked by expert locksmiths given enough time. In addition, they can be easily opened by deploying explosives and significant brute force. The existing vulnerabilities to these other attacks are considered natural and different mechanisms (e.g., alarm systems) are used to protect against these other types of attacks.

Similarly, most ATM networks use a four digit pin for money withdrawals instead of a 6 digit pin for better usability (harder to memorize a 6 digit pin). To limit risks, usually there are limits on how much one person can withdraw in a given day and how many times one can enter the pin before the ATM card is disabled. Such an approach could be seen as a practical risk-aware solution against reasonable threats (e.g., someone randomly trying the ATM card) that balances utility/usability and risks.

In many domains, risk-based data sharing ideas have been applied for many years without rigorous analysis of the privacy risks. One example is the airline passenger wait lists used at many US airports. Figure 1 shows a first class upgrade list for an example flight. The passengers on a given flight can use such lists to check whether they are upgraded to the first class or whether they can stand by for the upcoming flight. To reduce privacy risks,
only the first character of the given name and the first three characters of the last name are used on these lists. Furthermore, to access these waitlists, you should be at a specific airport near the flight gate and/or checked in via the airline app. Therefore, a combination of access control rules (e.g., only certain people can access to given waitlist data) and simple data sanitization techniques (e.g., redacting full names) provides reasonable protection against certain threats. Clearly, above approach for disclosing passenger wait list information could be attacked under certain scenarios. For example, if the attacker is at the airport and knows a certain targeted individual is traveling that day, the attacker can find which flight that person is on. On the other hand, using publicly available data (e.g., the voter registration list available for Texas or online twitter information) thousands of names will match a given initial. To our knowledge, this information had not been successfully re-identified on a large scale. Our own back-of-the-envelope calculations show that using just the online information such as voter registration lists, the probability of re-identifying a random individual is very low. Hence, under a reasonable threat model (e.g., only using publicly available information and not waiting at the airport to identify an individual), the privacy risk for this sharing is quite limited. Furthermore, combining the data redaction approach with an access control scheme (e.g., you need to be at the airport to launch an attack) makes the potential privacy attacks less likely.

![Figure 1: Risk-based Data Sharing: Airline Wait List. Red circled individual is the author.](image)

To establish a risk-aware privacy preserving ML framework based on ML use cases, we need to start by understanding utility goals, existing and upcoming attack techniques, potential attacker incentives to launch the attacks, potential attack success under the integration of different privacy-preserving technologies, and the impact of the chosen privacy parameters to get the desired utility and privacy trade-off. For example, for sharing individual level COVID-19 data to build an ML model, we may need to understand how such data could be used to launch re-identification attacks under different data sanitization models and attacker background knowledge [2]. In addition, we need to understand how different privacy tools and models impact data utility. For example, for building ML models that are predicting pandemic progression for different race groups, preserving race information may provide more utility than releasing more granular age information.

The above example suggests that different use cases need to be treated with realistic privacy attack models, attacker background information, utility goals, acceptable privacy risks, and then reason about the privacy risk vs utility trade-offs under different privacy-preserving technology combinations. This also implies that as the technology and threat landscape evolve, we need to re-evaluate the existing privacy risks, privacy definitions, and their evolving utility. Below, we discuss how this framework could be applied in the context of privacy-preserving machine learning (ML) applications.
2 Risk-aware Privacy-preserving Machine Learning

In the face of rising privacy attacks against ML models such as model inversion and membership inference [4] attacks, differential privacy has emerged as the main protection against these attacks. Although the differential privacy mechanism [5] provides important protections, empirical evaluations have shown that, in many cases, the $\epsilon$ value (one of the parameters needed for tuning the added noise) required for protecting against a certain attack (e.g., model inversion attack) may significantly harm the utility of the ML model [3]. Therefore, finding the privacy parameter (e.g., $\epsilon$ in differential privacy) that provides desired utility and adequate protection against attacks may not always be feasible.

Our proposed risk-based privacy framework could be used to incorporate data sanitization based pre-processing (e.g., sanitizing data before it is used by a differentially private learning mechanism) and post-processing techniques (e.g., providing a wrapper for a given classifier to reduce model inversion attack success) combined with carefully selected privacy parameters (e.g., $\epsilon$ for differential privacy) to exhibit good utility and adequate protection against realistic privacy attacks.

The above adversarial attack modeling approach implies that we can first pre-process the data using a data sanitization technique $Q \in Q$ to get a sanitized version $Q(D)$. In this setting, to make the optimization problem solvable, we can specify a suitable set of sanitization options $Q$. For example, a feature in the Covid-19 dataset that is representing the birthday of a given patient could be replaced with two attributes representing the age bracket the patient belongs to (e.g., replacing 01.01.1993 with $\rightarrow$ (25, 35)). For each attribute, different generalization/sanitization options could be used to describe the possible set of sanitizations available (i.e., $Q$).

Once the sanitized data is created, a differentially private learning algorithm $L$ with an appropriate privacy parameter $\epsilon$ is chosen to learn a model $M$. Later on, this model is post-processed using a post-processing technique $P$ to make sure that certain attacks are not successful. For example, for a deep learning model $M$, additional neural network layers could be added to $M$ and these layers could be fine-tuned using publicly available data (hence, negligible additional privacy risk) to reduce the effectiveness of specific attacks. These possible post-processing architecture space could be leveraged to specify the potential post-processing options $Q$.

Similarly, for classification tasks, we can explore whether the output probabilities of a classifier can be modified to reduce model inversion attack success. For example, an overly confident class prediction may help an attacker to better infer a sensitive attribute. For generative machine learning models, we may explore different post-processing models to automatically sanitize potentially sensitive output. For example, we may learn a model $P$ that can detect sensitive data such as a social security number (ssn) predicted by the machine learning model $M$, and redact it automatically.

The proposed approach leads to an optimization problem (See Equation 1) where we find the optimal combination of $\epsilon, P \in \mathcal{P}, Q \in \mathcal{Q}$ such that we maximize the model utility (e.g., accuracy) while making sure that privacy risk (e.g., sensitive attribute prediction accuracy) due to an attack $i$ is less than the desired privacy risk limit $\gamma_i$. Depending on the use case, we need to develop define appropriate pre-processing $\mathcal{P}$ and post-processing $\mathcal{Q}$ options for different machine learning tasks against different types of attacks, and for each attack type $i$ (e.g., membership inference attack), we need to measure the privacy risk $\text{Risk-Attack}_i$.

$$\max_{\epsilon, P \in \mathcal{P}, Q \in \mathcal{Q}} \text{Utility}(P(L_{\epsilon}(Q(D))))$$

s.t. $\text{Risk-Attack}_1(P(L_{\epsilon}(Q(D)))) \leq \gamma_1$

$$\ldots$$

$\text{Risk-Attack}_n(P(L_{\epsilon}(Q(D)))) \leq \gamma_n$

(1)
2.1 Example Application: Privacy-preserving Explanation Generation

In our previous work [1], we applied such a risk-aware privacy approach and showed that a differentially private explainable ML model (i.e., a rule set that explains a given ML model) could be post processed (e.g., some rules may be pruned) to achieve better accuracy while being more resistant to model inversion attacks. Similar to previous observations in the literature [3], a pure differentially private model could not reach the desired protection against model inversion attacks while providing accurate prediction accuracy. Instead, our proposed risk based approach achieved both goals while being differentially private using a higher $\epsilon$ value. Our approach is not intended to replace differential privacy. In this approach, we use differential privacy with larger $\epsilon$ combined with our privacy-aware data pruning technique to preserve both utility and privacy.

Our strategy proceeds as follows:

1. We build a differentially private machine learning model;
2. The predictions produced by the machine learning model are used as an input to a rule-based explanation model. Therefore, the rules are generated from the predictions produced by differentially private learning models;
3. Our privacy risk estimator named $\alpha$-violation is applied to prevent model inversion attacks.
4. Using the estimated risks and potential utility, some rules that are too risky are pruned.

The complete strategy for combining differential privacy with our privacy risk estimator is given in Figure 2.

Our results indicate that such an approach could use a much higher $\epsilon$ value (i.e., much less noise) to increase the utility of the generated rules while being resistant to model inversion attacks.

Figure 2: The steps for combining differential privacy with privacy risk estimator.

3 Future Trajectories and Conclusions

In this opinion paper, we just sketched the basic outline of the proposed risk-aware privacy framework where different data privacy tools can be combined to prevent realistic attacks.

One important implication for the proposed framework is that we need to understand the attacks and the attacker capabilities well enough to come up with realistic threat models. Errors in the threat model may result in solutions that may not preserve the privacy well enough in practice. In addition, as the attacker’s capabilities evolve, we may need to revisit the protections provided by the existing privacy solutions. To prevent potential privacy attacks, it may be prudent to have a margin of error in our threat model assessment and evolution. For example, even though it may be hard for an attacker to learn all the training data, we may build our threat model assuming that the attacker has the entire training data available to launch a private attribute inference attack. One important challenge would be to find the realistic threat model that could not be easily invalidated in practice in the near future. As in the explanation generation example, certain techniques (e.g., building a differentially private based model before generating rules to prevent certain privacy attacks) could be used to limit the potential
negative outcomes. Furthermore, we believe that our framework can be also widely applicable to other types of attacks, from data poisoning [6] to test time evasion attacks.
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Abstract

Big data has played an important role in the development of the economy. However, the “data isolation” problem largely hinders its full potential. To solve this problem, it is crucial to enable collaborative computing among multiple data sources. Federated computing, a new collaborative computing paradigm that keeps the raw datasets decentralized, has emerged as a hot research topic in both databases and artificial intelligence. This paper introduces the concepts of federated computing, reviews recent topics, which include “federated queries” and “federated learning”, and discusses the future trends.

1 Introduction

In the era of big data, governments, organizations, companies, and individuals rely heavily on data analysis for decision-making. However, the “data isolation” problem remains a major bottleneck for big data analysis. As the name implies, data is stored as islands among multiple data owners, which seriously hinders the sharing and circulation of big data. For example, medical big data can be used to build accurate machine learning models for disease prediction and diagnosis. However, patients’ data, e.g., medical examination results, may distribute across multiple autonomous hospitals, which hinders joint analysis due to privacy concerns. Another example is the smart city applications with big spatiotemporal data. In these applications, the spatiotemporal data are distributed in multiple platforms, e.g., taxi and ride data on multiple travel platforms, meal data on the catering platform, and cell tower data on telecommunications operation service providers. Due to the privacy concerns, it is difficult to collect these data directly, which hinders the rapid response of smart city applications. Therefore, how to break the data isolation and unite multiple data owners for computation is crucial to strengthen the circulation of data and the development of the big data industry.

To break the data isolation dilemma, “federated computing” is proposed as a new collaborative computing paradigm, where multiple data owners are united as a data federation and process collaborative computing while keeping the raw data locally at each data owner [1][2][3]. Its idea is to push the computation on raw data to the
data owners, while only summary information from the raw data is communicated back to the server for secure aggregation.

**Challenges.** Federated computing mainly faces three challenges. *(i)* **Privacy.** Federated computing poses new privacy constraint, *i.e.*, the raw data of each data owner is kept locally, while allowing collaborative computing among data owners. *(ii)* **Efficiency.** Since privacy and security constraints often introduce extra communication and computation, it is important to comply with these constraints while allowing high-efficiency computing. *(iii)* **Effectiveness.** As the data of multiple data owners may not be independent and identically distributed (non-IID), how to conduct accurate analysis in presence of data heterogeneity is also a challenge.

**Milestones.** Two hot topics in current federated computing are “federated queries” and “federated learning”.

- The federated queries indicate that the data federation should support secure queries over multi-party data owners. It serves as the basis of federated computing. Several data federation systems have been proposed to support various federated queries, such as SMCQL [2], Hu-Fu [4], FedGraph [5], which are designed for relational, spatial, and graph queries, respectively.

- Upon a data federation, machine learning algorithms can be further implemented to support upper-layer applications. Such algorithms are often known as “federated learning”. For example, FedAvg [6] is one of the most popular federated learning algorithms, and there have been extensions to more generic frameworks [1].

**Roadmap.** In the rest of this paper, we first introduce the basic concepts and general framework of federated computing in Section 2. Then, we review the related work on federated queries (Section 4.2) and federated learning (Section 4), respectively. Finally, we summarize the future directions in Section 5 and conclude in Section 6.

## 2 Basic Concepts and General Framework

This section introduces the basic concepts and general framework of federated computing in Section 2.1 and Section 2.2 respectively.

### 2.1 Basic Concepts of Federated Computing

In the following, we introduce the key concepts in federated computing and the problem statement.

**Data Federation.** Federated computing is performed over a special data system, *i.e.*, *data federation*.

**Definition 1 (Data Federation):** A data federation $\mathcal{F}$ is a federation of local datasets $\{\mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_m\}$ held by $m$ data owners, where each local dataset $\mathcal{D}_i$ has $n_i$ objects $\{o_1, o_2, \ldots, o_{n_i}\}$ and each object $o_j$ has $k_j$ attributes $\{x_{1j}, x_{2j}, \ldots, x_{kj}\}$. Then, the (virtual) database of this data federation is denoted by the union of these local datasets, *i.e.*, $\mathcal{D} = \mathcal{D}_1 \cup \mathcal{D}_2 \cup \cdots \cup \mathcal{D}_m$.

When local datasets are data silos of data owners like enterprises and organizations, we call this setting “cross-silo”. By contrast, when data owners are individuals like mobile phone users or edge device users, we call this setting “cross-device”. Accordingly, the application settings of federated computing can be categorized into *cross-silo* and *cross-device* [7]. For example, a data federation system was built to answer collaborative queries over clinical data across organizations under the cross-silo setting [8], while Google allowed their mobile users to jointly train language models under the cross-device setting [6].

**Data Integration Mode.** On the other hand, from the perspective of how the local datasets are integrated into the virtual database, a data federation can be categorized into *horizontal data federation* (a.k.a., horizontally...
partitioned data \[9\] and vertical data federation (a.k.a., vertically partitioned data \[10\]). As shown in Figure 1 in a horizontal data federation, each data owner has a disjoint subset of rows in the virtual database. By contrast, in a vertical data federation, each data owner has a disjoint subset of columns in the virtual database. Both types are commonly seen in existing literature \[11\].

**Problem Statement.** A formal definition of federated computing is as follows.

**Definition 2 (Federated Computing):** Given a data federation \( F \) of \( m \) data owners \( \{D_i\} \) and a computing task \( T(D) \) over the (virtual) database \( D = \bigcup_{i=1}^{m} D_i \), a federated computing algorithm aims to compute the result of \( T(D) \) while satisfying the following constraints:

- **Autonomous Constraint:** any data owner does not share his raw data to others.
- **Security Constraint:** during the computation, except for the result, any sensitive data of a data owner cannot be leaked to others.

In Definition 2, the autonomous constraint is aligned with real-world scenarios, since a data owner would like to autonomously manage his local dataset.

**Attacker Models.** The security constraint is due to the concern of privacy attacks, which are commonly seen nowadays and can be categorized into two kinds, *semi-honest adversary* and *malicious adversary*.

- **Semi-honest Adversary:** a semi-honest adversary will honestly follow the specified computation procedure, but may attempt to infer sensitive data of data owners in the meantime.
- **Malicious Adversary:** a malicious adversary may arbitrarily deviate from the specified computation procedure to infer sensitive data.

### 2.2 General Framework for Federated Computing

Solutions to federated computing can be summarized into a two-phase general framework. The main idea of this general framework is as follows.
• **Local Computation.** First, motivated by the idea of computation pushdown, a federated computing task is decomposed into several computing tasks over the local datasets, and hence data owners can locally compute their partial results.

• **Secure Computation.** After that, a well-designed protocol is performed across data owners to derive the final result based on their partial results in a privacy-preserving manner. Finally, the final answer will be returned to the service user.

The federated computing task \( T \) in existing work can be mainly classified into two kinds, *federated query* and *federated learning*, which will be elaborated later in Section 4.2 and Section 4, respectively. To evaluate the performance of solutions to federated queries and federated learning, commonly-used metrics include result accuracy, time efficiency, communication cost, etc.

### 3 Federated Queries

In this section, we introduce how to process federated queries over a data federation. Specifically, we first present the key concepts and main workflow of federated queries in Section 3.1. Then, we introduce the techniques of processing federated queries from three aspects, query rewrite (Section 3.2), local queries (Section 3.3), and secure operations (Section 3.4). Finally, we summarize these studies in Section 3.5.

#### 3.1 Overview

**Problem Statement.** Based on Definition 3, we introduce the formal definition of federated queries as follows.

**Definition 3 (Federated Query):** Given a data federation \( F \) of \( m \) data owners \( \{D_i\} \) and a query request \( Q \) over the (virtual) database \( D = \bigcup_{i=1}^{m} D_i \), a federated query aims to retrieve the result \( Q(D) \) while satisfying the autonomous constraint and security constraint in Definition 2.

For an exact query \( D \), the answer \( Q(D) \) should be equal to the (exact) result under an ideal case when all local datasets \( \{D_i\} \) have been integrated into one database \( D \). By contrast, for an approximate query \( D \), the answer \( Q(D) \) may be different from the (approximate) result under such a case. Instead, an approximation guarantee is often studied to control the result error for approximate queries.

**Workflow of Processing Federated Queries.** As shown in Figure 2, a service user first submits his query request \( Q \) to the central server (a.k.a., coordinator or broker). Next, the server parses and rewrites the query \( Q \) to form a series of local queries and secure operations, which is generally aligned with our general framework in Section 2.2.

Then, the server sends local queries to data owners, and asks them to perform local queries. When all of them have computed the local results, the server will coordinate these data owners to jointly perform secure operations by following the pre-designed protocols and obtain intermediate results or final results. The procedure ends after one or multiple rounds of local queries and secure operations, depending on the query type.

Here, we take the federated range counting query over a horizontal data federation as an example. As shown in Figure 1(a), data owners in a horizontal data federation hold different rows of the (virtual) table \( D \). According to the aforementioned workflow, a federated range counting query can be answered by performing a local range counting query over each local dataset \( D_i \) and a secure summation of these partial results across all data owners.

Intuitively, the performance of local queries and secure operations is critical to the performance of federated query processing. Thus, in the following, we introduce existing techniques for managing data federation from three categories, query rewrite (Section 3.2), local queries (Section 3.3), and secure operations (Section 3.4).
3.2 Query Rewrite

The common idea of query rewriters in federated queries is to use as many local queries and as few secure operations as possible [4]. This is because a secure operation across a large number of data owners is often more time-consuming than local queries that could be naturally sped up by modern database techniques. Based on this idea, existing query rewriter can be classified into two kinds, query rewriter via annotating query plan tree and query rewriter via customized rule.

**Query Rewriter via Annotating Query Plan Tree.** In this category, after receiving the query request, the coordinator will parse the federated query into a directed acyclic graph (DAG) by using well-known solutions (e.g., Apache Calcite [11]). This DAG, which represents the query plan (when data is plaintext), is usually a tree of relational algebraic operations. After that, the coordinator will traverse the tree bottom-up (or sometimes up-down) to annotate the operations that require extra security protections (i.e., secure operations).

Specifically, SMCQL [2], a system for processing federated queries, classified the levels of data access into three categories, public, protected, and private attributes. Here, public attributes are accessed by anyone (e.g., the other data owners), and protected attributes could be accessed by the data owner, coordinator, and query user. By contrast, private value can be only accessed by the data owner himself. Accordingly, operators in the query plan tree can be categorized into three preservation kinds, plaintext operators, secure operators, and prohibitive operators (i.e., three kinds of annotations). Then, the annotations can be determined by examining the data access levels of its output attributes and considering the most stringent level of its source attributes. For example, consider the federated top-\(k\) query over the attribute ID in the following:

```sql
SELECT ID FROM F ORDER BY ID LIMIT k;
```

(i) If ID is public, the query plan consists of two plaintext operators, i.e., sort and limit \(k\) (by ID).

(ii) If ID is protected, the aforementioned two operators should be securely executed.
(iii) If ID is private, any query plan is prohibitive, since a private output attribute cannot be revealed to the service user.

To further optimize the query plan, Bater et al. [2] proposed a technique called slicing with the goal of minimizing the time cost of secure operations. They aimed to slice the secure operators into “smaller and more manageable units of computation” [2]. For instance, when ID is protected in the above example, one can slice the secure sort into first plaintext limit $k$ over each data owner’s local dataset and then secure sort over the remaining $mk$ IDs, where $m$ is the number of data owners. The query rewriters of other systems for federated queries, such as ShrinkWrap [12] and SAQE [13], followed a similar idea with that of SMCQL. The system Conclave [14] considered the scenario that a data owner may permit specific selectively-trusted parties (e.g., a government regulator) to access his sensitive attributes and optimized the query rewriter under this assumption.

**Query Rewriter via Customized Rule.** Another way is to design customized query decomposition rules for specific query types. A typical example is the federated $k$-nearest-neighbor ($k$NN) query [4] in the spatial data federation. Although it is a spatial query, its query plan can be referred to that of federated top-$k$ query, as aforementioned. Unfortunately, the efficiency has been shown to be low in large-scale datasets [4], since a secure sort is very time-consuming. Thus, Tong et al. [4] were motivated to design a novel query plan for federated $k$NN in their system Hu-Fu. The basic idea is to (1) determine the $k$th nearest distance to the query object by binary search and (2) retrieve the answer by a range query with the radius of the $k$th nearest distance. Accordingly, the query plan of the first step consists of local range counting queries (with the searching distance) and secure comparison (between the summation of all local counts and threshold $k$), and the query plan of the second step is the same as that of a federated range query. Another example is that Wang et al. [15] devised an efficient query plan for federated join-aggregate queries. Their basic idea is to decompose federated join-aggregate queries into semijoins and full joins.

### 3.3 Local Query

After getting the query plan, the coordinator often sends local queries to data owners prior to the secure operations. Thus, in the following, we introduce mainstream optimization techniques for processing local queries in a data federation from two aspects, indexing and sampling.

**Optimization By Indexing.** Indexing is usually used to improve the time efficiency of processing local queries. In particular, local queries in a data federation can be benefited from the recent development of indexing techniques. In recent years, the learned index is one of the most popular indexing techniques in existing literature. The main idea of a learned index is to view the data indexing problem as a machine learning problem that learns the mapping function between the search key and its corresponding location in the storage. Based on this idea, promising results of lookup queries and range queries over 1-dimensional data have been achieved by 1-dimensional learned indexes, such as RMI [16], PGM-index [17], ALEX [18], and LIPP [19]. Multi-dimensional learned indexes have also been devised to support $k$NN queries, such as ZM-Index [20], IF-Index [21], Lisa [22], and RSMI [23]. For more details, please refer to the tutorials [24] and experimental work [25].

**Optimization By Sampling.** Another way of optimizing local queries is to use sampling that may sacrifice result accuracy for efficiency. Such techniques in federated queries can be classified into two kinds, sampling data owners and sampling data records.

- **Sampling Data Owners.** The main idea of sampling data owners is to utilize the local results of the sampled data owners to estimate the local results of the others. For example, to process federated range aggregation queries over a spatial data federation, Shi et al. [26] used the result of a local range aggregation query over one data owner to derive an unbiased estimation of the others, where local datasets are identically and independently distributed (IID). To break the IID assumption and tackle the non-IID scenario, they proposed a grid index to decompose the underlying spatial area into small enough regions and achieve a
more fine-grained approximation by aggregating the estimation result in each region. They also proved that the estimated result can be closed enough to the exact result with high probability [20].

• **Sampling Data Records.** The main idea of sampling data records is to use the results of sampled data records to estimate the results of all data records within a local dataset. For example, Bater et al. [13] have applied three sampling strategies in their system for SAQE federated queries, i.e., uniform sampling, stratified sampling, and distinct sampling, which are well-known sampling strategies in approximate query processing [27]. Shi et al. [26] adopted level sampling to achieve load balancing when performing local queries over unbalanced local datasets. Notice that, different from a traditional distributed database system, data partition or re-partition, which is a commonly-used technique for load balancing, is not allowed in a data federation, since each data owner would like to autonomously manage his own data.

In general, the strategy of sampling data owners is orthogonal to that of sampling data records. The technical challenge of jointly using both sampling strategies is how to make a proper trade-off between result accuracy and efficiency, especially under the non-IID scenario.

### 3.4 Secure Operation

After getting the results of local queries, secure operations are often invoked to jointly compute an intermediate result or a final result across all data owners and guarantee that no sensitive information (e.g., private attributes) of one data owner is leaked to others during this collaborative computation. We introduce existing solutions to secure operations when processing federated queries from two aspects, i.e., secure multi-party computation (SMC) based solution and differential privacy (DP) based optimization.

**SMC based Solution.** SMC has been studied for over three decades in academia [28]. The goal of SMC is to jointly compute some functions based on the private inputs of data owners in the data federation. Moreover, SMC also requires that (1) the result should be accurate and (2) no information can be leaked except for that derived from the output, which is coincident with the constraints of federated queries in Definition 3. Thus, SMC is a prevalent method to implement secure operations.

Specifically, the systems for federated queries, SMCQL [2] and ShrinkWrap [12], used a general-purpose programming framework of SMC (a.k.a., SMC compilers), called ObliVM [29]. ObliVM mainly combines two well-known techniques in SMC, i.e., Garbled Circuits (GC) [30] and Oblivious RAM (ORAM) [31]. GC can securely compute most of operations over two data owners, and ORAM is a safe memory abstraction to safely store the intermediate results of GC without leaking any information about the data access pattern. Other SMC compilers, such as Obliv-C [32] and Sharemind [33], are used in Conclave [14] to support two or three data owners. The other studies, such as [4] and [34], adopted customized SMC protocols to support specific operations, which could potentially improve the efficiency. Different from above systems, which assumed semi-honest adversaries, Senate [35] optimized a GC-based SMC protocol [36] to protect the security even with malicious data owners.

**DP based Optimization.** Differential privacy (DP) [37] is the state-of-the-art privacy protection technique to theoretically guarantee that one can hardly re-construct the database based on the query results by DP. In existing studies for federated queries, DP can be used to further improve the efficiency of secure operations by SMC. For example, ShrinkWrap [12] adopted DP to remove quite a few dummy tuples from the intermediate result in ORAM while still protecting the data access pattern. SAQE [12] used DP to hide the true cardinality of data records when performing oblivious sampling and perturb the query result. Hu-Fu [4] applied DP to speed up the time efficiency of secure comparison with the threshold $k$ when processing federated $k$NN queries.

Beyond the above techniques, trusted hardware enclaves, such as Intel SGX [38], can be also used to implement secure operations in the system Opaque [39].
Table 1: Comparison of existing systems for federated queries

<table>
<thead>
<tr>
<th>System</th>
<th>Data Type</th>
<th>Data Integration Mode</th>
<th>Attacker Model</th>
<th>Data Size</th>
<th>#(Data Owner)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMCQL [2]</td>
<td>Relational</td>
<td>Horizontal</td>
<td>Semi-honest</td>
<td>≤1K</td>
<td>≤2</td>
</tr>
<tr>
<td>ShrinkWrap [12]</td>
<td>Relational</td>
<td>Horizontal</td>
<td>Semi-honest</td>
<td>≤40K</td>
<td>≤2</td>
</tr>
<tr>
<td>SAQE [13]</td>
<td>Relational</td>
<td>Horizontal</td>
<td>Semi-honest</td>
<td>≤500K</td>
<td>≤2</td>
</tr>
<tr>
<td>Conclave [14]</td>
<td>Relational</td>
<td>Horizontal/Vertical</td>
<td>Semi-honest</td>
<td>≤1B</td>
<td>≤3</td>
</tr>
<tr>
<td>Hu-Fu [4]</td>
<td>Spatial</td>
<td>Horizontal</td>
<td>Semi-honest</td>
<td>≤1B</td>
<td>≤10</td>
</tr>
<tr>
<td>Senate [35]</td>
<td>Relational</td>
<td>Horizontal</td>
<td>Malicious</td>
<td>≤160K</td>
<td>≤16</td>
</tr>
<tr>
<td>Opaque [39]</td>
<td>Relational</td>
<td>Vertical</td>
<td>Malicious</td>
<td>≤1M</td>
<td>≤5</td>
</tr>
</tbody>
</table>

3.5 Discussion

Table 1 summarizes the representative work on federated queries, and we have the following observations. First, most of the existing systems for federated queries concern more about semi-honest adversaries than malicious adversaries, although considering malicious adversaries are more challenging. Second, most of these studies focused on the horizontal data federation, while vertical data federation had less attention. Finally, the scalability of existing solutions is sometimes not large enough, especially when processing federated join queries.

4 Federated Learning

In this section, we introduce how to perform federated learning over a data federation. Specifically, we first present the problem statement and main workflow in Section 4.1. Then, we introduce the mainstream solutions to federated learning from two aspects, local training (Section 4.2) and secure aggregation (Section 4.3). Finally, we make discussions in Section 4.4.

4.1 Overview

Problem Statement. Federated learning (FL) was first proposed by Google in 2016 for language prediction tasks [6]. The main idea of federated learning is to train a global model in collaboration with different data owners while preserving the privacy of their local data. The definition of federated learning is as follows.

Definition 4 (Federated Learning): Given a data federation \( \mathcal{F} \) of \( m \) data owners (a.k.a., clients) \( \{D_i\} \) and a computing task of training a learning model \( \mathcal{M} \) over the (virtual) database \( D = \bigcup_{i=1}^{m} D_i \), a federated learning algorithm aims to collaboratively train the learning model \( \mathcal{M}(D) \) on the data federation and make the accuracy of \( \mathcal{M}(D) \) close to that of the model \( \mathcal{M} \) that directly trains over the virtual database, while satisfying the autonomous constraint and security constraint in Definition 2.

Taxonomy. Federated learning algorithms can be categorized into three kinds, horizontal federated learning, vertical federated learning, and federated transfer learning [1] from the perspective of data integration mode across data owners.

- **Horizontal/Vertical Federated Learning.** Horizontal/vertical federated learning is named after the data integration mode (a.k.a., data partition mode) in a data federation as shown in Figure 1. Notice that, for supervised learning tasks, all data owners’ datasets in horizontal federated learning have labels, while only one of them in vertical federated learning has labels.
• **Federated Transfer Learning.** Federated transfer learning denotes the scenario where two data owners have different samples and feature spaces in the same time. In other words, federated transfer learning enables one data owner to make use of data from another data owner, although there is only little intersection between the feature spaces of their datasets.

**Workflow of Federated Learning.** According to the general framework of federated computing in Section 2.2, the workflow of federated learning algorithms is as follows. In the procedure of federated learning, the server first initializes a global model and distributes the global model to selected data owners. Each selected data owner then trains his local model through the local loss function and uploads his local model to the server. The server securely aggregates all the uploaded local models into the global model. Finally, the above steps are repeated until convergence.

**A Case Study: FedAvg.** One representative work in federated learning is FedAvg \[6\], which supports training several machine learning models, such as MLP, CNN and LSTM, in a data federation. Here, we take training a CNN model as an example to explain the aforementioned workflow of federated learning. After the server distributes the global model, data owners train their local CNN models with stochastic gradient descent (SGD). When the local training ends, data owners will upload the parameters of their local CNN models to the server. Then, the server aggregates all the received model parameters into a new global CNN model by weighted average. Now, Google has deployed such an algorithm in a text entry data prediction task on users’ mobile devices.

Although the FedAvg algorithm \[6\] is a seminal work, there are still many opportunities for optimizations in federated learning. In the following, we review existing studies from two aspects, *i.e.*, local training (Section 4.2) and secure aggregation (Section 4.3).

### 4.2 Local Training

In this subsection, we introduce optimizing techniques for local training from two categories, *optimization through training* and *optimization through data*, as follows.

**Optimization through Training.** Optimization techniques through model training are widely used in recent years. It contributes to more stable convergence and better generalization of aggregated global models.

• **Regularized Loss.** The main idea of regularized loss methods in federated learning is to add a regularization term to local sub-problem and is widely used for limiting local model updates and stabilizing global model.
For example, FedProx [40] proposed a regularization term to take similarity between local model and global model into account. The regularization term keeps the differences between the local and global models within a certain range. FedDyn [41] introduces a dynamic regularization method, and ensures that the objective is dynamically updated and the local optima is close to the stationary point of the global empirical loss.

- **Extra Variable.** Some federated learning algorithms introduce extra variable to help improving model generalization. The *main difference* between regularized loss and extra variable is that the extra variable is usually updated during local updates. SCAFFOLD [42] set a control variable to correct the local update moving towards the true optimum. Several studies [43, 44] introduced dual variables, converting the local object at the client side (*i.e.*, the data owner side) into a dual problem. The optimization to the dual problem contributes to automatic adaptation to global data distributions.

**Optimization through Data.** Due to statistical heterogeneity caused by non-IID data across data owners, several data-based optimization techniques were proposed to alleviate the accuracy drop of a federated learning algorithm.

- **Data Augmentation.** Data augmentation, which enriches a dataset, is commonly used to fix the issue of non-IID data distribution on the client side to an IID one. FAug [45] trained a Generative Adversarial Network (GAN) at the server and distributed the GAN to clients, where GAN could generate data to the local dataset to achieve an IID data distribution. Fed-ZDAC [46] proposed a zero-shot data augmentation method, which synthesized data based on the model information (only) without sharing data with the server. Compared with FAug [45], Fed-ZDAC [46] achieved a higher privacy preservation level.

- **Data Source Selection.** During the training process of federated learning, some data owners may hold extremely skewed data, which may lead to slow and unstable convergence of the global model. The *main idea* of data source selection is to select proper data owners to participate the training, which alleviates the influence brought by skewed datasets. For instance, FDSS [47] observed the data source selection problem from the perspective of submodular optimization. By combining lazy evaluation and approximation of aggregated models with greedy selection, FDSS ensured a constant approximation ratio. Oort [48] modeled selecting data owners as a multi-armed bandit problem, and improved the time-to-accuracy performance of training procedure.

### 4.3 Secure Aggregation

While local training optimization contributes to better generalization and convergence, techniques of secure aggregation are important as well for satisfying the security constraint. Techniques of secure aggregation in federated learning can be categorized into two kinds, *secure multi-party computation (SMC) based solution* and *differential privacy (DP) based solution*.

**SMC based Solution.** Secure multi-party computation (SMC) enables several participants to collaboratively compute without revealing their data to each other. When the number of data owners is large, some SMC techniques, such as garbled circuit (GC) and oblivious transfer (OT), could be inefficient for secure aggregation in federated learning. Under this setting, efficient SMC based solutions are secret sharing (SS) and homomorphic encryption (HE).

- **Secret Sharing.** In a secret sharing scheme, a secret consists of multiple shares and can be re-constructed only when there is a sufficient number of shares. When secret sharing is used in a federated learning framework, the gradients of each data owner represent a secret and are re-constructed on the server side only when enough gradients are uploaded. Bonawitz *et al.* [49] presented a protocol to securely compute the sum of vectors, which has been used in federated learning. This protocol permits the server to securely
average updates uploaded by data owners without leaking these updates. By this way, secret sharing is
commonly seen in federated learning algorithms [50, 51, 52] to protect the data privacy.

- **Homomorphic Encryption.** Homomorphic encryption guarantees security by conducting the calculation in ciphertext, and the result after decryption is same as that in plaintext calculation. For homomorphic encryption based secure aggregation in federated learning, data owners encrypt their local models and send them back to the server for later aggregation in ciphertext. Then, data owners decrypt the received global model and update local gradients. Several studies [53, 54, 55, 56] have adopted homomorphic encryption in the federated learning framework. BatchCrypt [57] introduced a batch encryption based technique to reduce the encryption and communication overhead caused by homomorphic encryption. It encodes a batch of gradients into a long integer data type to replace the original full precision encryption.

**DP based Solution.** Differential privacy (DP) protects privacy by adding perturbations to data. Compared with SMC, DP based solution is computationally more efficient. Thus, DP is widely used in federated learning to improve the efficiency. Existing DP based solution in federated learning can be mainly classified into two kinds, **central differential privacy (CDP)** and **local differential privacy (LDP)**.

- **Central Differential Privacy.** Central differential privacy provides a security guarantee by adding perturbation to the aggregated model on the server side. For example, Geyer et al. [58] proposed a central differential privacy based method. During the training stage, data owners update their model weights and upload parameters to the server. The server then aggregates model parameters with Gaussian noise. Based on a similar idea, Shi et al. [59] applied the central differential privacy to topic modeling, and NbAFL [60] added perturbation to local gradients in the meantime, and was shown to protect data owners from an untrusted server that planned to steal the gradients.

- **Local Differential Privacy.** By contrast, the local differential privacy based method adds noise to model parameters on the client side, such that model parameters can be prevented from being inferred by adversaries. For instance, Bao et al. [61] proposed a novel local differential privacy based federated learning framework, which injects noise from shifted symmetric Skellam distributions. It broadened the data type of model gradients, which contributed to a lower noise level required for differential privacy. Local differential privacy based solutions have also been adopted in several federated learning algorithms [60, 62, 63, 64] to achieve better protection for local model parameters and more scalable efficiency.

### 4.4 Discussion

In this subsection, we give a brief introduction on the comparison of representative work in Table 14. We can observe that more studies on federated learning were studied over the horizontal data federation, while less work studied vertical federated learning and federated transfer learning. Moreover, we can also observe that both SMC and DP strategies are used for satisfying the security constraint. By comparison, DP based solutions tend to achieve better scalability by supporting more data owners than SMC based solution. As shown in Figure 4, these techniques of federated learning have been integrated into algorithm framework by industry and academia, such as FATE [69], PySyft [70], and FederatedScope [71].

### 5 Future Direction

In the following, we identify the future directions of federated computing.

**Exploring more federated queries and learning models.** To facilitate more applications on more diversified data, it will be important to explore more federated queries and federated learning models.
Table 2: Comparison of representative work on federated learning.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Data Integration Mode</th>
<th>Local Training</th>
<th>Secure Aggregation</th>
<th>Learning Model</th>
<th>#(Data Owner)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NbAFL [60]</td>
<td>Horizontal</td>
<td>Regularized Loss DP</td>
<td>MLP</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>SMM [61]</td>
<td>Horizontal</td>
<td>/ DP</td>
<td>MLP</td>
<td>240</td>
<td></td>
</tr>
<tr>
<td>FedADMM [44]</td>
<td>Horizontal</td>
<td>Extra Variable /</td>
<td>CNN</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>FederatedScope [65]</td>
<td>Horizontal</td>
<td>/ SMC, DP</td>
<td>CNN, GNN</td>
<td>260</td>
<td></td>
</tr>
<tr>
<td>VF2Boost [66]</td>
<td>Vertical</td>
<td>/ SMC</td>
<td>GBDT</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Pivot [67]</td>
<td>Vertical</td>
<td>/ SMC</td>
<td>GBDT</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>FTL [68]</td>
<td>Transfer*</td>
<td>Regularized Loss SMC</td>
<td>AutoEncoder</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

* The term “Transfer” here represents federated transfer learning.

Figure 4: Representative frameworks for federated learning.

On one hand, as shown in Table 1, existing federated queries are mainly studied over relational data and spatial data. Other data types, such as trajectory data and graph data, are also important for data sharing. For example, Yuan et al. [5] have recently proposed the concept of graph data federation, and studied subgraph matching under this setting. Another application of graph data federation is a cross-platform ride-hailing [72], where each taxi company can be viewed as a data owner and their requests and passengers form a bipartite graph data federation. As a result, Wang et al. [72] studied how to obtain maximum weighted bipartite matching under a data federation. Graph data federation may have other applications (e.g., social networks), and many other federated graph queries have not been studied yet, which leaves a great opportunity for future research.

On the other hand, although federated learning has been widely studied in the AI and data mining community, quite a few of them ignored the issue of data security. For instance, recent learning models, such as ViT [73], ResNets [74], and GraphSAGE [75], have been studied in the federated learning setting without protecting security and privacy rigorously. What is worse, recent surveys [76] have reviewed many FL attacks such as poisoning attacks. The attacks could probe and infer sensitive information from data owners’ model parameters, leading to severe privacy leakage. Therefore, research on how to effectively defend these attacks for the aforementioned models in federated learning is still anticipated.

**Marrying Federated Queries and Federated Learning.** In the past five years, we have seen many promising results of marrying artificial intelligence (AI) and databases (DB), which is also known as DB4AI and AI4DB.
One typical example of AI4DB is the concept of learned index \[16\] that uses learning models to enhance, or even replace conventional indexes like B-Trees. Another example of DB4AI is the structure-aware learning system LMFAO \[77\] that decomposes the training procedure into batches of aggregate queries and further improves the efficiency by the optimization techniques of processing aggregate queries.

Motivated by these research trends, we envision that it is also possible that federated queries and federated learning could help each other. For instance, most of existing systems for federated queries have no support for a global index, which is often used to improve the query efficiency in a distributed DBMS. By contrast, in a data federation system for federated queries, a global index additionally needs to protect the sensitive information of all data owners. Since there are existing studies that have shown learned indexes can reduce the index size and running time, it might be possible that federated learning could be safely used to construct such a global index for federated queries.

**Multi-Model Federated Computing.** The variety is known as one of the fundamental challenges in managing big data. To fit a DBMS into diversified application settings, many data models have been proposed, such as relational, spatial, key/value, and graph. Intuitively, data-intensive applications, such as E-commerce \[78\] and transportation \[79\], may need to manipulate and analyze data with heterogeneous data models at the same time. Multi-model databases \[78\] have been proposed to tackle this problem. For example, PostgreSQL can now support several data models, including relational, key/value, JSON, XML, etc. However, most of these studies assume that all data have been collected and stored by only one data owner. By contrast, emerging applications have been deployed over a data federation.

On this basis, we propose a new concept called *multi-model big data federated computing* ("multi-model federated computing" as short) as the last line of future research. This computational paradigm aims to bridge the connections between data owners with diversified data models and provide joint queries and analytics while preserving data privacy/security. Under this setting, one fundamental challenge could be how to overcome the security heterogeneity \[80\] which inherits from data model variety. To the best of our knowledge, no existing work has built such a system, which leaves a valuable opportunity for future work.

### 6 Conclusion

Federated computing is a promising paradigm for data sharing, which enables secure querying and analysis across multiple autonomous data owners. This paper introduces the fundamental concepts and general framework of federated computing, along with discussions of the challenges and related studies on federated queries and federated learning. We also point out the future directions of federated computing and envision it as a practical solution to overcome the data isolation problem, fostering the prosperity of the information society.
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Abstract

Data privacy has become an increasingly important concern in real-world big data applications such as machine learning. To address the problem, federated learning (FL) has been a promising solution to building effective machine learning models from decentralized and private data. Existing federated learning algorithms mainly tackle the supervised learning problem, where data are assumed to be fully labeled. However, in practice, fully labeled data is often hard to obtain, as the participants may not have sufficient domain expertise, or they lack the motivation and tools to label data. Therefore, the problem of federated learning without full labels is important in real-world FL applications. In this paper, we discuss how the problem can be solved with machine learning techniques that leverage unlabeled data. We present a survey of methods that combine FL with semi-supervised learning, self-supervised learning, and transfer learning methods. We also summarize the datasets used to evaluate FL methods without full labels. Finally, we highlight future directions in the context of FL without full labels.

1 Introduction

Deep learning (DL) algorithms have achieved great success in the past decade. Powered by large-scale data such as ImageNet [1], ActivityNet [2], BookCorpus [3], and WikiText [4], deep learning models have been successfully applied to image classification [5], object detection [6], and natural language understanding [7]. However, the success of DL relies on large-scale, high-quality data, which is not always available in practice for two reasons. On one hand, collecting and labeling data is costly, making it difficult for a single organization to accumulate and store large-scale data. On the other hand, it is also infeasible to share data across organizations to build large-scale datasets, as doing so leads to potential leakage of data privacy. In recent years, a series of laws and regulations have been enacted, such as the General Data Protection Regulation (GDPR) [8] and the California Consumer Privacy Act (CCPA) [9], imposing constraints on data sharing. Therefore, how to jointly leverage the knowledge encoded in decentralized data while protecting data privacy becomes a critical problem.

Federated Learning (FL) [10] is a promising solution to the problem and has received great attention from both the industry and the research community. The key idea of FL is that participants (also known as clients or parties) exchange intermediate results, such as model parameters and gradients, instead of raw data, to jointly train machine learning models. As the raw data never leave their owners during model training, FL becomes an
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attractive privacy-preserving solution to the problem of decentralized machine learning. Up to now, a plethora of FL techniques has been proposed, focusing primarily on addressing the issues of data heterogeneity [13, 15], system heterogeneity [14, 17], data privacy and security [16, 18], and communication efficiency [12, 19]. Despite the significant research efforts, there is still one important yet under-explored topic in FL, which is how to effectively leverage unlabeled data to learn better federated models. In existing efforts of FL [12, 13, 14], it is assumed that all data held by all participants are fully labeled, and that a supervised learning problem is to be solved. However, the assumption may not hold in practice for two reasons. First, participants may not be sufficiently motivated to label their data. For example, suppose a sentiment classification model is to be trained with FL, smartphone users would be unwilling to spend time and effort to label all sentences typed in the phone. Second, participants may not have sufficient expertise to label their data. For example, wearable devices record various data (e.g. heart rate, breath rate, etc.) about the user’s physical conditions, labeling which would require domain expertise in medical science and cannot be done by ordinary users. Based on the above observations, we argue that unlabeled data widely exist in real-world FL applications, and that the problem of Federated Learning without Full Labels is an important problem to study.

There are generally three learning paradigms in centralized machine learning (ML) that tackle the problem of learning without full labels, semi-supervised learning [20, 21], self-supervised learning [24, 23], and transfer learning [22], all of which have drawn much attention from researchers. Among them, semi-supervised learning aims to leverage unlabeled data to assist the limited labeled data [25, 26, 27]. Self-supervised learning aims to learn indicative feature representations from unlabeled data, which are then used to assist downstream supervised learning tasks [28, 29, 30]. Transfer learning aims to use sufficient data from a source domain to assist learning in a target domain with insufficient data [31, 32, 33], where the target domain commonly contains unlabeled data. However, despite the large number of existing works in these areas, it is not straightforward to apply them in FL due to the following challenges.

- **Isolation of labeled and unlabeled data.** In traditional semi-supervised learning and transfer learning, the server has access to both labeled and unlabeled data. However, in FL without full labels, it is common for a participant to have unlabeled data only. For example, a medical institute may not have the expertise to diagnose a complex illness, leaving all its data unlabeled. Moreover, it is not allowed in FL to exchange labeled data to solve the problem. The isolation of labeled and unlabeled data may compromise the overall performance. As observed in [34, 35], training with only unlabeled data leads to forgetting the knowledge learned from labeled data, which negatively impacts the overall performance. Therefore, it is important to bridge the knowledge between labeled and unlabeled data, without data exchange.

- **Privacy of labeled data.** In the problem of FL without full labels, the number of labeled data is often limited. Therefore, participants have to repetitively access and exchange information about them to exploit the knowledge in the labels. This leads to risks of privacy leakage of the labeled data. For example, semi-honest participants can learn to reconstruct the labeled data via gradient inversion attacks [36].

- **Data heterogeneity.** Data heterogeneity, i.e. the local data held by different participants have different data distributions, is an important property in FL that causes accuracy degradation [13, 14]. Similarly, data heterogeneity also poses challenges in the problem of FL without full labels. For example, as the number of labeled data is limited, local models tend to overfit the local data more easily, which causes a greater amount of weight divergence [37] and performance degradation.

- **Balancing performance and efficiency.** The large-scale unlabeled data in the problem creates a tradeoff between performance and efficiency. Specifically, while large-scale unlabeled data is available for training, their impacts on the model performance may be marginal, and the overall efficiency can be improved by sampling a fraction of unlabeled data without compromising model performance.
In this paper, we present a survey of the problem of FL without full labels and its existing solutions. The rest of the paper is organized as follows. Section 2 presents necessary backgrounds about FL as well as machine learning paradigms without full labels, including semi-supervised learning, self-supervised learning, and transfer learning. Sections 3, 4, 5 then review methods on federated semi-supervised learning, federated self-supervised learning, and federated transfer learning, respectively. Section 6 summarizes the datasets used for evaluating FL methods without full labels. Section 7 analyzes the similarities and differences between our work and related surveys. Finally, Section 8 presents an outlook on potential directions in the context of FL without full labels.

2 Preliminaries

In this section, we formally introduce backgrounds about FL, as well as the machine learning paradigms leveraging unlabeled data, semi-supervised learning, self-supervised learning, and transfer learning.

2.1 Federated Learning (FL)

Federated Learning aims to virtually unify decentralized data held by different participants to train machine learning models while protecting data privacy. Depending on how the data is split across participants, FL can be divided into horizontal federated learning (HFL) and vertical federated learning (VFL) [10]. In HFL, participants own data with the same feature space (e.g. participants own image data from different users), while in VFL, participants own data with the same user space but different feature spaces (e.g. a financial institute owns transaction records of a user, while an e-commerce corporation owns purchase records). In this paper, following the majority of existing research efforts, we primarily focus on HFL, i.e. all participants share the same feature space. Formally, we consider an FL scenario with $C$ participants, denoted as $1, \ldots, C$. Each participant $i$ owns a dataset $D_i = \{X_{ij}, y_{ij}\}_{j=1}^{N_i}$, where $N_i = |D_i|$ is the number of data held by participant $i$, and $X_{ij}, y_{ij}$ denote the features and the label of the $j$-th sample from client $i$, respectively. We use $p_i(X, y)$, $p_i(X)$, $p_i(y|X)$ to denote the joint distribution, marginal distribution, and conditional distribution of client $i$, respectively. Denoting the model parameters as $\theta \in \mathbb{R}^d$, the overall optimization objective of FL is as follows,

$$\min_{\theta} f_{fl}(\theta) = \frac{1}{C} \sum_{i=1}^{C} f_{fl,i}(\theta), \quad \text{where} \quad f_{fl,i}(\theta) = \frac{1}{N_i} \sum_{j=1}^{N_i} l(X_{ij}, y_{ij}; \theta), \quad \text{s.t.} \quad M_p(\theta) < \varepsilon_p,$$  \tag{2}

where $f_{fl,i}(\theta)$ is the local optimization objective of participant $i$, and $l(X, y; \theta)$ is a loss function, such as the cross-entropy loss for classification problems. In addition, $M_p(\theta)$ denotes a metric measuring the privacy leakage of $\theta$ (e.g. the budget in differential privacy (DP) [72]), and $\varepsilon_p$ is a privacy constraint.

The training process of FL generally involves multiple communication rounds, each of which contains two steps, local training, and server aggregation.

- In the local training stage, a subset of all participants is selected. They are given the latest global model and will train the model with their local data for several epochs.

- In the server aggregation stage, participants upload their updated parameters to the server. The server aggregates received parameters via weighted averaging to obtain the global model for the next round.

Depending on the properties of participants, FL can be categorized into cross-device FL and cross-silo FL [11]. Participants of cross-device FL are commonly smart devices (e.g. phones, sensors, wearables) connected with wireless networks, while participants of cross-silo FL are commonly large organizations with connected datacenters, implying the following differences:

$^{1}$Unless otherwise specified, we will use FL to refer to HFL throughout this paper.
• **Computation/communication capability.** Participants in cross-device FL commonly have limited computation (e.g. small memory, limited power supply) and communication capability (e.g. wireless network).

• **Stability.** Participants in cross-device FL are not stable and may drop out due to network breakdown.

• **Participant states.** In general, participants in cross-device FL cannot carry state vectors, in that they may only participate in one round of FL, and then drop out indefinitely.

2.2 Machine Learning with Unlabeled Data

2.2.1 Semi-supervised Learning

In semi-supervised learning, there are two datasets, a labeled dataset \( \mathcal{L} = \{X_j, y_j\}_{j=1}^{\mid \mathcal{L} \mid} \), and an unlabeled dataset \( \mathcal{U} = \{X_k\}_{k=1}^{\mid \mathcal{U} \mid} \), \( \mid \mathcal{U} \mid \ll \mid \mathcal{L} \mid \). In addition, the marginal distributions of \( \mathcal{L}, \mathcal{U} \) are the same, i.e. \( p_\mathcal{L}(X) = p_\mathcal{U}(X) \).

The goal of semi-supervised learning, involving both labeled and unlabeled data, is as follows,

\[
\min_\theta f_{\text{semi}}(\theta) = \frac{1}{\mid \mathcal{L} \mid} \sum_{j=1}^{\mid \mathcal{L} \mid} l_s(X_j, y_j; \theta) + \frac{1}{\mid \mathcal{U} \mid} \sum_{k=1}^{\mid \mathcal{U} \mid} l_u(X_k; \theta),
\]

(3)

where \( l_s, l_u \) denotes the loss for labeled (supervised) and unlabeled data, respectively.

We then introduce some widely adopted techniques in semi-supervised learning.

**Pseudo-Labeling** [79]. Pseudo-labeling is a simple but effective trick for semi-supervised learning. Specifically, for each unlabeled data sample, its pseudo-label is taken as the class with the highest predicted probability,

\[
\hat{y}_k = \arg \max_c g_\theta(X_k) c,
\]

(4)

where \( g_\theta \) is the model with parameter \( \theta \), and \( g_\theta(X_k) c \) denotes the predicted probability of class \( c \) for \( X_k \). There is often a confidence threshold \( \tau \), such that pseudo-labels are only taken on confident samples with \( \hat{y}_k > \tau \). After that, the pseudo-labels are used to supervise learning on unlabeled data, i.e.

\[
l_u(X_k; \theta) = l_s(X_k, \hat{y}_k; \theta).
\]

(5)

**Teacher-student Models** [25]. Teacher-student models in semi-supervised learning leverage two networks, a teacher model \( \theta_{\text{tea}} \) and a student model \( \theta_{\text{stu}} \). On one hand, the student model is trained to be consistent with the teacher model to enhance its robustness

\[
l_u(X_k; \theta) = d(g_{\theta_{\text{stu}}}(X_k), g_{\theta_{\text{tea}}}(X_k)),
\]

(6)

where \( d(\cdot, \cdot) \) is a distance metric. On the other hand, the teacher model is updated with moving averaging (parameterized by \( \alpha \)) over the student model after each iteration

\[
\theta_{\text{tea}} = (1 - \alpha)\theta_{\text{tea}} + \alpha \theta_{\text{stu}}.
\]

(7)

2.2.2 Self-supervised Learning

Self-supervised learning aims to learn good feature representations from unlabeled data to facilitate downstream machine learning tasks. There are in general two ways to perform self-supervised learning, generative learning, and contrastive learning [24]. Generative learning trains the model to reconstruct the original data \( X \) from masked data to learn the internal semantics within \( X \), while contrastive learning trains the model to distinguish between
Table 3: A comparison between supervised learning, semi-supervised learning, self-supervised learning, and transfer learning.

<table>
<thead>
<tr>
<th>Machine Learning Paradigm</th>
<th>Assumptions</th>
<th>Application</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised Learning</td>
<td>✓</td>
<td>✓</td>
<td>Sufficient labeled data</td>
</tr>
<tr>
<td>Semi-supervised Learning</td>
<td>✓</td>
<td>Insufficient</td>
<td>A few labeled data + large-scale unlabeled data</td>
</tr>
<tr>
<td>Self-supervised Learning</td>
<td>✓ ×</td>
<td>Large-scale unlabeled data</td>
<td>Cannot directly perform supervised tasks.</td>
</tr>
<tr>
<td>Transfer Learning</td>
<td>×</td>
<td>From another domain</td>
<td>Unlabeled data + labeled data from another domain</td>
</tr>
</tbody>
</table>

In this survey, we primarily focus on contrastive learning, whose objective is given as follows.

$$\min_\theta f_{ctr}(\theta) = \sum_{X \in \mathcal{U}} \left[ d \left( g_\theta(X), g_\theta(X_+) \right) - \lambda \cdot d \left( g_\theta(X), g_\theta(X_-) \right) \right], \tag{8}$$

where $\mathcal{U}$ is the unlabeled dataset, $g_\theta$ is a neural network parameterized by $\theta$, $X_+$, $X_-$ are positive and negative samples sampled for data $X$, $\lambda$ is the weight for negative samples, and $d(\cdot, \cdot)$ is a distance metric. By minimizing $f_{ctr}$, the model $g_\theta$ learns to minimize the distance between positive samples in the feature space, while maximizing the distance between negative ones. Some representative contrastive learning methods include SimCLR [45], MoCo [46], BYOL [48], and SimSiam [47]. We briefly explain their similarities and differences.

**Similarities.** All four methods employ a Siamese structure – two networks with the same architecture. One of them is called the online network $\theta_o$ and the other is called the target network $\theta_{tar}$. The main difference is that the online network is directly updated via gradient descent, while the target network is generally not.

**Differences.** The differences between existing self-supervised learning methods are generally three-fold.

1. **Architecture.** In SimCLR and MoCo, the online and the target networks have the same architecture. On the contrary, for SimSiam and BYOL, the online network contains an additional predictor, i.e. $\theta_o = (\theta^o_f, \theta^o_p)$. The predictor aims to transform features between different views, enabling additional diversity.

2. **Target Network Parameter.** For SimCLR and SimSiam, the target network shares the same parameters as the online network $\theta_o = \theta_{tar}$, while for BYOL and MoCo, the target network is updated with an exponential moving average similar to Eqn. [7].

3. **Negative Samples.** On one hand, SimCLR and MoCo require negative samples $X_-$. MoCo generates negative samples from previous batches, while SimCLR takes all other samples in the same batch as negative samples. On the other hand, SimSiam and BYOL do not require negative samples (i.e. $\lambda = 0$).

### 2.2.3 Transfer Learning

Both semi-supervised learning and self-supervised learning assume that the training and test data are independent and identically distributed (i.i.d.), regardless of whether labels are present. However, transfer learning [22] does not require the assumption. Specifically, transfer learning deals with multiple data distributions (also called domains) $p_i(X, y), i = 1, 2, \ldots, T$, where the model is trained on one, and tested on another. Without loss of generality, we assume that $T = 2$. We denote $\mathcal{L}_1 = \{X_{1i}, y_{1i}\}_{i=1}^{\mathcal{L}_1} \sim p_1(X, y)$ as the source dataset, and $\mathcal{U}_2 = \{X_{2j}\}_{j=1}^{\mathcal{U}_2} \sim p_2(X)$ as the target dataset. The overall goal is to minimize the error on the target dataset. However, as there are no labeled target data, we resort to the abundant source data to learn a model that generalizes
well to the target dataset. A commonly studied optimization objective is as follows,

$$\min_{\theta_f, \theta_c} \sum_{i=1}^{|\mathcal{L}_1|} l_s(X_{1i}, y_{1i}; \theta_f, \theta_c) + \lambda \cdot d\left(\mathcal{g}_{\theta_f}(\mathcal{L}_1), \mathcal{g}_{\theta_f}(\mathcal{U}_2)\right),$$

where $\theta_f, \theta_c$ are parameters of the feature extractor and the classifier, respectively, $d(\cdot, \cdot)$ is a distance metric, $\mathcal{g}_{\theta_f}(\mathcal{L}_1) = \{\mathcal{g}_{\theta_f}(X_{1i})\}_{i=1}^{|\mathcal{L}_1|}$ denotes the set of source features extracted by $\theta_f$, and $l_s, f_{cls}, f_{dom}$ denote the classifier loss on the source domain and the domain distance between domains, respectively. Intuitively, Eqn. 9 aims to minimize the classification error on the source domain, while minimizing the distance between source domain features and target domain features. In this way, the feature extractor $\theta_f$ is considered to extract domain-invariant features, and the classifier can be reused in the target domain. Commonly used distance metrics $d(\cdot, \cdot)$ include $L_2$ distance, maximum mean discrepancy (MMD) [32] and adversarial domain discriminator [33].

In addition, if an additional labeled target dataset $\mathcal{L}_2$ is available, $\theta_f, \theta_c$ can be further fine-tuned with $\mathcal{L}_2$.

Transfer learning can generally be categorized into homogeneous transfer learning and heterogeneous transfer learning [22]. Homogeneous transfer learning assumes that domains share the same feature and label space, while heterogeneous transfer learning does not make such an assumption. For example, consider a movie recommender system that would like to borrow relevant knowledge from a book recommender system. If both systems rely on text reviews and ratings for recommendation, then a homogeneous transfer learning is to be solved, with the shared feature space being texts, and the shared label space being the ratings. However, if the movie recommender wants to leverage additional video clips, then the problem becomes a heterogeneous transfer learning problem, as the book recommender does not have video features. Heterogeneous transfer learning generally requires explicit cross-domain links to better bridge heterogeneous features and labels. For example, a novel and its related movie products should have similar feature representations.

**2.2.4 Summary and Discussion**

We summarize the three learning paradigms involving unlabeled data in Table 3. As shown, supervised learning has two key assumptions, the i.i.d. property between training and test data, and sufficient labeled data. Therefore, supervised learning is not applicable when either the labeled data is insufficient, or the training and test data come from different distributions. To address the drawback, semi-supervised learning, self-supervised learning, and transfer learning are proposed to relax the two key assumptions.

- Semi-supervised learning relaxes the assumption of sufficient labeled data. With limited labeled data, semi-supervised learning aims to exploit large-scale unlabeled data that have the same distribution as labeled data with techniques such as pseudo-labeling or teacher-student models. The main limitation of semi-supervised learning is the difficulty to obtain i.i.d. unlabeled data. For example, for the task of medical imaging, the images taken from multiple hospitals may follow different distributions due to device differences, demographic shifts, etc.

- Self-supervised learning further relaxes the assumption of labeled data. It aims to learn meaningful feature representations from the internal structures of unlabeled data, such as patches, rotations, and coloring in images. The main limitation of self-supervised learning is that, although it does not require labels to learn feature representations, they cannot be directly used to perform supervised tasks (e.g. classification).

- Transfer learning further relaxes the assumption of i.i.d. train and test data. Given unlabeled data in a domain, it aims to learn from a different but related domain with sufficient labeled data, and to transfer helpful knowledge to the unlabeled data. The main limitation of transfer learning is that it commonly requires trial-and-errors to select an adequate source domain. When inadequate source domains are chosen, negative transfer [83] may happen which compromises model accuracy.
<table>
<thead>
<tr>
<th>Setting</th>
<th>Method</th>
<th>Label Isolation</th>
<th>Data Privacy</th>
<th>Data Heterogeneity</th>
<th>Efficiency Tradeoff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label-at-client</td>
<td>RSCFed [38]</td>
<td>Teacher-student model</td>
<td>×</td>
<td>Sub-consensus models &amp; distance-weighted aggregation</td>
<td>×</td>
</tr>
<tr>
<td></td>
<td>FedPU [41]</td>
<td>Negative labels from other clients</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td></td>
<td>AdaFedSemi [40]</td>
<td>Pseudo-labeling</td>
<td>×</td>
<td>×</td>
<td>Tuning confidence threshold and participation rate.</td>
</tr>
<tr>
<td></td>
<td>DS-FL [42]</td>
<td>Ensemble pseudo-labeling</td>
<td>×</td>
<td>Entropy reduction averaging</td>
<td>Transmit logits, not parameters</td>
</tr>
<tr>
<td>Label-at-server</td>
<td>SemiFL [44]</td>
<td>Alternate training &amp; Pseudo-labeling</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

Table 4: Summary of techniques for federated semi-supervised learning. × indicates that the proposed method does not focus on this issue.

3 Federated Semi-supervised Learning

In this section, we present an overview of federated semi-supervised learning, whose main goal is to jointly use both labeled and unlabeled data owned by participants to improve FL. Before introducing detailed techniques, we first categorize federated semi-supervised learning into two settings following [35]:

- **Label-at-client**, where the labeled data are located at the clients, while the server only has access to unlabeled data. For example, when a company would like to train an FL model for object detection using images taken from smartphones, the company has no access to the local data of users, and labeling can only be done by users. However, users are generally unwilling to label every picture taken from their smartphones, creating a label-at-client setting for federated semi-supervised learning. Formally, the objective function of this setting is as follows,

\[
\min_{\theta} \frac{1}{C} \sum_{i=1}^{C} f_{\text{semi},i}(\theta), \text{ s.t. } M_p(\theta) < \varepsilon_p \tag{10}
\]

where \( f_{\text{semi},i}(\theta) \) denotes the semi supervised learning loss (Eqn. [3]) evaluated on the dataset of participant \( i \), and \( M_p, \varepsilon_p \) follow Eqn. [2].

- **Label-at-server**, where the labeled data are located at the server, while clients have only unlabeled data. For example, consider a company of wearable devices that would like to train a health condition monitoring model with FL. In this case, users generally do not have the expertise to label data related to health conditions, leaving the data at clients unlabeled. The objective can be similarly formulated as

\[
\min_{\theta} \frac{1}{|U|} \sum_{j=1}^{|U|} l_s(X_j, y_j; \theta) + \frac{1}{C} \sum_{i=1}^{C} \left( \frac{1}{|U_i|} \sum_{k=1}^{|U_i|} l_u(X_{ik}; \theta) \right), \text{ s.t. } M_p(\theta) < \varepsilon_p. \tag{11}
\]

Methods for each federated semi-supervised learning setting are discussed in the following sections. We also summarize existing methods in Table 4.
3.1 The Label-at-client Setting

The label-at-client setting of federated semi-supervised learning is similar to conventional FL (Eqn. 2), in that clients can train local models with their labeled data, and the updated parameters are aggregated by the server. Therefore, the label-at-client setting inherits the challenges of data heterogeneity, data privacy, and efficiency tradeoff from conventional FL. In addition, some clients may not have labeled data to train their local models, causing the label isolation problem. We introduce how existing works address these problems in this section.

RSCFed [38] primarily focuses on the label isolation problem and the data heterogeneity problem in federated semi-supervised learning. For local training, the teacher-student model (introduced in Section 2.2.1) is adopted for training on unlabeled data. To further address the data heterogeneity problem, RSCFed proposes a sub-consensus sampling method and a distance-weighted aggregation method. In each round, several sub-consensus models are aggregated by independently sampling multiple subsets of all participants, such that each sub-consensus model is expected to contain participants with labeled data. Moreover, the local models are weighted according to their distance to sub-consensus models, such that deviating models receive low weights and their impacts are minimized.

FedSSL [39] tackles the label isolation problem, the data privacy problem, and the data heterogeneity problem. To facilitate local training of unlabeled clients, FedSSL leverages the technique of pseudo-labeling. Further, to tackle the data heterogeneity problem, FedSSL learns a global generative model to generate data from a unified feature space, such that the data heterogeneity is mitigated by the generated data. Finally, to prevent privacy leakage caused by the generative model, FedSSL leverages differential privacy (DP) to limit the information leakage of the training data in the generative model.

FedMatch [35] proposes an inter-client consistency loss to address the data heterogeneity problem. Specifically, top-\(k\) nearest clients are sampled for each client, and on each data sample, the output of the local model is regularized with those of the top-\(k\) client models to ensure consistency. In addition, FedMatch proposes disjoint learning that splits the parameters for labeled and unlabeled data, and the parameters for unlabeled data are sparse. Upon updates, clients with only unlabeled data upload sparse tensors, reducing the communication cost.

FedPU [41] studies a more challenging setting within semi-supervised learning, positive and unlabeled learning, in which each client has only labels in a subset of classes. In this setting, a client has only information about a part of all classes, leading to a severe label isolation problem. To tackle the problem, FedPU derives a novel objective function, such that the task of learning the negative classes of a client is relegated to other clients who have labeled data in the negative class. In this way, each client is only responsible for learning the positive classes and can do local training by itself. Empirically, the proposed FedPU outperforms FedMatch [35] in the positive-and-unlabeled learning setting.

AdaFedSemi [40] proposes a system to achieve the tradeoff between efficiency and model accuracy in federated semi-supervised learning with server-side unlabeled data. For every round, the model is trained with labeled data at clients and aggregated at the server. The server-side unlabeled data are incorporated into the training process via pseudo-labeling. AdaFedSemi [40] identifies two key parameters to balance the tradeoff between efficiency and performance, the client participation rate \(P\), and the confidence threshold of pseudo-labels \(\tau\). A lower \(P\) reduces both the communication cost and the model accuracy, while a high \(\tau\) reduces the server-side computation cost while also limiting the usage of unlabeled data. Therefore, AdaFedSemi designs a tuning method based on multi-armed bandits (MAB) to tune both parameters as training proceeds. Experiments show that AdaFedSemi achieves a good balance between efficiency and accuracy by dynamically adjusting \(P\) and \(\tau\) in different training phases.

DS-FL [42] tackles a similar problem to AdaFedSemi, where clients own labeled data while the server owns unlabeled data. It proposes an ensemble pseudo-label solution to leverage the server-side unlabeled data. Specifically, instead of a single pseudo-label \(\hat{y}_k\) for a data sample \(X_k\), it averages the pseudo-labels generated by all clients, i.e. \(\hat{y}_k = \text{MEAN}_{c=1}^C g_{\theta_c}(X_k)\). This creates an ensemble of client models and offers better performance. Moreover, as only pseudo-labels are transmitted instead of model parameters, the communication cost can be
significantly saved. In addition, DS-FL observes that training on pseudo-labels leads to a high prediction entropy. It then proposes an entropy-reduced aggregation, which sharpens the local outputs \( g_{\theta_c}(X_k) \) before aggregation.

### 3.2 The Label-at-server Setting

The label-at-server setting, where clients do not have any labeled data, is more challenging than the label-at-client setting. The reason is that all clients own unlabeled data only and cannot provide additional supervision signals to the FL model. As shown in [35] and [34], training with only unlabeled data may lead to catastrophic forgetting of the knowledge learned from labeled data, and thus compromises the model performance.

To address the isolation between labeled data and unlabeled data, FedMatch [35] proposes a disjoint learning scheme that involves two sets of parameters for labeled and unlabeled data, respectively. The parameters for labeled data are fixed when training on unlabeled data, and vice versa, to prevent the knowledge from being overwritten. Disjoint learning brings additional benefits in communication efficiency, in that the parameters for unlabeled data, which are transmitted between participants and the server, are set to be sparse. In addition, to address the heterogeneous data held by different clients, FedMatch proposes an inter-client consistency loss, such that local models from different participants generate similar outputs on the same data.

SemiFL [34] takes another approach to solving the challenges. It proposes to fine-tune the global model with labeled data to enhance its quality and to alleviate the forgetting caused by unsupervised training at clients. Furthermore, instead of regularizing model outputs across clients, SemiFL proposes to maximize the consistency between client models and the global model. Specifically, the global model generates pseudo-labels for client-side unlabeled data, and the local models of clients are trained to fit the pseudo-labels. Empirical results show that SemiFL yields more competitive results than FedMatch.

### 4 Federated Self-supervised Learning

In this section, we introduce how self-supervised learning can be combined with FL to learn with decentralized and purely unlabeled data. Although there are two types of self-supervised learning, generative and contrastive learning, so far only contrastive methods have been studied in the FL setting, and thus we limit the discussions within federated contrastive self-supervised learning. The objective function can be formalized as

\[
\min_{\theta} \frac{1}{C} \sum_{i=1}^{C} f_{ctr,i}(\theta), \text{ s.t. } M_p(\theta) < \varepsilon_p,
\]

where \( f_{ctr,i} \) denotes \( f_{ctr} \) (Eqn. 8) evaluated at participant \( i \). Compared to FL with full supervision, federated contrastive learning does not have globally consistent labels, and thus, the local contrastive objectives may deviate from one another to a greater extent. Therefore, heterogeneous data poses a greater challenge to federated contrastive learning. Table 5 summarizes existing works in federated contrastive self-supervised learning.

FedCA [49], as one of the earliest works to study federated self-supervised learning, proposes a dictionary module and an alignment module to solve the feature misalignment problem caused by data heterogeneity. Extending SimCLR, the dictionary module in FedCA aims to use the global model to generate consistent negative samples across clients, while the alignment module uses a set of public data to align the representations generated by local models. However, the alignment module of FedCA requires sharing a public dataset, which compromises data privacy.

SSFL [52] addresses the data heterogeneity problem in federated self-supervised learning with a personalized FL framework [53] [54], in which each participant trains a unique local model instead of training a shared global model. The drawback of SSFL is that the adopted self-supervised learning method requires a large batch size, which is hard to achieve on resource-limited edge devices.
FedU \[44\] designs a heterogeneity-aware aggregation scheme to address data heterogeneity in federated self-supervised learning. As discussed in Section 2.2.2, there are generally two networks in contrastive learning, an online network and a target network. Therefore, how to aggregate and update the two networks in FL with data heterogeneity becomes an important research question. With empirical experiments, FedU discovers that aggregating and updating only the online network yields better performances. Moreover, as FedU extends BYOL with an additional predictor model, it is also necessary to design an update rule for it. FedU designs a divergence-aware predictor update rule, which updates the local predictor only when its deviation from the global predictor is low. These rules ensure that data heterogeneity is well captured by local and global models.

Extending FedU, FedEMA \[50\] presents an extensive empirical study on the design components of federated contrastive learning. It performs experiments combining FL with MoCo, SimCLR, SimSiam, and BYOL, and identifies BYOL as the best base method. Based on the results, FedRMA with a divergence-aware moving average update rule is proposed. The difference between FedEMA and FedU is that, FedU overwrites the local online model with the global online model
\[
\theta_{r,c}^{o,c} = \theta_{r-1}^{o,c},
\]
where \( \theta_{r,c}^{o,c} \) denotes the local online model at client \( c \) and round \( r \), and \( \theta_{r-1}^{o,c} \) denotes the global online model aggregated at the previous round. On the contrary, FedEMA updates the local online model by interpolating between the global and local online models to adaptively incorporate global knowledge, i.e.
\[
\theta_{r,c}^{o,c} = (1 - \mu)\theta_{r-1}^{o,c} + \mu\theta_{r-1}^{o,c},
\]
where \( \mu \) is a parameter based on weight divergence,
\[
\mu = \min(\lambda\|\theta_{r-1}^{o,c} - \theta_{r-1}^{o}\|, 1).
\]
While FedU and FedEMA are simple and effective, they both require stateful clients to keep track of the divergence between local and global models, and are thus not applicable in cross-device FL.

Contrary to FedU and FedEMA, Orchestra \[43\] proposes a theoretically guided federated self-supervised learning method that works with cross-device FL. Orchestra is based on the theory that feature representations with good clustering properties yield low classification errors. Therefore, in addition to contrastive learning, Orchestra aims to simultaneously enhance the clustering properties of all data representations. However, sharing all data representations for clustering may cause the problem of privacy leakage. Orchestra addresses the problem with a bi-level clustering method, in which clients first cluster their data representations, and send only the local centroids to the server. The server performs a second clustering on the local centroids to obtain global clustering centroids, which are sent back to clients to compute cluster assignments. As local centroids reveal less information than all data representations, this bi-level clustering method better preserves data privacy.
Orthogonal to the above methods, FedX \cite{FedX} proposes a versatile add-on module for federated self-supervised learning methods. FedX consists of both local and global relational loss terms that can be added to various contrastive learning modules. The local relational loss aims to ensure that under the local model, two augmentations of the same data sample have similar relations (similarities) to samples within the same batch $B$, i.e.

$$r_{ij} = \frac{\exp(\text{sim}(z_i, z_j))}{\sum_{k \in B} \exp(\text{sim}(z_i, z_k))},$$

$$r_{ij}^+ = \frac{\exp(\text{sim}(z_{i+}, z_j))}{\sum_{k \in B} \exp(\text{sim}(z_{i+}, z_k))},$$

where $z_i, z_{i+}$ denotes the feature representation of the $i$-th sample (with different augmentations) in the batch, $r_i$ denotes the (normalized) similarity between the $i$-th sample and all other samples, and JS denotes the Jensen-Shannon divergence. The global relational loss is similarly defined such that under the local model, two augmentations of the same data sample have similar relations to the global representations. Empirical results show that FedX is versatile and can improve the performance of various contrastive learning methods in FL, including FedSimCLR, FedMoCo, and FedU.

5 Federated Transfer Learning

In this section, we summarize efforts that combine FL with transfer learning (FTL). We categorize existing works in FTL into homogeneous FTL and heterogeneous FTL, whose differences are introduced in Section 2.2.3.

5.1 Homogeneous FTL

In this section, we introduce research works on homogeneous FTL. Assuming that there are $S$ source domains and $T$ target domains, each of which is held by one participant, the objective of homogeneous FTL is as follows,

$$\min_{\theta_f, \theta_c} \sum_{i=1}^{S} f_{cls}(\mathcal{L}_i; \theta_f, \theta_c) + \sum_{i=1}^{S} \sum_{j=1}^{T} \lambda_{ij} f_{dom}(\mathcal{L}_i, \mathcal{U}_j; \theta_f), \text{ s.t. } M_p(\theta_f, \theta_c) < \epsilon_p,$$

where $\mathcal{L}_i, \mathcal{U}_j$ denote the labeled/unlabeled dataset held by the $i$-th source/target domain, respectively, $f_{cls}, f_{dom}$ follow Eqn. \ref{eq:cls} and $\lambda_{ij}$ are hyperparameters used to select helpful source domains. If source domain $i$ and target domain $j$ are similar, we can assign a high $\lambda_{ij}$, and vice versa. Depending on how many source or target domains are involved, we can categorize existing works into two settings, single-source, and multi-source. In the multi-source setting, selecting the most appropriate source domain poses an additional challenge compared to the single-source setting. We introduce related works in both settings in the following sections.

5.1.1 Single-source Setting

The single-source setting in federated transfer learning commonly involves one server with labeled data, and multiple clients with unlabeled data. As the clients themselves may have different data distributions, each client creates a unique target domain, which requires a flexible adaptation method to tackle multiple targets.

To our knowledge, DualAdapt \cite{DualAdapt} is the first work to tackle the single-source, multi-target federated transfer learning problem. DualAdapt extends from the maximum classifier discrepancy (MCD) method \cite{MCD}. Specifically, MCD involves a feature extractor $\theta_f$ and two classifiers $\theta_{c1}, \theta_{c2}$, trained with the following steps iteratively:

- First, $\theta_f, \theta_{c1}, \theta_{c2}$ are trained to minimize the error on the source domain $\mathcal{L}_1$.
- Second, given a target domain sample $X_t$, we fix the feature extractor $\theta_f$ and maximize the discrepancy between the classifiers, i.e. $\max_{\theta_{c1}, \theta_{c2}} L_{cd} = d(g_{\theta_f, \theta_{c1}}(X_t), g_{\theta_f, \theta_{c2}}(X_t))$. This step aims to find target samples that are dissimilar to the source domain.
Table 6: Summary of techniques for (unsupervised) federated transfer learning. × indicates that the proposed method does not focus on this issue. 'Homogeneous' indicates whether the work focuses on homogeneous FTL (✓) or heterogeneous FTL (×). # Source, # Target denote the number of source and target domains considered in the work, respectively.

- Third, the classifiers are fixed, and the feature extractor $\theta_f$ is trained to minimize $L_{cd}$ to generate domain invariant features.

The FL setting creates two challenges for MCD. First, Step 2 should be taken at clients, yet as no labels are available, Step 2 may result in naive non-discriminative solutions. To address the problem, DualAdapt proposes client self-training, where pseudo-labels generated by the server model are used to train the classifiers in addition to $L_{cd}$. Second, to maintain a single feature extractor $\theta_f$, Step 3 is done at the server, which has no access to target samples $X_t$. DualAdapt proposes to use mixup [62] to approximate target samples $X_t$. To further mitigate the impact of domain discrepancy, DualAdapt proposes to fit Gaussian mixture models (GMM) at each participant. At each participant, samples from other participants are re-weighed via the fit GMMs, such that impacts of highly dissimilar samples are mitigated.

FRuDA [58] proposes a system for single-source, multi-target federated transfer learning with DANN [33]. Similar to DualAdapt, it also considers the setting with multiple unlabeled target domains, for which it proposes an optimal collaboration selection (OCS) method. The intuition of OCS is that, for a new target domain, instead of always transferring from the only source domain, it is also possible to transfer from an existing target domain that is closer to the new domain. To implement the intuition, OCS derives an upper bound for the transfer learning error from one domain to another,

$$\varepsilon_{CE,D_2}(h,h') \leq \theta_{CE}(\varepsilon_{L_1,D_1}(h,h') + 2\theta W(D_1,D_2)),$$

where $\varepsilon_{M,D}(h,l)$ denotes the error, measured by metric $M$, of the hypothesis $h$ on data distribution $D$ with the label function $l$, $\theta_{CE}$, $\theta$ are constants, $h, h'$ are source and target hypotheses, $D_1, D_2$ are source and target data distributions, respectively, and $W(D_1,D_2)$ denotes the Wasserstein distance between $D_1, D_2$. With Eqn. 19, the optimal collaborator of each target domain can be selected by minimizing the right-hand side. To further improve efficiency, a lazy update scheme, exchanging discriminator gradients every $p$ iteration, is further proposed.

### 5.1.2 Multi-source Setting

A more challenging setting of federated transfer learning is the multi-source setting, where multiple source domains with labeled data are available to transfer knowledge to a single unlabeled target domain. In this setting, it is necessary to select a source domain with helpful knowledge without directly observing source data.

To our knowledge, FADA [55] is the first work to tackle the multi-source federated transfer learning problem. FADA extends the adversarial domain adaptation [33] method, with a domain discriminator between each source domain and the target domain. The domain discriminator aims to tell whether each feature representation...
belongs to the source and the target domain, and the feature extractor is then trained to fool the domain discriminator to learn domain invariant features. To train the domain discriminator, FADA directly exchanges feature representations from both domains, which may lead to potential privacy threats. In addition, to select the most relevant source domain to transfer from, FADA proposes a source domain weighting method based on gap statistics. Gap statistics measures how well the feature representations are clustered,

\[ I = \sum_{r=1}^{k} \frac{1}{2n_r} \sum_{i,j \in C_r} \| z_i - z_j \|_2, \]  

(20)

where \( f_i \) denotes the feature representation of the \( i \)-th sample, \( C_1 \ldots C_k \) denote the index set of \( k \) clusters, and \( n_r \) is the number of samples in cluster \( r \). A low \( I \) indicates that the feature representations can be clustered with low intra-cluster variance, which usually indicates good features. FADA then computes how the gap statistics of the target domain drop after learning with each source domain, i.e.

\[ I_{i}^{\text{gain}} = I_{i}^{r-1} - I_{i}^{r}, \]  

(21)

where \( r \) denotes the communication round, and \( i \) denotes the source domain index. Finally, FADA applies weights on source domains via with \( \text{Softmax}(I_{1}^{\text{gain}}, I_{2}^{\text{gain}}, \ldots) \).

FADE improves over FADA by not sharing representations to learn the domain discriminator, thus better protecting data privacy. Instead, the domain discriminator is kept local at each client, and is trained locally and updated via parameter aggregation. FADE theoretically shows that the design leads to the same optimal values as FADA, but empirically leads to negative impacts. The issues of the design are that the trained discriminator may have low sensitivity (and thus takes longer to converge) and user mode collapse (and thus fail to represent heterogeneous data). To address the drawbacks, FADA presents two tricks. To tackle the low sensitivity issue, FADE squares the adversarial loss such that it is more reactive under large loss values. To tackle the user mode collapse issue, FADE proposes to maximize the mutual information between users (related to classes) and representations, and implements the idea with conditional adversarial domain adaptation (CDAN).

EfficientFDA is another improvement over FADA in that source and target domain feature representations are encrypted with homomorphic encryption (HE), and the maximum mean discrepancy (MMD) is computed over ciphertexts. As homomorphic encryption incurs large computation and communication costs, EfficientFDA further proposes two ciphertext optimizations. First, ciphertexts in each batch of samples are aggregated to reduce communication overhead. Second, for computing gradients with ciphertexts, the chain rule is applied to replace ciphertext computations with plaintexts to improve computational efficiency. Experiments show that EfficientFDA achieves privacy in federated transfer learning, while being 10-100x more efficient than naive HE-based implementations.

While the above works tackle the problem with multiple source domains with the same feature space, PrADA tackles a different problem, involving two source domains with different feature spaces. PrADA considers a partially labeled target domain \( A \{X^A_i, y^A_i\} \cup \{X^A_u\} \), a labeled source domain \( B \{X^B \in \mathbb{R}^{N_B \times D}, y^B\} \), and a feature source domain \( C \{X^C_i \in \mathbb{R}^{N_A \times D_C} \cup \{X^C_u \in \mathbb{R}^{N_B \times D_C}\} \). Domains \( A \) and \( B \) share the same feature space with different distributions, while domain \( C \) aims to provide rich auxiliary features for samples in both \( A \) and \( B \). PrADA presents a fine-grained domain adaptation technique, in which features from domain \( C \) are first manually grouped into \( g \) tightly relevant feature groups. Each feature group is then assigned a feature extractor and a domain discriminator to perform fine-grained, group-level domain adaptation. In addition, to protect data privacy, the whole training process is protected with homomorphic encryption. Experiments show that with the grouped domain adaptation, PrADA achieves better transferability and interpretability.

### 5.2 Heterogeneous FTL

In this section, we introduce existing works about heterogeneous FTL. Compared to homogeneous FTL, the main difference of heterogeneous FTL is that it commonly requires cross-domain links between data (e.g. different
features of the same user ID, the same features from different users, etc.) to bridge the heterogeneous feature spaces. Formally, assuming a heterogeneous FTL setting with two parties, $A$ and $B$, with data $D_A, D_B$, with $D_{AB} = D_A \cap D_B$ being the overlapping dataset (i.e. cross-domain links), the objective of heterogeneous FTL is

$$
\min_{\theta_A, \theta_B} L_A(D_A; \theta_A) + L_B(D_B; \theta_B) + \lambda L_{algn}(D_{AB}; \theta_A, \theta_B), \text{ s.t. } M_p(\theta_A, \theta_B) < \varepsilon_p,
$$

where $L_A, L_B$ are loss functions on dataset $D_A, D_B$, respectively, and $L_{algn}$ is an alignment loss that aims to align the overlapping dataset $D_{AB}$ between domains. However, in FL, sharing sample features or labels pose potential privacy threats. How to leverage the cross-domain sample links to transfer knowledge while preserving privacy thus becomes a key challenge to solve.

To our knowledge, SFTL [85] is the first work to tackle the heterogeneous FTL problem. It considers a two-party setting and assumes that some user IDs $I_{AB}$ exist in both parties (with different features). SFTL proposes an alignment loss to minimize the difference between features of the same users to achieve knowledge transfer,

$$
L_{algn} = \sum_{i \in I_{AB}} d(g_{\theta_A}(X_i^A), g_{\theta_B}(X_i^B)),
$$

where $I_{AB}$ denotes the overlapping user ID set, $g_{\theta_A}, g_{\theta_B}$ denote neural network models of party $A$ and $B$, and $X_i^A, X_i^B$ denote the features of user $i$ held by party $A$ and $B$, respectively. In addition, SFTL addresses the data privacy problem by designing two secure protocols for SFTL, one based on homomorphic encryption, and the other based on secret sharing (SS).

The drawbacks of SFTL are that it is limited to the two-party setting, and both $A$ and $B$ have only partial models and cannot perform independent inference. To address these drawbacks, SFHTL [84] proposes an improved framework that supports multiple parties. The main difficulty in the multi-party heterogeneous FTL is the lack of overlapping samples and labels. To address the lack of overlapping samples, SFHTL proposes a feature reconstruction technique to complement the missing non-overlapping features. Specifically, all parties are trained to project their features into a unified latent feature space. Then, each party learns a reconstruction function that projects the unified features to raw features. With the reconstruction functions, each party can expand the feature spaces of non-overlapping samples, thus enlarging the training dataset. In addition, SFHTL proposes a pseudo-labeling method based on label propagation [20] to address the lack of labels. Specifically, a nearest neighbor graph based on feature proximity in the unified feature space is constructed, and the labels are propagated from labeled samples to unlabeled samples via the graph. Finally, to protect the privacy of labels, SFHTL is trained with split learning, such that labels are not directly shared with other parties.

6 Datasets and Evaluations

Benchmarking datasets are important for the development of machine learning research. In this section, we introduce commonly used datasets and benchmarks for the problem of FL without full labels in the existing literature. A summary of datasets can be found in Table[7]. We find out that for both federated semi-supervised and unsupervised learning, existing works mainly partition (e.g. according to Dirichlet distributions) datasets for centralized machine learning (e.g. CIFAR-10, CIFAR-100, SVHN) manually, and manually sample a subset of labels. On the contrary, for federated transfer learning, datasets generally form natural partitions (e.g. city in GTA5, product types in AmazonReview, etc.) based on different domains. We thus conclude that real-world datasets representing realistic data heterogeneity and label isolation problems are still needed to credibly evaluate federated semi-supervised and self-supervised methods.
Table 7: Commonly used datasets for evaluating FL methods without full labels. ✓ and × indicate that the dataset has or has not been used for evaluating an FL setting without full labels, respectively. # domains, # samples denote the number of domains and the total number of samples in the dataset. Datasets with multiple domains are more commonly used for unsupervised federated transfer learning.

7 Related Surveys

Federated learning has attracted the attention of researchers worldwide. Therefore, there have been many survey papers that cover various aspects of FL. In this section, we summarize and analyze existing survey papers compared to our work. Table 8 shows a summary of comparisons between related surveys and ours.

First, our work differs from general surveys on FL [11, 10, 88] in that they provide comprehensive reviews on a wide range of FL aspects, including privacy preservation, communication reduction, straggler mitigation, incentive mechanisms, etc. Among them, communication and privacy are also important issues in the problem of FL without full labels and are covered in our survey. On the contrary, our survey is focused on a specific aspect, namely how to deal with unlabeled data. Second, our work also differs from surveys on semi-supervised learning [21], self-supervised learning [24], and transfer learning [22] in the centralized setting, in that while they extensively summarize machine learning techniques for unlabeled data, they fail to cover FL-specific challenges, such as label isolation, data privacy, etc. Finally, compared to surveys that focus on FL algorithms on non-i.i.d. data [89, 90, 91], our work focuses on leveraging unlabeled data to assist FL, while these surveys focus on FL with fully labeled data, but are not independent and identically distributed. Nonetheless, these surveys are related to our work in that non-i.i.d. data is an important challenge in all FL settings, and we also summarize how existing works address the challenge in the problem of FL without full labels.

The most related survey to our work is [59], which surveyed FL techniques to tackle data space, statistical, and system heterogeneity. Our work is similar to [59] in two ways. On one hand, statistical heterogeneity is a key challenge in FL, and we also summarize how existing works address the challenge in FL without full labels. On the other hand, homogeneous and heterogeneous FTL (Section 5) are powerful tools to solve statistical and data space heterogeneity, respectively, which are also covered in Sections 3 and 4 in [59]. Nonetheless, the main focus of [59] lies in supervised FL with labeled data, which is different from our work which additionally covers federated semi-supervised and self-supervised methods.
<table>
<thead>
<tr>
<th>Survey Papers</th>
<th>Similarities</th>
<th>Differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>[10, 11, 88]</td>
<td>Similar to our survey, these papers review existing solutions to protect data privacy and reduce communication/computation overhead.</td>
<td>These papers cover a wide range of aspects in general FL, while our survey focuses on a specific problem of leveraging unlabeled data.</td>
</tr>
<tr>
<td>[22, 23, 24, 21, 92, 93]</td>
<td>Similar to our survey, these papers review machine learning methods for unlabeled data, including semi-supervised, self-supervised, and transfer learning.</td>
<td>These papers do not cover FL specific challenges, such as labeled data isolation, data heterogeneity, data privacy, etc.</td>
</tr>
<tr>
<td>[90, 89, 91]</td>
<td>Similar to our survey, these papers review methods in FL that address the problem of non-i.i.d. data (i.e. data heterogeneity).</td>
<td>These papers primarily focus on optimization algorithms for fully supervised FL, while our work focuses specifically on leveraging unlabeled data.</td>
</tr>
<tr>
<td>[59]</td>
<td>Similar to our survey, [59] covers methods to tackle data heterogeneity. Also, [59] reviews existing works on homogeneous and heterogeneous FTL.</td>
<td>[59] primarily focuses on heterogeneity in supervised FL, while our work focuses on leveraging unlabeled data and covers federated semi-supervised and self-supervised learning.</td>
</tr>
</tbody>
</table>

Table 8: Comparative analysis between our survey and related surveys.

<table>
<thead>
<tr>
<th>Learning Paradigm</th>
<th>Main Techniques</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Federated Semi-supervised Learning</td>
<td>Enhancing methods in centralized settings with 1. Label isolation: Pseudo-labeling, domain alignment, etc. 2. Privacy: DP, HE, etc. 3. Data heterogeneity: Source domain selection, divergence-aware update, etc. 4. Efficiency tradeoff: Sample selection, communication reduction, HE optimization, etc.</td>
<td>Similar formulation to conventional FL. Can directly perform supervised tasks. Data heterogeneity inherently violates i.i.d. assumption. Large-scale unlabeled data creates an efficiency tradeoff.</td>
<td>Full utilization of client data. Suitable for unsupervised tasks like retrieval, clustering, etc. Data heterogeneity inherently violates i.i.d. assumption. Need labels for supervised tasks.</td>
</tr>
<tr>
<td>Federated Self-supervised Learning</td>
<td></td>
<td></td>
<td>Source domain selection requires intricate design or manual effort.</td>
</tr>
<tr>
<td>Federated Transfer Learning</td>
<td>Models data heterogeneity, which is a key challenge in FL. Flexible formulation (heterogeneous FTL).</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9: A summary of techniques, advantages, and disadvantages of learning paradigms reviewed in this paper.
8 Conclusion and Future Directions

8.1 Summary of the Survey

In this paper, we present a survey about the problem of federated learning without full labels. We introduce three learning paradigms to solve the problem, federated semi-supervised learning, federated self-supervised learning, and federated transfer learning. We further review existing works in these paradigms and discuss how they address the crucial challenges, i.e. label isolation, privacy protection, data heterogeneity, and efficiency tradeoff. Table 9 shows a summary of the main techniques, advantages, and disadvantages of learning paradigms discussed in this paper. We finally present a summary of the datasets and benchmarks used to evaluate FL methods without full labels.

8.2 Future Directions

Compared to general FL with full supervision, the problem of FL without full labels is still under-explored. We highlight the following future directions in the context of FL without full labels.

8.2.1 Trustworthiness

Trustworthiness is an important aspect in real-world machine learning systems like FL. Generally speaking, users of machine learning systems would expect a system to be private, secure, robust, fair, and interpretable, which is what trustworthiness mean in the context of FL.

Unlabeled data can play an important role in enhancing trustworthiness from multiple aspects.

• **Robustness**: A robust system requires that its output should be insensitive to small noises added to the input. A machine learning system that is not robust can significantly compromise its security in real-world applications. For example, studies [69] have shown that it is possible to tweak physical objects to fool an object detection model. In applications like autonomous driving, this property becomes a security threat.

Many research works have studied how to enhance robustness with unlabeled data [68, 67]. For example, Carmon et al. and Uesato et al. [67, 70] show that pseudo-labeling, one of the most common semi-supervised learning techniques, can boost the robustness by 3-5% over state-of-the-art defense models. Deng et al. [68] additionally find out that even out-of-distribution unlabeled data helps enhance robustness. Therefore, how these techniques can be adapted in the FL setting with heterogeneous data is an interesting future direction. Also, as common methods of learning robust models (i.e. adversarial training [81]) are inefficient, it is promising to study whether FL methods without full labels can be an efficient substitute.

• **Privacy**: In real-world machine learning applications, labeling data itself is a compromise of data privacy, as domain experts have to directly observe the data. Therefore, solving the FL problem without full labels inherently leads to better data privacy. In addition, unlabeled data provides a better way of navigating through the privacy-utility tradeoff in differential privacy (DP) [72]. For example, PATE [71] shows that with an additional set of unlabeled data, it simultaneously achieves a higher model accuracy and a tighter privacy bound compared to the state-of-the-art DPSGD method [73]. Therefore, how to select and leverage unlabeled data to aggregate client knowledge privately while maintaining good model accuracy is also a promising direction.

• **Interpretability**: Interpretability indicates that a machine learning system should be able to make sense of its decision, which generally creates trust between users and system developers. There are many ways to instill interpretability in machine learning, among which disentangled representation learning [74] is a popular direction. Informally speaking, disentangled representation aims to map the inputs to latent representations where high-level factors in the input data are organized in a structured manner in the
representations (e.g. brightness, human pose, facial expressions, etc.). Thus, disentangled representations provide intuitive ways to manipulate and understand deep learning models and features.

Much progress has been made in unsupervised disentangled representation learning. For example, InfoGAN [75] learns disentangled representations by maximizing the mutual information between the features and the output. Beta-VAE [76] disentangles features by adding an independence regularization on the feature groups. Therefore, it is promising to instill interpretability in FL via unlabeled data with disentangled representations. In FL, the participants commonly hold data with varying data distributions. Therefore, how to stably disentangle the heterogeneous feature distributions from multiple participants is a challenge for interpretable FL without full labels.

• **Fairness**: As machine learning models are increasingly involved in decision-making in the daily lives of people, the models should not discriminate one group of users against another (e.g. gender, race, etc.). Informally speaking, the fairness of a machine learning model $g_{\theta}$ over a sensitive attribute $s$ can be described as the difference between the model performances given different values of $s$,

$$\Delta_{s,\theta} = \| m(g_{\theta}|s = 1) - m(g_{\theta}|s = 0) \|,$$

(24)

where $\| \cdot \|$ is a distance, and $m(g_{\theta}|s = 1)$ is a performance metric stating how well the model performs when the sensitive attribute $s = 1$.

When $m(g_{\theta}|s)$ does not involves labels (e.g. some groups have a higher probability to be predicted positive), FADE [57] provides a good solution to ensure group fairness. However, when $m(g_{\theta}|s = 1)$ requires labeled data (e.g. classification accuracy is lower for under-represented groups), enforcing fairness with unlabeled data remains an open problem, both for general machine learning and FL.

### 8.2.2 Generalization to Unseen Domains

All the introduced techniques in this paper require at least observing the test domain such that it can work well on it. Even for federated transfer learning, some unlabeled samples in the target domain are still needed for successful adaptation. However, in real-world applications, it is often required to adapt to completely unseen domains. For example, FL models should try to adapt to new users that constantly join mobile applications, who, at the time of joining, have no interaction data available. The problem setting triggers research in federated domain generalization (FedDG). However, existing works in FedDG [77, 78] assume that all domains are fully labeled, which, as stated in this survey, is not realistic. It is thus important to study the FedDG problem under limited labeled data and large-scale unlabeled data.

### 8.2.3 Automatic FL without Full Labels

Automatic machine learning (AutoML) [82] is a class of methods that aim to achieve good model performances without manual tuning (e.g. architecture, hyperparameters, etc.). In FL without full labels, as different participants may hold heterogeneous labeled or unlabeled data, it may not be optimal for them to share the same model architecture. Integrating AutoML to FL without full labels thus enables participants to find personalized architectures to achieve the performance-efficiency tradeoff. However, participants with only unlabeled data cannot independently evaluate the performance of the model, creating challenges to automatic FL without full labels.
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Abstract

FedCLIP: Fast Generalization and Personalization for CLIP in Federated Learning

1 Introduction

The success of machine learning, especially deep learning, is inseparable from a large amount of data. However, data, as an important resource, usually scatter across different individuals or organizations. In recent years, people pay more attention to data privacy and security and some organizations even enact relevant regulations and laws, e.g. The EU general data protection regulation (GDPR) [49] and China’s cyber power [20]. Under this circumstance, direct raw data communication can be impossible in reality, making traditional data-centric machine learning paradigms unlikely to work. To cope with this challenge, federated learning (FL) [53] emerges as a new distributed machine learning paradigm and has been widely adopted in various applications.
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Federated learning makes it possible to perform model aggregation without directly accessing the raw user data from different clients. One of the earliest works in FL is called FedAVG [33] which aggregates distributed information using a simple and powerful averaging algorithm. FedAVG mainly contains four steps, including training local models with local data, uploading local models to the server, aggregating models in the server, and distributing the aggregated model to each individual or organization. These four steps are executed for multiple rounds for better information aggregation. FedAVG can ensure that raw data does not leave the local client and thus protect data privacy and security. Due to its simplicity and great performance, FedAVG quickly became popular in many areas [24, 40, 3].

In this paper, we are specially interested in federated learning under the large foundation models era [4]. Foundation models, as suggested by the name, have become increasingly popular in different machine learning tasks, such as Vision Transformer in computer vision [56] and the GPT series in natural language processing [37]. Since these models are extremely large, e.g., GPT-3 [5] has 175 billion parameters, our key question is: how to perform effective and efficient federated learning using these large models?

Specifically, two critical research challenges arise in this situation: data distribution shifts and huge resource demands. On the one hand, data distribution shifts widely exist in the real world, e.g. figures shown in Figure 1(a). When meeting heterogeneous data, common federated learning methods can suffer from slow convergence and low accuracy due to inconsistent optimization directions, local optima, or some other factors [12]. A qualified FL model can cope with both various clients and unseen targets, i.e. personalization and generalization. On
the other hand, huge resource demands of increasingly popular large models lead to conflicts with realistically
constrained resources, as shown in Figure 1(b). In addition to high computational costs, communication cost is
also a critical metric in federated learning. For instance, the CLIP [36] model based on VIT-B/32 contains more
than $10^8$ trainable parameters and most existing networks cannot afford to transmit it quickly. Achieving fast
generalization and personalization with minimal resource costs is an urgent issue to be addressed.

Some existing work tried to address the issues mentioned above [32, 55, 14]. FedAP [32] attempted to learn
the similarity among clients and then leveraged the learned similarity matrix to guide aggregation. FedAP could
achieve acceptable personalization results but it ignored generalization. Another paper [55] discussed two gaps,
including the out-of-sample gap and the participation gap. These two gaps correspond to goals of generalization
and personalization respectively. This paper performed extensive empirical studies to analyze these issues but it
did not offer a possible solution for large models. PromptFL [14] only updated the prompts instead of the whole
model to accelerate the whole process. However, clients still require large amounts of computation and PromptFL
is not designed for personalization and generalization.

In this paper, we propose FedCLIP to achieve fast generalization and personalization for CLIP in federated
learning. Since larger pretrained models, e.g. CLIP, have contained enough prior information, our goal is to find
where we should focus in specific tasks. The core part of FedCLIP is AttAI, an attention-based adapter for the
image encoder in CLIP. Instead of finetuning whole networks, AttAI directly utilizes fixed features extracted
by pretrained models and explores where FedCLIP should pay attention to for specific tasks. Simply training
AttAI can ensure FedCLIP preserving prior information as much as possible while it allows models adapted for
specific tasks. Through AttAI, FedCLIP does not rely on pretrained models anymore once obtaining diversified
and robust features and thus FedCLIP can save large amounts of computational costs and communication costs.
Therefore, FedCLIP is extensible and can be deployed to many applications.

Our contributions are as follows.

1. We propose FedCLIP, a fast generalization and personalization learning method for CLIP in federated
   learning. It can achieve personalization for participating clients and its remarkable generalization ability
can attract new clients.

2. Extensive experiments on three public image benchmarks demonstrate that FedCLIP can have achieved
   personalization and generalization performance at the same time ($9\%$ overall improvements on PACS).
   More importantly, FedCLIP reduces the number of trainable parameters thus saving communication costs
   and computational costs ($283x$ faster than FedAVG).

3. FedCLIP is extensible and can be applied in many real applications, which means it can work well in many
circumstances. We can even embed it in some other architectures, e.g. BERT [46] and ViT [16]. Our code
   will be available at: https://github.com/microsoft/PersonalizedFL.

The remainder of this paper is organized as follows. In Sec. 2 we introduce related work. And then we
elaborate on the proposed method in Sec. 4. Extensive experiments are reported and analyzed in Sec. 4. Finally,
we conclude the paper and provide possible future work in Sec. 5.

2 Related Work

2.1 Challenges in Machine Learning

Machine learning has achieved great success and gradually entered people’s daily lives [42, 54, 50]. It has been
applied to many fields, e.g. human activity recognition [29], face recognition [28], and healthcare [8]. Successful
machine learning applications, especially deep learning based applications, often require a large amount of data
and lots of computational resources. In most cases, a deluge of data and computing resources can lead to easy
success, such as ChatGPT [47]. However, data and computation also mean money and resources. In reality, it is impossible to aggregate all data together in some situations. There seems to be a contradiction between the massive resource requirements of traditional methods and the limited real environment.

Generalization is another challenging problem caused by data distribution shifts. Its goal is to learn a generalized model with limited data and it expects that the learned model can work well on unseen targets with unknown distributions. [51] gives a survey on domain generalization and first groups existing methods into three categories, including data manipulation [31], representation learning [30], and learning strategy [19].

2.2 Federated Learning

Data is often scattered everywhere and cannot be aggregated together due to some factors, such as laws and regulations [49] and the awakening of people’s awareness of data security and privacy protection. In such an environment, federated learning came into being [53, 41]. According to [53], federated learning can be grouped into three categories, including horizontal federated learning, vertical federated learning, and federated transfer learning. Most deep learning based methods belong to horizontal federated learning and so is this paper. For a more detailed introduction, please refer to the survey [27].

FedAvg is a traditional horizontal federated learning method [33]. Although it is simple, it was applied in many applications. When meeting data distribution heterogeneity, FedAvg appeared powerless [43]. And many researchers proposed various methods to solve the above problems. FedProx [25] added a proximal regularized term to FedAvg and it allowed slight model gaps between clients and the server. In FedBN [26], the authors thought that parameters in batch normalization layers can represent data distribution, and keeping specific batch normalization layers for each client could make local models personalized. Another latest method, FedAP [32], learned the similarity between clients based on the statistics of the batch normalization layers while preserving the specificity of each client with different local batch normalization. The above methods all achieve satisfactory results in their corresponding scenarios. However, most of them focused on personalization and ignored generalization issues [7].

Generalization in federated learning is a novel problem. In recent two years, some papers tried to solve this problem. [55] first discussed the generalization in federated learning and it proposed a framework to disentangle performance gaps, including out-of-sample gaps and participation gaps. FED-DRO [7] proposed a novel federated learning framework to explicitly decouple a model’s dual duties with two prediction tasks and it mainly focused on label shifts. Some other work tried to adapt existing domain generalization methods to generalization in federated learning [15, 45, 35, 6]. FL Games [15] utilized Nash equilibrium to learn causal features that were invariant across clients which is similar to Invariant Risk Minimization (IRM) [2]. FedSAM [35] proposed a general effective algorithm based on Sharpness Aware Minimization (SAM) local optimizer [11]. Although these methods can bring generalization, they were not designed for large models and could not make full use of knowledge brought by pretrained models.

2.3 CLIP and Large Models

From perceptron [13] to AlexNet [1] to ResNet [17] to Vision transformer [56] to CLIP [36], pretrained models have become larger and larger. The importance of pretrained models has been increasing and pretrained models contain a growing amount of knowledge. For specific applications, researchers usually choose suitable backbone models and then adopt some techniques, e.g. finetune [44], to slightly adapt pretrained models. Since pretrained models are trained via a large amount of data, features extracted from them are often generalized and insightful. Few works pay attention to large models in federated learning and high demands of computational costs and communication costs hinder the development of this field. In this paper, we focus on CLIP in federated learning.

CLIP [36] learned SOTA image representations from scratch on a dataset of 400 million (image, text) pairs collected from the internet. The natural language was used to reference learned visual concepts. It has been
applied in many fields and demonstrated its superiority [38] [22]. However, in federated learning, CLIP is still in its infancy. PromptFL [14] replaced the federated model training with the federated prompt training to simultaneously achieve efficient global aggregation and local training by exploiting the power of foundation models in a distributed way. However, it still requires certain computational costs and it is not designed for data distribution heterogeneity problems. Moreover, it is hard to tune the hyperparameters for the prompt techniques in Transformer. In this paper, we focus on fast personalization and generalization for CLIP.

3 Method

3.1 Problem Formulation

In a generalization and personalization federated learning setting, N different clients, denote as \{C_1, C_2, \cdots, C_N\}, participate in exchanging information and they have data, denoted as \{D_1, D_2, \cdots, D_N\} with different distributions, which means \(P(D_i) \neq P(D_j)\). In this paper, we only focus on homogeneous data with the same input space and output space, i.e. \(X_i = X_j, Y_i = Y_j, \forall i \neq j\). Each dataset, \(D_i = \{(x_{i,j}, y_{i,j})\}_{j=1}^{n_i}\), consists of three parts, a training dataset \(D_i^{\text{train}} = \{(x_{i,j}^{\text{train}}, y_{i,j}^{\text{train}})\}_{j=1}^{n_i^{\text{train}}}\), a validation dataset \(D_i^{\text{valid}} = \{(x_{i,j}^{\text{valid}}, y_{i,j}^{\text{valid}})\}_{j=1}^{n_i^{\text{valid}}}\) and a test dataset \(D_i^{\text{test}} = \{(x_{i,j}^{\text{test}}, y_{i,j}^{\text{test}})\}_{j=1}^{n_i^{\text{test}}}\). Three sub-datasets in each client have no overlap and \(n_i = n_i^{\text{train}} + n_i^{\text{valid}} + n_i^{\text{test}}\). \(D_i = D_i^{\text{train}} \cup D_i^{\text{valid}} \cup D_i^{\text{test}}\). Our goal is to aggregate all clients’ information with preserving data privacy and security and learn a good model \(f\) for each client \(D_i\):

\[
\min_f \frac{1}{N} \sum_{i=1}^{N} \frac{1}{n_i^{\text{test}}} \sum_{j=1}^{n_i^{\text{test}}} \ell(f(x_{i,j}^{\text{test}}), y_{i,j}^{\text{test}}),
\]

(25)

where \(\ell\) is a loss function. Moreover, for generalization, we assume that there exist \(M\) different clients, denote as \(\{F_1, F_2, \cdots, F_M\}\), with data \(D_1^F = \{(x_{i,j}, y_{i,j})\}_{j=1}^{m_1}, D_2^F = \{(x_{i,j}, y_{i,j})\}_{j=1}^{m_2}, \cdots, D_M^F = \{(x_{i,j}, y_{i,j})\}_{j=1}^{m_M}\)\. These \(M\) clients do not participate in training, and we hope \(f\) can also be able to perform well on these clients.

\[
\min_f \frac{1}{M} \sum_{i=1}^{M} \frac{1}{m_i} \sum_{j=1}^{m_i} \ell(f(x_{i,j}), y_{i,j}),
\]

(26)

3.2 Preliminaries

CLIP Contrastive Language Image Pre-training, is an efficient and scalable method of learning [36]. To compensate for the problems caused by the amount of data and model parameters, it trained a large model with over \(4 \times 10^8\) pairs of data. With help of natural language supervision, CLIP can better understand concepts of visual images and better learn the semantic connections behind images. Usually, CLIP models contain more information and they might be more robust.

A simple CLIP model regularly contains two parts, an image encoder \(f^I\) and a text encoder \(f^T\). In common models, labels are frequently represented as numbers or one-hot vectors. For CLIP, to better utilize semantic information, these labels are often transformed into sentences, e.g. 'A photo of dogs'. And then text feature vectors, \(T\) are extracted from these sentences via \(f^T\). Concurrently, images are encoded into visual feature vectors, \(I\), via \(f^I\). Cosine similarities between \(T\) and \(I\) are used to training and predicting.

FedAVG In FedAVG [33], each client trains \(f\) with local clients’ data, and then parameters of updated models, \(w_i\), are transmitted to the server. The server typically aggregates the parameters according to Eq. [27]

\[
w^* = \sum_{i=1}^{N} \frac{n_i}{\sum_{j=1}^{N} n_j} w_i
\]

(27)
After aggregation, $w^*$ is distributed. When $|w|$ is larger, the server cannot afford communication costs.

3.3 FedCLIP

To reduce computational costs and communications and make the most use of existing pretrained model information, we propose FedCLIP. Pretrained models already have abilities to extract robust and diversified features. Tuning whole networks with limited data can compromise the original ability of pretrained models. What we need to do is to try our best to preserve useful prior knowledge and let it be used to a suitable extent for our task. Besides, tuning large networks is impractical in federated learning due to limited resources in reality. Therefore, instead of operating on the whole model, FedCLIP concentrates on a simple attention-based adapter for the image encoder, AttAI.

Figure 2 gives the framework of FedCLIP. As shown in Figure 2, our method mainly contains four steps.

1. For Client $i$, we utilize a pretrained CLIP model to extract features of data, denoted as $T_i$ and $I_i$.

2. In each client, we utilize $D_i^{\text{train}}$ to train the corresponding adapter, $g_i$. And then we upload $\{g_i\}_{i=1}^N$ to the server.

3. In the server, the parameters of all $g_i$ are weighted averaged and we can obtain $g^*$. The server then distributes $g^*$ to each client and updates the parameters of each $g_i$.

4. Repeat Step 2 and Step 3 until convergence or reaching maximum rounds.

In step 1, we utilize the pretrained CLIP model to extract features. We consider the pretrained model is so powerful that we do not need to explore some other features. For $(x, y)$, we can obtain corresponding features,

\[ I = f^I(x), T = f^T(y) \]  

(28)
What we need to do next is to identify which parts of features are suitable for our specific tasks. Therefore, we introduce an attention-based adapter, \( g \), to locate where we should concentrate on. Particularly, we utilize one linear layer, Tahn activation function, one linear layer, and Softmax activation function to construct \( g \). The Softmax function is used to ensure our final outputs ranging from 0 to 1. Once we obtain the attention vector \( att = g(I) \), we utilize it to update the visual feature via a dot multiply operation,

\[
I^* = g(I) \cdot I. \tag{29}
\]

Then, similar to [36], we normalize \( I^* \) and \( T \) to compute the final logits.

\[
I = \frac{I^*}{|I^*|}, T = \frac{T}{|T|}, \tag{30}
\]

\[
\hat{I} = s \times I \times T^T, \hat{T} = T^T. \tag{31}
\]

where \( s \) is a scale parameter.

Now, we can utilize the ground truth, a vector \( \tilde{y} = [0, 1, 2, 3, \ldots, B] \)

\[
\ell_{cls}^I = \ell(\hat{I}, \tilde{y}), \quad \ell_{cls}^T = \ell(\hat{T}, \tilde{y}), \tag{32}
\]

where \( \ell \) is CrossEntropy loss [57] while \( B \) is the number of images in a batch.

We only exchange parameters of adapters, \( w^g \), and therefore in the server, we replace Eq. 27 with Eq. 33.

\[
w^{g,*} = \sum_{i=1}^{N} \frac{n_i}{\sum_{j=1}^{N} n_j} w^g_i. \tag{33}
\]

Since \( w^g \) contains substantially less amount of trainable parameters than \( w \), FedCLIP saves computational costs and communication costs.

### 3.4 Summary

For clarity, we give a detailed description of FedCLIP in Algorithm 1. In Line 1, directly obtaining generalized and diversified features with fixed CLIP make it possible to utilize more prior knowledge of pretrained models. In Line 2, with adapters, we can concentrate on valuable information and eliminate the influence of redundant information in specific tasks. Rich prior knowledge and targeted attention make the ultimately extracted features more robust, effective, and adaptable, resulting in our method having good generalization and personalization capabilities. From Line 2 to Line 5, performing computation and transmission merely with adapters can save a lot of resources and ensure the efficiency of our method.

### 3.5 Discussion

Adapter is a common technique in transfer learning [18]. It is at a small scale and has a plug-and-play implementation. In this paper, we mainly focus on adaptations to image encoders. Actually, we also can add adapters to text encoders. We can even change the inputs of text encoders to incorporate more semantic information.

### 4 Experiments

In this section, we extensively evaluate FedCLIP in three common visual image classification benchmarks.
Algorithm 1 FedCLIP

**Input:** \( N \) clients’ datasets \( \{D_i\}_{i=1}^N \), a pretrained CLIP model consist of an image encoder, \( f^I \), and a text encoder, \( f^T \)

**Output:** An adapter \( g \)

1. For client \( i \), computer the corresponding features \( I_i = f^I(X_i) \), \( T_i = f^T(Y_i) \)
2. For client \( i \), train the local adapter, \( g_i \), according to Eq.5 to Eq.9
3. Send the current adapter \( g_i \) to the server
4. Aggregate adapters’ parameters via Eq.33 and obtain \( w^{g^*} \)
5. Transmit \( w^{g^*} \) to each client
6. Repeat steps 2 ∼ 5 until convergence

4.1 Datasets

**PACS** PACS [23] is a popular object classification benchmark. It is composed of four sub-datasets, including photo, art-painting, cartoon, and sketch. There exist 9,991 images in total and the dataset contains 7 classes, including dog, elephant, giraffe, guitar, horse, house, and person. Large discrepancies in image styles widely exist among different sub-datasets. In this paper, we view each sub-dataset as a client. We choose three sub-datasets as participated clients while the rest served as the target client to evaluate generalization ability. For each participated client, we split the corresponding sub-dataset into three parts, 60% for training, 20% for validation, and the rest 20% for testing. Validation parts of data are used for model selection.

**VLCS** VLCS [10] is another widely accepted public image classification benchmark. It also consists of four sub-datasets (VOC2007, LabelMe, Caltech10, and SUN09). It contains 10,729 instances with 5 classes. Feature shifts exist generally among different sub-datasets. Similar to PACS, four sub-datasets correspond to four clients. Three sub-datasets play the roles of participants while the rest one act as an upcoming client.

**Office-Home** Office-Home [48] is a larger image classification benchmark, which contains 65 classes. Office-Home comprises four sub-datasets (Art, Clipart, Product, and Real_World) with about 15,500 images. The feature shifts from Office-Home mainly come from image styles and viewpoints, but they are much smaller than PACS. We assess methods on Office-Home in a similar manner to PACS.

4.2 Implementation Details and Comparison Methods

For these three common image classification benchmarks, we use the CLIP pre-trained model with ViT-B/32 [9] as the image encoder. For model training, we utilize cross-entropy loss and Adam optimizer. The learning rate is tuned from \( 5 \times 10^{-5} \) to \( 5 \times 10^{-3} \). We set local update epochs as \( E = 1 \) where \( E \) means the number of training epochs in one round while we set the total communication round number as \( R = 200 \). Since, at each time, we set one sub-dataset as the target, i.e. upcoming client, there exist four tasks for each benchmark. We run three trials to record the average results. To better illustrate the function and necessity of using larger pretrained models, we also utilize a related small architecture, AlexNet [21], to perform some base federated learning methods.

We compare our method with two methods including a common federated learning method, FedAVG, and a method designed for non-iid data, FedProx.

1. FedAVG [33]. The server aggregates all client models’ parameters. FedAVG will aggregate networks with several layers for AlexNet while FedAVG will aggregate both image encoders and text encoders for CLIP.
2. FedProx [25]. It adds a proximal term to FedAVG and allows the existence of slight differences between clients and the server.
Table 10: Generalization accuracy. **Bold** means the best.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Backbone Method</th>
<th>PACS</th>
<th>Office-Home</th>
<th>Backbone Method</th>
<th>PACS</th>
<th>Office-Home</th>
</tr>
</thead>
<tbody>
<tr>
<td>PACS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FedAvg</td>
<td>AlexNet</td>
<td>31.54</td>
<td>43.69</td>
<td>15.70</td>
<td>65.60</td>
<td></td>
</tr>
<tr>
<td>FedProx</td>
<td></td>
<td>29.79</td>
<td>46.80</td>
<td>17.00</td>
<td>57.64</td>
<td>71.64</td>
</tr>
<tr>
<td>FedAvg</td>
<td></td>
<td>53.08</td>
<td>80.08</td>
<td>28.99</td>
<td>75.42</td>
<td>75.42</td>
</tr>
<tr>
<td>CLIP</td>
<td>FedProx</td>
<td>66.06</td>
<td>87.33</td>
<td>23.31</td>
<td>74.26</td>
<td>74.26</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>96.34</td>
<td>97.91</td>
<td>94.90</td>
<td>78.00</td>
<td>63.69</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Office-Home</th>
<th>Backbone Method</th>
<th>PACS</th>
<th>Office-Home</th>
<th>Backbone Method</th>
<th>PACS</th>
<th>Office-Home</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FedAvg</td>
<td>AlexNet</td>
<td>17.00</td>
<td>31.56</td>
<td>17.66</td>
<td>29.83</td>
<td>27.98</td>
</tr>
<tr>
<td>FedProx</td>
<td></td>
<td>16.48</td>
<td>29.83</td>
<td>17.00</td>
<td>29.83</td>
<td>27.98</td>
</tr>
<tr>
<td>FedAvg</td>
<td></td>
<td>65.60</td>
<td>76.64</td>
<td>57.64</td>
<td>77.79</td>
<td>71.79</td>
</tr>
<tr>
<td>CLIP</td>
<td>FedProx</td>
<td>65.60</td>
<td>76.64</td>
<td>65.60</td>
<td>77.79</td>
<td>71.79</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>78.00</td>
<td>63.69</td>
<td>78.79</td>
<td>87.52</td>
<td>79.25</td>
</tr>
</tbody>
</table>

Table 11: Personalization accuracy. **Bold** means the best.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Backbone Method</th>
<th>PACS</th>
<th>Office-Home</th>
<th>Backbone Method</th>
<th>PACS</th>
<th>Office-Home</th>
</tr>
</thead>
<tbody>
<tr>
<td>PACS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td></td>
<td>72.86</td>
<td>61.08</td>
<td>70.72</td>
<td>65.60</td>
<td>71.64</td>
</tr>
<tr>
<td>CLIP</td>
<td>FedProx</td>
<td>71.37</td>
<td>56.89</td>
<td>69.93</td>
<td>74.09</td>
<td>74.09</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>97.65</td>
<td>99.40</td>
<td>94.60</td>
<td>80.87</td>
<td>80.87</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Office-Home</th>
<th>Backbone Method</th>
<th>PACS</th>
<th>Office-Home</th>
<th>Backbone Method</th>
<th>PACS</th>
<th>Office-Home</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td></td>
<td>50.74</td>
<td>63.47</td>
<td>51.78</td>
<td>66.74</td>
<td>40.07</td>
</tr>
<tr>
<td>CLIP</td>
<td>FedProx</td>
<td>51.78</td>
<td>66.74</td>
<td>64.38</td>
<td>79.14</td>
<td>78.76</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>78.00</td>
<td>63.69</td>
<td>78.79</td>
<td>87.52</td>
<td>79.25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Office-Home</th>
<th>Backbone Method</th>
<th>PACS</th>
<th>Office-Home</th>
<th>Backbone Method</th>
<th>PACS</th>
<th>Office-Home</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td></td>
<td>23.51</td>
<td>61.78</td>
<td>24.54</td>
<td>64.04</td>
<td>40.18</td>
</tr>
<tr>
<td>CLIP</td>
<td>FedProx</td>
<td>24.54</td>
<td>64.04</td>
<td>64.38</td>
<td>80.38</td>
<td>80.48</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>97.31</td>
<td>97.65</td>
<td>94.10</td>
<td>81.35</td>
<td>81.35</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Office-Home</th>
<th>Backbone Method</th>
<th>PACS</th>
<th>Office-Home</th>
<th>Backbone Method</th>
<th>PACS</th>
<th>Office-Home</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td></td>
<td>22.27</td>
<td>49.14</td>
<td>21.03</td>
<td>48.91</td>
<td>39.84</td>
</tr>
<tr>
<td>CLIP</td>
<td>FedProx</td>
<td>21.03</td>
<td>48.91</td>
<td>70.93</td>
<td>80.38</td>
<td>80.48</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>78.56</td>
<td>68.50</td>
<td>78.14</td>
<td>87.37</td>
<td>78.14</td>
</tr>
</tbody>
</table>

4.3 Results

**Generalization Ability**  We first evaluate the generalization ability of each method via accuracy on clients that do not participate in training. Table 10 shows the generalization results for each task on PACS and Office-Home. We have the following observations from these results. 1) Our method achieves the best generalization ability on average with remarkable improvements (about 14% for PACS and about 12% for Office-Home). Moreover, our method achieves the best generalization ability in each task, which demonstrates the excellent generalization ability of our method. 2) Compared to methods with AlexNet as the backbone, methods with CLIP as the backbone can obtain better performance. It demonstrates that large well-trained models can be able to bring better generalization. 3) Compared to methods with CLIP as the backbone, our method has a further improvement, which demonstrates that our method leverages prior knowledge better.
Table 12: Comprehensive average accuracy. **Bold** means the best

<table>
<thead>
<tr>
<th>Datasets</th>
<th>PACS</th>
<th>Office-Home</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>60.93</td>
<td>59.89</td>
</tr>
<tr>
<td>C</td>
<td>57.99</td>
<td>58.88</td>
</tr>
<tr>
<td>P</td>
<td>59.68</td>
<td>59.41</td>
</tr>
<tr>
<td>S</td>
<td>56.14</td>
<td>55.89</td>
</tr>
<tr>
<td>AVG</td>
<td>58.69</td>
<td>58.52</td>
</tr>
</tbody>
</table>

Table 13: Comprehensive average accuracy on VLCS. **Bold** means the best

<table>
<thead>
<tr>
<th>Backbone</th>
<th>AlexNet</th>
<th>CLIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
<td>FedAVG</td>
<td>FedProx</td>
</tr>
<tr>
<td>C</td>
<td>62.13</td>
<td>61.37</td>
</tr>
<tr>
<td>L</td>
<td>63.01</td>
<td>63.77</td>
</tr>
<tr>
<td>S</td>
<td>63.15</td>
<td>63.59</td>
</tr>
<tr>
<td>V</td>
<td>62.32</td>
<td>62.04</td>
</tr>
<tr>
<td>AVG</td>
<td>62.65</td>
<td>62.69</td>
</tr>
</tbody>
</table>

**Personalization Ability**  Then, we evaluate the personalization ability of each method via the accuracy on test data of each participating client. Table [11] shows the personalization results for each task on PACS and Office-Home. We also have some insightful observations. 1) Although all clients share the same adapter in our method, our method still achieves the best average accuracy. Moreover, FedCLIP almost achieves the best performance on each client for every task. 2) Compared to methods with AlexNet, corresponding methods with CLIP perform better overall. For CLIP-based methods, results are quite sensitive to hyperparameters, e.g. learning rate. And FedAVG has disappointing results on some specific clients. 3) Our method has the most use of prior knowledge since it achieves the stabllest results.

**Comprehensive Ability**  Finally, taking into account the performance of both personalization and generalization, we provide an overall performance in Table [12]. Without a doubt, our method achieves the best overall performance with significant improvements (about 9% for PACS and 8% for Office-Home). Compared to methods based on AlexNet, corresponding methods based on CLIP perform better.

**More results on VLCS**  Due to space limitations, we only report comprehensive ability on VLCS. As shown in Table [13], our method still achieves the best performance with improvements of over 10%. Moreover, our method achieves the best in each task. The results prove the superiority of our method again.

### 4.4 Analysis

**Can more adapters bring better performance?**  In our method, we only add one adapter to the image encoder. We can add another adapter to the text encoder. As shown in Figure [3(a)] adding more adapters brings slight improvements. However, the improvements are so small that we need to assess whether it is necessary to do so since more adapters regularly mean more computational costs and more communication costs.

**Can more trainable parameters bring better performance?**  If we train both adapters and the backbones, the results could be worse. Since CLIP models have a wealth of good information, it is not suitable to change...
Figure 3: Analysis on PACS.

parameters with only a few data for a specific task. Changes in CLIP with few data can destroy the feature extraction capabilities. As shown in Figure 3(b), we train more parameters but achieve worse performance.

**Will finetuning bring better personalization?** According to [54], finetuning can be a useful technique for better personalization. We also add experiments with finetune. As shown in Figure 3(c), finetune has no advance in personalization, which demonstrates that our method can be remarkable and robust when meeting non-iid.

**Resource Cost Comparison** The number of trainable parameters represents how many resources we need to cost in federated learning. As shown in Figure 3(d), our method merely has $5.3E5$ parameters while FedAVG with CLIP requires $1.5E8$ trainable parameters. Common methods via training whole networks have 283 times as many parameters as ours, which illustrates that our method is fast and resource-efficient.

5 Conclusion and Future Work

In this article, we propose FedCLIP, a fast generalization and personalization learning method for CLIP in federated learning. FedCLIP designs an attention based adapter to replace updating the whole model. Therefore, FedCLIP makes the most use of prior knowledge and saves computational costs and communication costs. Comprehensive experiments have demonstrated the superiority of FedCLIP. In the future, we plan to embed
FedCLIP into more architectures and design more flexible adapters for different tasks. We also plan to apply FedCLIP for heterogeneous architectures and more realistic applications.
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Abstract

Cross-device Federated Learning is an increasingly popular machine learning setting to train a model by leveraging a large population of client devices with high privacy and security guarantees. However, communication efficiency remains a major bottleneck when scaling federated learning to production environments, particularly due to bandwidth constraints during uplink communication. In this paper, we formalize and address the problem of compressing client-to-server model updates under the Secure Aggregation primitive, a core component of Federated Learning pipelines that allows the server to aggregate the client updates without accessing them individually. In particular, we adapt standard scalar quantization and pruning methods to Secure Aggregation and propose Secure Indexing, a variant of Secure Aggregation that supports quantization for extreme compression. We establish state-of-the-art results on LEAF benchmarks in a secure Federated Learning setup with up to 40× compression in uplink communication with no meaningful loss in utility compared to uncompressed baselines.

1 Introduction

Federated Learning (FL) is a distributed machine learning (ML) paradigm that trains a model across a number of participating entities holding local data samples. In this work, we focus on cross-device FL that harnesses a large number (up to hundreds of millions) of edge devices with disparate characteristics such as availability, compute, memory, or connectivity resources [31]. Two challenges to the success of cross-device FL are privacy and scalability. FL was originally motivated for improving privacy since data points remain on client devices. However, as with other forms of ML, information about training data can be extracted via membership inference or reconstruction attacks on a trained model [11, 12], or leaked through local updates [40, 19]. Consequently, Secure Aggregation (SECAGG) protocols were introduced to prevent the server from directly observing individual client updates, which is a major vector for information leakage [8, 27]. Additional mitigations such as Differential Privacy (DP) may be required to offer further protection against attacks [17, 1], as discussed in Section 5.

Ensuring scalability to populations of heterogeneous clients is the second challenge for FL. Indeed, wall-clock training times are highly correlated with increasing model and batch sizes [27], even with recent efforts such as FedBuff [41], and communication overhead between the server and clients dominates model convergence time.
Consequently, compression techniques were used to reduce the communication bandwidth while maintaining model accuracy. However, a fundamental problem has been largely overlooked in the literature: in their native form, standard compression methods such as scalar quantization and pruning are not compatible with SECAGG. This makes it challenging to ensure both security and communication efficiency.

We address this gap by adapting compression techniques to make them compatible with SECAGG. We focus on compressing uplink updates from clients to the server for three reasons. First, uplink communication is more sensitive and so is subject to a high security bar, whereas downlink updates broadcast by the server are deemed public. Second, upload bandwidth is generally more restricted than download bandwidth. For instance, according to a recent FCC report, the ratio of download to upload speeds for DSL and cable providers in the US ranges between $3 \times$ to $20 \times$ 18. Efficient uplink communication brings several benefits beyond speeding up convergence: lowering communication cost reduces selection bias due to under-sampling clients with limited connectivity, improving fairness and inclusiveness. It shrinks the carbon footprint of FL, the fraction of which attributable to communication can reach $95\%$ 45. In summary, we present the following contributions:

- We highlight the fundamental mismatch between two critical components of the FL stack: SECAGG protocols and uplink compression mechanisms.

- We formulate solutions by imposing a linearity constraint on the decompression operator, as illustrated in Figure 1 in the case of TEE-based SECAGG.

- We adapt the popular scalar quantization and (random) pruning compression methods for compatibility with the FL stack that require no changes to the SECAGG protocol.

- For extreme uplink compression without compromising security, we propose Secure Indexing (SECIND), a variant of SECAGG that supports product quantization.

## 2 Related Work

Communication is identified as a primary efficiency bottleneck in FL, especially in the cross-device FL setting 31. This has led to significant interest in reducing FL’s communication requirements. In what follows, we refer to a local model update in distributed training as a gradient, including updates from multiple local training steps.

**Efficient Distributed Optimization.** There is a large body of literature on reducing the communication cost for distributed training. 49 proposes quantizing gradients to one bit while carrying the quantization error forward across mini-batches with error feedback. Similarly, 57 proposes layer-wise ternary gradients and 6 suggests using only the sign of the gradients. Gradient sparsity is another related area that is extensively studied 56 2 36 46 42. For instance, 14 and 22 explore adapting the degree of sparsity to the distribution of local client data. Another method, QSGD, tunes the quantization level to trade possibly higher variance gradients for reduced communication bandwidth 8. Researchers also studied structured and sketched model updates 32. For example, 54 proposes expressing gradients as a linear combination of basis vectors common to all workers and 55 propose to cluster the gradients and to implement error correction on the client side. Besides gradient compression, other methods such as 52 26 reduce the communication cost by partitioning the model such that each client learns a portion of it, while 24 proposes training small models and periodically distilling them to a larger central model. However, as detailed in Section 3 and below, most of the proposed methods are not readily compatible with SECAGG and cannot be used in secure FL.

**Bi-directional Compression.** In addition to uplink gradient compression, a line of work also focuses on downlink model compression. In a non-distributed setup, 61 16 demonstrates that it is possible to meaningfully train with low bit-width models and gradients. In FL, 30 proposes adapting the model size to the device to reduce

---

1FL is typically restricted to using unmetered connections, usually over Wi-Fi 27.
Figure 1: Summary of the proposed approach for one FL round, where we omit the round dependency and Differential Privacy (DP) for clarity. Blue boxes denote standard steps and red boxes denote additional steps for uplink compression. Client $i$ computes local model update $g_i$, compresses it with the compression operator $q$, and encrypts it by adding a random mask $m_i$ in the compressed domain, hence reducing the uplink bandwidth (steps 2–4). The server recovers the aggregate in the compressed domain by leveraging any SECAGG protocol (steps 7–13, with a TEE-based SECAGG, see Section 3.1). Since the decompression operator $d$ is linear, the server can convert the aggregate back to the non-compressed domain, up to compression error (step 12). As with the model weights $\theta$, the compression operator $q$ are also periodically updated and broadcast by the server (step 14). In Section 4, we apply the proposed method to scalar quantization and pruning without impacting SECAGG and propose Secure Indexing, a variant of SECAGG for extreme uplink compression with product quantization. See Section 3.1 for details about SECAGG and Section 6 for a discussion on DP.

both communication and computation overhead. Since the local models are perturbed due to compression, researchers propose adapting the optimization algorithm for better convergence [37, 48, 51, 60, 4, 43]. Finally, pre-conditioning models during FL training can allow for quantized on-device inference, as demonstrated for non-distributed training by [21, 33]. As stated in Section 1, we do not focus on downlink model compression since uplink bandwidth is the main communication bottleneck and since SECAGG only involves uplink communication.

Aggregation in the Compressed Domain. In the distributed setting, [59] propose to leverage both gradient compression and parallel aggregation by performing the ring all-reduce operation in the compressed domain and decompressing the aggregate. To do so, the authors exploit temporal correlations of the gradients to design a linear compression operator. Another method, PowerSGD [53], leverages a fast low-rank gradient compressor. However, both aforementioned methods are not evaluated in the FL setup and do not mention SECAGG. Indeed, the proposed methods focus on decentralized communication between the workers by leveraging the all-reduce operation. Moreover, PowerSGD uses (stateful) error feedback on all distributed nodes, which is not readily adaptable to cross-device FL when clients generally participate in a few (not necessarily consecutive) rounds. Finally, [47] proposes FetchSGD, a compression method using sketching, which is compatible with SECAGG.

3 Background

In this section, we recall the SECAGG protocol first, then the compression methods that we wish to adapt to SECAGG, namely, scalar quantization, pruning, and product quantization.
3.1 Secure Aggregation

SECAGG refers to a class of protocols that allow the server to aggregate client updates without accessing them individually. While SECAGG alone does not entirely prevent client data leakage, it is a powerful and widely-used component of current at-scale cross-device FL implementations [31]. Two main approaches exist in practice: software-based protocols relying on Multiparty Computation (MPC) [8,5,58], and those that leverage hardware implementations of Trusted Execution Environments (TEEs) [27].

SECAGG relies on additive masking, where clients protect their model updates \(g_i\) by adding a uniform random mask \(m_i\) to it, guaranteeing that each client’s masked update is statistically indistinguishable from any other value. At aggregation time, the protocol ensures that all the masks are canceled out. For instance, in an MPC-based SECAGG, the pairwise masks cancel out within the aggregation itself, since for every pair of users \(i\) and \(j\), after they agree on a matched pair of input perturbations, the masks \(m_{i,j}\) and \(m_{j,i}\) are constructed so that \(m_{i,j} = -m_{j,i}\). Similarly and as illustrated in Fig. 1, in a TEE-based SECAGG, the server receives \(h_i = g_i + m_i\) from each client as well as the sum of the masks \(\sum_i m_i\) from the TEE and recovers the sum of the updates as \(\sum_i g_i = \sum_i h_i - \sum_i m_i\). We defer the discussion of DP noise addition by SECAGG protocols to Section 6.

Finite Group. SECAGG requires that the plaintexts—client model updates—be elements of a finite group, while the inputs are real-valued vectors represented with floating-point types. This requirement is usually addressed by converting client updates to fixed-point integers and operating in a finite domain (modulo \(2^p\)) where \(p\) is typically set in prior literature to 32 bits. The choice of SECAGG bit-width \(p\) must balance communication costs with the accuracy loss due to rounding and overflows.

Minimal Complexity. TEE-based protocols offer greater flexibility in how individual client updates can be processed; however, the code executed inside TEE is part of the trusted computing base (TCB) for all clients. In particular, it means that this code must be stable, auditable, defects- and side-channel-free, which severely limits its complexity. Hence, in practice, we prefer compression techniques that are either oblivious to SECAGG’s implementation or require minimal changes to the TCB.

3.2 Compression Methods

In this subsection, we consider a matrix \(W \in \mathbb{R}^{C_{in} \times C_{out}}\) representing the weights of a linear layer to discuss three major compression methods with distinct compression/accuracy tradeoffs and identify the challenges SECAGG faces to be readily amenable to these popular quantization algorithms.

3.2.1 Scalar Quantization

Uniform scalar quantization maps floating-point weight \(w\) to \(2^b\) evenly spaced bins, where \(b\) is the number of bits. Given a floating-point scale \(s > 0\) and an integer shift parameter \(z\) called the zero-point, we map any floating-point parameter \(w\) to its nearest bin indexed by \(\{0, \ldots, 2^b - 1\}\):

\[ w \mapsto \text{clamp}(\text{round}(w/s) + z, [0, 2^b - 1]). \]

The tuple \((s, z)\) is often referred to as the quantization parameters \((qparams)\). With \(b = 8\), we recover the popular \texttt{int8} quantization scheme [28], while setting \(b = 1\) yields the extreme case of binarization [16]. The quantization parameters \(s\) and \(z\) are usually calibrated after training a model with floating-point weights using the minimum and maximum values of each layer. The compressed representation of weights \(W\) consists of the \(qparams\) and the integer representation matrix \(W_q\) where each entry is stored in \(b\) bits. Decompressing any integer entry \(w_q\) of \(W_q\) back to floating point is performed by applying the (linear) operator \(w_q \mapsto s \times (w_q - z)\).

Challenge. The discrete domain of quantized values and the finite group required by SECAGG are not natively compatible because of the overflows that may occur at aggregation time. For instance, consider the extreme case of binary quantization, where each value is replaced by a bit. We can represent these bits in SECAGG with \(p = 1\), but the aggregation will inevitably result in overflows.
3.2.2 Pruning

Pruning is a class of methods that remove parts of a model such as connections or neurons according to some pruning criterion, such as weight magnitude (\cite{34, 23}; see \cite{7} for a survey). \cite{52} demonstrate client update compression with random sparsity for federated learning. Motivated by previous work and the fact that random masks do not leak information about the data on client devices, we will leverage random pruning of client updates in the remainder of this paper. A standard method to store a sparse matrix is the coordinate list (COO) format\footnote{See the torch.sparse documentation, \url{https://pytorch.org/docs/stable/sparse.html}} where only the non-zero entries are stored (in floating point or lower precision), along with their integer coordinates in the matrix. This format is compact, but only for a large enough compression ratio, as we store additional values for each non-zero entry. Decompression is performed by re-instantiating the uncompressed matrix with both sparse and non-sparse entries.

**Challenge.** Pruning model updates on the client side is an effective compression approach as investigated in previous work. However, the underlying assumption is that clients have different masks, either due to their seeds or dependency on client update parameters (e.g., weight magnitudes). This is a challenge for SECAGG as aggregation assumes a dense compressed tensor, which is not possible to construct when the coordinates of non-zero entries are not the same for all clients.

3.2.3 Product Quantization

Product quantization (PQ) is a compression technique developed for nearest-neighbor search \cite{29} that can be applied for model compression \cite{50}. Here, we show how we can re-formulate PQ to represent model updates. We focus on linear layers and refer the reader to \cite{50} for adaptation to convolutions. Let the block size be \(d\) (say, 8), the number of codewords be \(k\) (say, 256) and assume that the number of input channels, \(C_{\text{in}}\), is a multiple of \(d\). To compress \(W\) with PQ, we evenly split its columns into subvectors or blocks of size \(d \times 1\) and learn a codebook via \(k\)-means to select the \(k\) codewords used to represent the \(C_{\text{in}} \times C_{\text{out}} / d\) blocks of \(W\). PQ with block size \(d = 1\) amounts to non-uniform scalar quantization with \(\log_2 k\) bits per weight.

The PQ-compressed matrix \(W\) is represented with the tuple \((C, A)\), where \(C\) is the codebook of size \(k \times d\) and \(A\) gives the assignments of size \(C_{\text{in}} \times C_{\text{out}} / d\). Assignments are integers in \([0, k - 1]\) and denote which codebook a subvector was assigned to. To decompress the matrix (up to reshaping), we index the codebook with the assignments, written in PyTorch-like notation as \(\hat{W} = C[A]\).

**Challenge.** There are several obstacles to making PQ compatible with SECAGG. First, each client may have a different codebook, and direct access to these codebooks is needed to decode each client’s message. Even if all clients share a (public) codebook, the operation to take assignments to produce an (aggregated) update is not linear, and so cannot be directly wrapped inside SECAGG.

4 Method

In this section, we propose solutions to reconcile security (SECAGG) and communication efficiency. Our approach is to modify compression techniques to share some hyperparameters globally across all clients so that aggregation can be done by uniformly combining each client’s response, while still ensuring that there is scope to achieve accurate compressed representations. As detailed below, each of the proposed methods offers the same level of security as standard SECAGG without compression.

4.1 Secure Aggregation and Compression

We propose to compress the uplink model updates through a compression operator \(q\), whose parameters are round-dependent but the same for all clients participating in the same round. Then, we will add a random mask
to each quantized client update \( q(g_i) \) in the compressed domain, thus effectively reducing uplink bandwidth while ensuring that \( h_i = q(g_i) + m_i \) is statistically indistinguishable from any other representable value in the finite group (see Section 3.1). In this setting, SECAGG allows the server to recover the aggregate of the client model updates in the compressed domain: \( \sum_i q(g_i) \). If the decompression operator \( d \) is linear, the server is able to recover the aggregate in the non-compressed domain, up to quantization error, as illustrated in Figure 1:

\[
d(\sum_i h_i - \sum_i m_i) = d(\sum_i q(g_i)) = \sum_i d(q(g_i)) \approx \sum_i g_i.
\]

The server periodically updates the quantization and decompression operator parameters, either from the aggregated model update, which is deemed public, or by emulating a client update on some similarly distributed public data. Once these parameters are updated, the server broadcasts them to the clients for the next round. This adds overhead to the downlink communication payload, however, this is negligible compared to the downlink model size to transmit. For instance, for scalar quantization, \( q \) is entirely characterized by one \( \text{fp32} \) scale and one \( \text{int32} \) zero-point per layer, the latter of which is unnecessary in the case of a symmetric quantization scheme. Finally, this approach is compatible with both synchronous FL methods such as FedAvg \([39]\) and asynchronous methods such as FedBuff \([41]\) as long as SECAGG maintains the mapping between the successive versions of quantization parameters and the corresponding client updates.

### 4.2 Application

Next, we show how we adapt scalar quantization and random pruning with no changes required to SECAGG. We illustrate our point with TEE-based SECAGG while these adapted uplink compression mechanisms are agnostic of the SECAGG mechanism. Finally, we show how to obtain extreme uplink compression by proposing a variant of SECAGG, which we call SECIND. This variant supports product quantization and is provably secure.

#### 4.2.1 Scalar Quantization and Secure Aggregation

As detailed in Section 3.2.1, a model update matrix \( g_i \) compressed with scalar quantization is given by an integer representation in the range \([0, 2^b - 1]\) and by the quantization parameters scale \( (s) \) and zero-point \( (z) \). A sufficient condition for the decompression operator to be linear is to broadcast common quantization parameters per layer for each client. Denote \( q(g_i) \) as the integer representation of quantized client model update \( g_i \) corresponding to a particular layer for client \( 1 \leq i \leq N \). Set the scale of the decompression operator to \( s \) and its zero-point to \( z/N \). Then, the server is able to decompress as follows (where the decompression operator is defined in Section 3.2.1):

\[
d(\sum_i q(g_i)) = s \sum_i q(g_i) - \frac{z}{N} = \sum_i (s(q(g_i)) - z) \approx \sum_i g_i
\]

Recall that all operations are performed in a finite group. Therefore, to avoid overflows at aggregation time, we quantize with a bit-width \( b \) but take SECAGG bit-width \( p > b \), thus creating a margin for potential overflows (see Section 5.3). This approach is related to the fixed-point aggregation described in \([8, 27]\), but we calibrate the quantization parameters and perform the calibration per layer and periodically, unlike the related approaches.

**Privacy, Security and Bandwidth.** Scales and zero points are determined from public data on the server. Downlink overhead is negligible: the server broadcasts the per-layer quantization parameters. The upload bandwidth is \( p \) bits per weight, where \( p \) is the SECAGG finite group size (Section 3.1). Since the masks \( m_i \) are chosen in the integer range \([0, 2^p - 1]\), any masked integer representation taken modulo \( 2^p \) is statistically indistinguishable from any other vector.

#### 4.2.2 Pruning and Secure Aggregation

To enable linear decompression with random pruning, all clients will share a common pruning mask for each round. This can be communicated compactly before each round as a seed for a pseudo-random function. This
pruning mask seed is different from the SECAGG mask seed introduced in Section 3.1 and has a distinct role. Each client uses the pruning seed to reconstruct a pruning mask, prunes their model update $g_i$, and only needs to encrypt and transmit the unpruned parameters. The trade-off here is that some parameters are completely unobserved in a given round, as opposed to traditional pruning. SECAGG operates as usual and the server receives the sum of the tensor of unpruned parameters computed by participating clients in the round, which it can expand using the mask seed. We denote the pruning operator as $\phi$ applied to the original model update $g_i$, and the decompression operator as $d$ applied to a compressed tensor $\phi(g_i)$. Decompression is an expansion operation equivalent to multiplication with a sparse permutation matrix $P_i$ whose entries are dependent on the $i$’th client’s mask seed. Crucially, when all clients share the same mask seed within each round, we have $P_i = P$ for all $i$ and linearity of decompression is maintained:

$$d(\sum_i \phi(g_i)) = P(\sum_i \phi(g_i)) = \sum_i P_i \phi(g_i) = \sum_i d(\phi(g_i)) \approx \sum_i g_i.$$  

**Privacy, Security and Bandwidth.** Since the mask is random, no information leaks from the pruning mask. The downlink overhead (the server broadcasts one integer mask seed) is negligible. The upload bandwidth is simply the size of the sparse client model updates. Finally, there is no loss in security since each client uses standard SECAGG mechanism on the non-pruned entries.

### 4.2.3 Product Quantization and Secure Indexing

We next describe the Secure Indexing (SECIND) primitive, and discuss how to instantiate it. Recall that with PQ, each layer has its own codebook $C$ as explained in Section 4. Let us fix one particular layer compressed with codebook $C$, containing $k$ codewords. We assume that $C$ is common to all clients participating in the round. Consider the assignment matrix of a given layer $(A^i)_{m,n}$ for client $i$. From these, we seek to build the assignment histograms $H_{m,n} \in \mathbb{R}^k$ that satisfy $H_{m,n}[r] = \sum_i \mathbf{1}(A^i_{m,n} = r)$, where the indicator function $\mathbf{1}$ satisfies $\mathbf{1}(A^i_{m,n} = r) = 1$ if $A^i_{m,n} = r$ and 0 otherwise. A Secure Indexing primitive will produce $H_{m,n}$ while ensuring that no other information about client assignments or partial aggregations is revealed. The server receives assignment histograms from SECIND and is able to recover the aggregated update for each block indexed by $(m, n)$ as $\sum_r H_{m,n}[r] \cdot C[r]$. We describe how SECIND can be implemented with a TEE in Algorithm 2. Each client encrypts the assignment matrix, for instance with additive masking as described in Section 3.1 and sends it to the TEE via the server. Hence, the server does not have access to the plaintexts client-specific assignments. TEE decrypts each assignment matrix and for each block indexed by $(m, n)$ produces the assignment histogram. Compared to SECAGG, where the TEE receives an encrypted seed per client (a few bytes per client) and sends back the sum of the masks $m_i$ (same size as the considered model), SECIND receives the (masked) assignment matrices and sends back histograms for each round. SECIND can be implemented in other models, offering different trust paradigms, such as the multi-party computation setting (using two or more servers to operate on

---

**Algorithm 2 Secure Indexing (SECIND)**

1: **procedure** SECUREINDEXING(C)
2: Receive common codebook $C$ from server  \(\triangleright\) This happens inside the TEE
3: Initialize histograms $H_{m,n}$ to 0  \(\triangleright\) Each histogram for block $(m,n)$ has size $k$
4: **for** each client $i$ **do**
5: Receive and decrypt assignment matrix $A^i$
6: **for** each block index $(m,n)$ **do**
7: \[ r \leftarrow A^i_{m,n} \]  \(\triangleright\) Recover assignment of client $i$ for block $(m,n)$
8: \[ H_{m,n}[r] \leftarrow H_{m,n}[r] + 1 \]  \(\triangleright\) Update global count for codeword index $r$
9: Send back histograms $H_{m,n}$ to the server


Figure 2: We adapt scalar quantization (SQ) and pruning to the SECAGG protocol to enable efficient and secure uplink communications. We also present results for product quantization (PQ) under the proposed novel SECIND protocol. The $x$ axis is log-scale and represents the uplink message size. Baseline refers to SECAGG FL run without any uplink compression, shown as a horizontal line for easier comparison. Model size is indicated in plot titles. Uncompressed client updates are as large as the models when $p = 32$ (see Sec 3.1, shown as stars).

shares of the input). Encoding inputs as shares of one-hot vectors would lose the advantages of compression. Instead, each client can send evaluations of distributed point functions to encode each assignment [9]. These are represented compactly, but may require longer codewords to overcome the overheads.

**Privacy, Security and Bandwidth.** Codebooks are computed from public data while individual assignments are never revealed to the server. The downlink overhead of sending the codebooks is negligible as demonstrated in Section 5. The upload bandwidth in the TEE implementation is the assignment size, represented in $k$ bits (the number of codewords). For instance, with a block size $d = 8$ and $k = 32$ codewords, assignment storage costs are 5 bits per 8 weights, which converts to 0.625 bits per weight. The tradeoff compared to non-secure PQ is the restriction to a global codebook for all clients (instead of one tailored to each client), and the need to instantiate SECIND instead of SECAGG. Since the assignments are encrypted before being sent to the TEE, there is no loss in security. Here, any encryption mechanism (not necessarily relying on additive masking) would work.

5 Experiments

We evaluate the performance of the proposed approaches when adapted to SECAGG protocols. We study the relationship between uplink compression and model accuracy for the LEAF benchmark tasks. For scalar and product quantization we also analyze the impact of refresh rate for compression parameters on model performance.

5.1 Experimental Setup

We follow the setup of [41] and use the FLSim library for our experiments. All experiments are run on a single V100 GPU 16 GB (except for Sent140 where we use one V100 32 GB) and typically take a few hours to run.

**Tasks.** We run experiments on three datasets from the LEAF benchmark [10]: CelebA [38], Sent140 [20] and FEMNIST [35]. For CelebA, we train the same convolutional classifier as [41] with BatchNorm layers replaced by GroupNorm layers and 9,343 clients. For Sent140, we train an LSTM classifier for binary sentiment analysis with 59,400 clients. For FEMNIST, we train a GroupNorm version of the ResNet18 [25] for digit classification with 3,550 clients. We do not compress biases and norm layers due to their small overhead.

**Baselines.** We focus here on the (synchronous) FedAvg approach although, as explained in Section 4, the proposed compression methods can be readily adapted to asynchronous FL aggregation protocols. As in prior work, we keep the number of clients per round to at most 100, a small fraction of the total considered population.
Figure 3: Impact of the refresh rate of the compression operator by the server on the CelebA dataset. **Left:** scalar quantization (quantization parameters), fixing the quantization bit-width $b = 8$ ($p$ denotes the SECAGG bit-width). **Right:** for product quantization (codebooks), where $k$ denotes the number of codewords and $d$ the block size.

We report the average and standard deviation of accuracy over three independent runs for all tasks at different uplink byte sizes corresponding to various configurations of the compression operator.

**Implementation Details.** We refer the reader to [44] for full experiment details. The downlink overhead of sending the per-layer codebooks for product quantization is negligible. The convergence time in terms of rounds is similar for PQ runs and the non-compressed baseline. Note that outside a simulated environment, the wall-clock time convergence for PQ runs would be lower than the baseline since uplink communication would be more efficient, hence faster.

### 5.2 Results and Comparison with Prior Work

Results for efficient and secure uplink communications are displayed in Figure 2. We observe that PQ yields a consistently better trade-off curve between model update size and accuracy. For instance, on CelebA, PQ achieves $\times 30$ compression with respect to the non-compressed baseline at iso-accuracy. The iso-accuracy compression rate is $\times 32$ on Sent140 and $\times 40$ on FEMNIST (see [44] for detailed tables). Scalar quantization accuracy degrades significantly for larger compression rates due to the overflows at aggregations. Pruning gives intermediate tradeoffs between scalar quantization and product quantization.

The line of work that develops FL compression techniques is exemplified by FetchSGD [47] as detailed in Section 2, where the authors do not address SECAGG. Their results are not directly comparable to ours due to incomparable experimental setups (e.g., datasets and architectures). However, Figure 6 [44] mentions upload compression rates at iso-accuracy that are weaker than those obtained here with product quantization.

### 5.3 Ablation Studies

We investigate the influence of the frequency of updates of the compression operator $q$ for scalar quantization and pruning, and study the influence of the SECAGG bit-width $p$ on the number of overflows for scalar quantization.

**Update frequency of the compression operators.** In Figure 3, we show that for scalar quantization, the update periodicity only plays a role with low SECAGG bit-width values $p$ compared to the quantization bit-width $b$. For product quantization, the update periodicity plays an important role for aggressive compression setups corresponding to large block sizes $d$ or to a smaller number of codewords $k$. For pruning, we measure the impact of masks that are refreshed periodically. We observed that if we refresh the compression operator more frequently, staleness is reduced, leading to accuracy improvements.

**Overflows for scalar quantization.** As discussed in Section 4.2.1, we choose the SECAGG bit-width $p$ to be greater than quantization bit-width $b$ in order to avoid aggregation overflows. While it suffices to set $p$ to be $\lceil \log_2 n_c \rceil$ more than $b$, where $n_c$ is the number of clients participating in the round, reducing $p$ is desirable to
reduce uplink size. We studied the impact of $p$ on the percentage of parameters that suffer overflows, and observed that there is a benefit to having some non-zero overflow margin size, but no clear correlation between margin size and accuracy.

6 Concluding Remarks

In this paper, we reconcile efficiency and security for uplink communication in Federated Learning. We propose to adapt existing compression mechanisms such as scalar quantization and pruning to the secure aggregation protocol by imposing a linearity constraint on the decompression operator. Our experiments demonstrate that we can adapt both quantization and pruning mechanisms to obtain a high degree of uplink compression with minimal degradation in performance and higher security guarantees. For achieving the highest rates of compression, we introduce SECIND, a variant of SECAGG well-suited for TEE-based implementation that supports product quantization while maintaining a high security bar. As mentioned in Section 1, we may want both SECAGG and Differential Privacy [11] to realize the full promise of FL as a privacy-enhancing technology. While our primary focus is on enabling efficient and secure uplink communication, we emphasize that the proposed approaches are compatible with user-level DP. For instance, at the cost of increasing the complexity of the trusted computing base, DP noise can be added natively by the TEE with our modified random pruning or scalar quantization approaches. For PQ and SECIND, we can have the TEE to add noise in the assignment space (i.e., outputting a noisy histogram), or to map the histogram to the codeword space and add noise there. Each option offers a different tradeoff between privacy, trust, and accuracy; we leave detailed evaluation to future work.
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Abstract

Federated optimization is a new form of distributed training on very large datasets that leverages many devices each containing local data. While decentralized computation can lead to significant speed-ups due to parallelization, some centralization is still required: devices must aggregate their parameter updates through synchronization across the network. The potential for communication bottleneck is significant. The two main methods to tackle this issue are (a) smarter optimization that decreases the frequency of communication rounds and (b) using compression techniques such as quantization and sparsification to reduce the number of bits machines need to transmit. In this paper, we provide a novel algorithm, Federated optimization algorithm with Acceleration and Quantization (FedAQ), with improved theoretical guarantees by combining an accelerated method of federated averaging, reducing the number of training and synchronization steps, with an efficient quantization scheme that significantly reduces communication complexity. We show that in a homogeneous strongly convex setting, FedAQ achieves a linear speedup in the number of workers $M$ with only $\tilde{O}(M^{\frac{1}{3}})$ communication rounds, significantly smaller than what is required by other quantization-based federated optimization algorithms. Moreover, we empirically verify that our algorithm performs better than current methods.

1 Introduction

Federated learning (FL) has attracted much attention from both academia and industry due to the increasing demand for large-scale distributed machine learning systems and preserving privacy-sensitive data on local devices such as smartphones and IoT devices. In federated learning, a number of clients collaboratively learn the global objective function by communicating with a central server without sharing any locally stored data in each local device. The research in Federated learning has identified four major challenges: communication efficiency, systems heterogeneity, statistical heterogeneity, and privacy [19]. In this paper, we focus on communication efficiency that is of primary interest in cross-device settings when there is a heavy communication burden with many edge computing devices and limited network bandwidth. Two of the most widely used methods to reduce the communication cost are federated averaging optimization and randomized compression techniques.

In federated averaging (FedAvg) [26], also called local SGD, each client locally updates its model with multiple stochastic gradient descent (SGD) steps, and a server aggregates model updates of clients. The server updates its own model parameters by averaging client models and then broadcasts the server parameters to all clients. This enables FL systems to achieve high communication efficiency with infrequent synchronization while showing better performance than distributed large mini-batch SGD [25]. Due to the significant empirical success...
of FedAvg, researchers have proposed an interesting theoretical question: To what extent can we minimize the number of synchronizations in order to both guarantee convergence and achieve linear speedup in the number of workers $M$? For the strongly-convex and homogeneous settings, [15] was able to achieve a linear speedup in $M$ with $\mathcal{O}(M)$ communication rounds, which is the state-of-the-art result for FedAvg convergence analysis. However, even with this progress on theoretical guarantees of FedAvg, it remains unclear whether further improvements on convergence time and communication efficiency can be achieved.

Applying acceleration methods to FL has led to improved convergence, with [43] providing a faster version of FedAvg with provably stronger bounds. For the strongly-convex and homogeneous setting, their algorithm achieves a linear speedup in $M$ with only $\mathcal{O}(M^{\frac{1}{2}})$ communication rounds. Hence, the accelerated version of federated averaging requires a much smaller number of communication rounds than FedAvg to achieve the same accuracy. At present, this remains the best result for strongly-convex and homogeneous local data distribution settings. In addition to reducing the required number of communication rounds, another powerful way to build communication-efficient FL systems is to reduce the number of bits that need to be transmitted at each synchronization. [27, 9] have shown that such compression techniques, which include quantization, reduce communication costs and guarantee convergence (See Table 14).

In this work, we provide a novel algorithm, Federated optimization algorithm with Acceleration and Quantization (FedAQ), to solve the severe communication bottleneck problem in FL systems. FedAQ is the first federated optimization algorithm that successfully incorporates multiple local update schemes, acceleration, and quantization for master-worker topology. Although these three key desiderata of Federal Learning systems have individually been shown to build communication-efficient FL systems, it is not obvious if or how acceleration techniques can lead to faster convergence even for quantization-based methods. We answer this question by showing that FedAQ converges for strongly-convex and homogeneous local data distribution settings without any additional strong assumptions.

Let $T$ be the number of total parallel iterations, $K$ be the number of total communication rounds. We compare our results to previous methods in Table 14 and highlight the following contributions:

1. FedAQ has a convergence rate of $\mathcal{O}(\frac{1+q}{MT^2} + \frac{1+q}{TK})$ which is better than the $\mathcal{O}(\frac{1+q}{MT^2} + \frac{1}{TK})$ convergence of [9], the state of the art in quantization based methods. Here $q$ is a parameter that measures the effectiveness of the quantization scheme (see Assumption 1). This allows FedAQ to obtain linear speedup with only $\mathcal{O}(M^{\frac{1}{2}})$ communication rounds whereas [9] requires $\mathcal{O}(M^{\frac{1}{4}})$ rounds. The faster convergence in number of

---

1. Linear speedup in the number of workers is a desirable property in parallel computing which implies that the task takes half as much time if the number of workers are doubled.
communication rounds also implies that FedAQ can achieve better convergence than \cite{9} by using many fewer communication rounds. Thus, although FedAQ sends two iterates in each communication round, that is the bits communicated in each round are twice many compared to \cite{9} for the same level of quantization, FedAQ requires much smaller total communication costs due to the large reduction in synchronization rounds.

2. When comparing FedAQ to Accelerated Federated learning, we observe that FedAQ has similar convergence and requires the same number of communication rounds as \cite{43}. In each communication round of \cite{43}, every client sends the complete iterates to the server without any quantization. To effectively obtain a convergence rate of $O\left(\frac{\sqrt{T}}{T}\right)$, it needs to send each value with a precision of $d_{\text{full}} = O(\log (MT))$ bits. In comparison, if we use the low precision quantizer (See section 3 Example 1) given by \cite{1}, FedAQ needs to send only $d_{\text{quant}} = O(\log \frac{1}{q})$ bits for each value. Since $q$ is a constant, $d_{\text{quant}} \ll d_{\text{full}}$. The extra $1 + q$ term in the convergence for FedAQ can be offset by scaling the number of local updates by $1 + q$, which is cheaper than expensive data communication. Thus, FedAQ obtains the same convergence as \cite{43} using as many communication rounds but by sending many fewer bits per round.

Finally, we empirically verify that our algorithm exhibits better performance than baselines, FedPAQ \cite{27}, FedCOMGATE \cite{9}, FedAC \cite{43}, and FedAvg \cite{26} on classical vision datasets such as MNIST \cite{18} and CIFAR-10 \cite{17}.

\section{Related Works}

The first guarantee for FedAvg, showing that it converges at the same rate as mini-batch SGD in strongly convex scenarios, was shown by \cite{30} in the IID setting. The further convergence analysis of FedAvg for non-convex functions was laid out in a number of published works \cite{36, 8, 42}. Followup work has managed to remove unnecessary assumptions, such as uniformly bounded gradients, to achieve better convergence rates \cite{36, 31, 15, 40}. Moreover, \cite{20, 10, 21, 15, 14} define scenarios that depart from the IID framework, analyzing the convergence of FedAvg and its variants in settings with heterogeneous data distributions.

Reducing the transmitted bits between a server and clients through compression techniques is pivotal to saving communication costs in federated learning. This motivates researchers to develop various compression techniques such as sparsification and quantization without significantly sacrificing accuracy \cite{16, 1, 32, 29, 4, 34, 33, 11, 3, 28}. \cite{27} shows near-optimal theoretical guarantees of the first federated optimization algorithm that incorporates federated averaging, partial node participation, and quantization in homogeneous local data distribution settings. \cite{9} further provide improved convergence rates for both homogeneous and heterogeneous settings.

We can achieve better communication efficiency by applying acceleration methods into client updates. \cite{43} has proposed the first provable acceleration of FedAvg that achieves a linear speedup with the fewest communication rounds. Several other works aim to achieve communication efficiency by using momentum or adaptive optimizers \cite{41, 13, 37}. It is important to note that our work is not the first to combine acceleration and quantization. \cite{23, 24}, for example, propose compressed and accelerated distributed optimization methods that are neither stochastic nor FedAvg variants. \cite{29} proposes communication efficient momentum SGD for decentralized optimization. \cite{22, 38} show that distributed and federated versions of adaptive optimizers along with gradient compression can lead to similar convergence rates as their non-compressed counterparts. But these works do not achieve the core result of the present paper, which is the reduced communication complexity via a faster convergence rate and a linear speedup with the small number of communication rounds. To the best of our knowledge, FedAQ is the first accelerated version of federated averaging for master-worker topology that successfully integrates a quantization scheme and provides rigorous convergence guarantees.

\footnote{More details on this are discussed in section 5.5.3}
3 Problem Setup

In this paper, we build our algorithm based on federated learning with captain-worker topology where $M$ local devices contain their own local data, and a server aggregates local parameter updates without sharing any data during synchronization rounds. Since we focus on homogeneous local data distribution settings for the convergence analysis of our algorithm, we define the distributed stochastic optimization problem as below.

$$\min_{w \in \mathbb{R}^d} F(w) := \mathbb{E}_{z \sim D}[f(w; z)]$$

In our convergence analysis, we assume $F$ is strongly-convex. Each client can access $F$ at $w$ via oracle $\nabla f(w; z)$ because all clients have the same loss function $f$. Also, every local device has the same local data distribution $D$. Moreover, we use the full participation of nodes for local updates and synchronizations.

3.1 Assumptions

Let us clarify assumptions on the unbiased quantizer $Q$, the global objective function $F$, and the unbiased gradient estimator $\nabla f$.

Assumption 1: The variance of the unbiased quantizer $Q$ is bounded by the squared of $l_2$-norm of its argument, i.e., $\mathbb{E}[Q(x)|x] = x$, $\mathbb{E}[\|Q(x) - x\|^2|x] \leq q\|x\|^2$.

For example, a well-known randomized quantizer which satisfies Assumption 1 is low-precision quantizer in [1].

Example 1. (Low-precision quantizer) Given $x \in \mathbb{R}^d$, the quantizer $Q : \mathbb{R}^d \rightarrow \mathbb{R}^d$ is defined by

$$Q_i(x) = \text{sign}(x_i) \cdot \|x\| \cdot \xi_i(x, s), \quad i \in [d]$$

$\xi_i$ is defined as below.

$$\xi_i(x, s) = \begin{cases} \frac{l+1}{s}, & \text{with probability } \frac{|x_i|}{\|x\|} s - l \\ \frac{l}{s}, & \text{o/w} \end{cases}$$

$s$ is the number of quantization levels. $l \in [0, s]$ is an integer which satisfies $\frac{|x_i|}{\|x\|} \in \left[\frac{l}{s}, \frac{l+1}{s}\right)$.

Assumption 2: $F$ is $\mu$-strongly convex, i.e., $F(w_1) \geq F(w_2) + \langle \nabla F(w_2), w_1 - w_2 \rangle + \frac{1}{2}\mu\|w_1 - w_2\|^2$ for any $w_1, w_2 \in \mathbb{R}^d$.

Assumption 3: $F$ is $L$-smooth, i.e., $F(w_1) \leq F(w_2) + \langle \nabla F(w_2), w_1 - w_2 \rangle + \frac{1}{2}L\|w_1 - w_2\|^2$ for any $w_1, w_2 \in \mathbb{R}^d$.

Assumption 4: $\nabla f(w; \xi)$ is unbiased and variance bounded, i.e., $\mathbb{E}_\xi[\nabla f(w; \xi)] = \nabla F(w)$, $\mathbb{E}_\xi[\|\nabla f(w; \xi) - \nabla F(w)\|^2] \leq \sigma^2$ for any $w \in \mathbb{R}^d$.

3.2 Notation

We use $\tau, K$ to respectively denote the number of local updates and total communication rounds, which means the total number of iterations $T$ at each node satisfies $T = K\tau$. Since we consider a strongly-convex case, we can find the optimal point $w^*$ and denote the optimal function value as $F^* := F(w^*)$. The local parameter $w_{m,t}^{ag}$ indicates the parameter of the $m$-th local model after $k$th synchronization followed by $t$ local SGD updates. There are other types of parameters such as $w_{k,t}^{ag,m}$ and $w_{k,t}^{md,m}$, and we obtain two types of parameters $w_k$ and $w_k^{ag}$ in the server side after $k$th synchronization. More details on these parameters will be discussed in the next section.
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4 FedAQ Algorithm

We propose a novel communication efficient algorithm that combines an accelerated variant of federated averaging and an efficient quantization scheme. Our FedAQ algorithm has two main parts: (1) multiple accelerated local updates and (2) communication with quantization. Both components contribute to achieving better communication efficiency than other previous federated algorithms. The entire process is summarized in Algorithm 3.

4.1 Multiple Accelerated Local Updates

The FedAvg algorithm, proposed by [26], is widely used for federated learning to improve communication efficiency by reducing communication rounds with multiple local SGD updates. [43] provide FedAC that replaces the stochastic gradient updates of FedAvg by accelerated version of SGD by [6] resulting in a linear speedup in $M$ with fewer communication rounds than FedAvg.

Thus, we apply the FedAC scheme to multiple updates of each local model. Since previous quantization-based federated optimization algorithms are FedAvg variants with no acceleration, the accelerated method enables our algorithm to gain better communication efficiency than others.

As you can see in Algorithm 3, we need two more local parameters $w^{ag,m}_{k,t}$ and $w^{md,m}_{k,t}$ for acceleration in addition to the main local parameter $w^{m}_{k,t}$. $w^{ag,m}_{k,t}$ aggregates the past iterates, and the gradients are queried at the auxiliary parameter $w^{md,m}_{k,t}$. While typical FL algorithms without acceleration only have a learning rate $\eta$ as their hyperparameter, the general acceleration scheme makes our algorithm flexible due to four hyperparameters $\alpha, \beta, \eta, \gamma$. $\alpha, \beta$ are hyperparameters related to coupling coefficients, and $\eta, \gamma$ stand for learning rates respectively for $w^{ag,m}_{k,t}, w^{ag}_m$. The flexibility of hyperparameters enables the fast convergence speed of FedAQ, but naively chosen hyperparameters also cause unstable training of FedAQ. We discuss the exact choice of hyperparameters in section 5. Unlike FedAC, that requires each client to communicate the exact iterates to the server with high precision, we discuss in the following subsection how FedAQ incorporates quantization techniques to reduce communication cost.

4.2 Communication with Quantization

In cross-device federated learning, a large amount of communicated messages from a number of devices and the limited communication bandwidth can lead to severe communication bottlenecks. Therefore, in this scenario, an efficient quantization scheme can significantly reduce the size of communicated messages and make communication between local devices and a server faster. We apply the same unbiased quantizer used in [9] that satisfies Assumption 1. In contrast with other quantization-based federated optimization algorithms [27, 9], the algorithmic novelty of FedAQ is based on applying quantization to two model parameter updates, which is required in order to simultaneously reduce the frequency of communication and the volume of communicated bits. To the best of our knowledge, this is the first quantization-based method that achieves the accelerated rate with the dramatic reduction in communication cost. To be specific on the communication process, after each client $m$ obtains $w^{m}_{k,\tau}, w^{ag,m}_{k,\tau}$ through $\tau$ accelerated local iterations, each client quantizes the difference between $w^{m}_{k,\tau}, w^{ag,m}_{k,\tau}$ and the most recent server models $w_k, w^ag_k$. Then, a server aggregates $Q(w^{m}_{k,\tau} - w_k), Q(w^{ag,m}_{k,\tau} - w^ag_k)$ from all clients. After dequantizing those messages, the server obtains the following new models $w_{k+1}, w^ag_{k+1}$ and broadcasts them back to each client.
We add two more conditions

We add one more condition

We carefully determine two parameter condition sets that theoretically ensure the convergence guarantees. The

Algorithm 3 Federated Accelerated SGD with Quantization (FedAQ)

5 Convergence Analysis

The rigorous theoretical guarantees of reducing communication complexity under strongly-convex and ho-
mogeneous assumptions should come first to ensure the significance of FedAQ as one of the standards of
communication-efficient federated optimization algorithms. Proving convergence guarantees of FedAQ even
under these assumptions requires careful consideration of the approximation error induced by the quantization
scheme combined with the convergence analysis of acceleration based methods. To recall, in FedAQ the server
aggregates two quantized local updates $Q$ in each round. If we simply try to generalize the convergence guarantee of FedAC to incorporate the
quantization variance costs, the proof techniques from earlier quantization-based methods cannot be directly
applied, as we now have two additional quantization error terms that contribute to the overall cost. A significant
amount of additional effort is required in order to account for this new quantization error.

In this section, we first define two condition sets of hyperparameters used for the convergence analysis
of FedAQ. Then, we provide the proof sketch of FedAQ under one such condition set that leads to the better
convergence rate $\tilde{O}(\frac{1+q}{M\tau} + \frac{1+q}{K})$. The full proofs of lemmas, theorems, and corollaries under both condition sets
are elaborated in section 5.3 and section 5.4. Finally, we discuss how we obtain the new convergence rate for [9]
and look into more theoretical details on contribution 2 in Introduction.

5.1 Two Parameter Condition Sets

We carefully determine two parameter condition sets that theoretically ensure the convergence guarantees. The
first one is

$$\eta, \gamma \in \left(0, \frac{1}{L}\right], \gamma = \max \left(\frac{\eta}{\mu\tau}, \eta\right), \alpha = \frac{1}{\gamma\mu}, \beta = \alpha + 1$$

(34)

We add one more condition $\gamma \in (0, \frac{1}{L}]$ to the FedAC-I condition [43] and create our parameter condition set (34).

The second one is

$$\eta, \gamma \in \left(0, \frac{1}{L}\right], \gamma = \max \left(\frac{\eta}{\mu\tau}, \eta\right), \alpha = \frac{3}{2\gamma\mu} - \frac{1}{2}, \beta = \frac{2\alpha^2 - 1}{\alpha - 1}, \gamma\mu \leq \frac{3}{4}$$

(35)

We add two more conditions $\gamma \in (0, \frac{1}{L}]$ and $\gamma\mu \leq \frac{3}{4}$ to the FedAC-II condition to build our parameter condition set (35). Even though quantization adds complexity to the algorithm, these weak assumptions are the only
Where \( D(\gamma, \tau) \) is defined as

\[
D(\gamma, \tau) = (1 - \frac{1}{3}\gamma\mu)^7 + \frac{q}{M} \left( \gamma^2 \mu \left( \frac{8\mu}{3} + 2L \right) + 2\gamma^2 L \left( \frac{\mu}{3} + L \right)^2 \right) \tau^2
\]

additional terms due to quantization

We get the inequality between \( \Phi_k \) and \( \Phi_{k+1} \) by finding the upper bounds of error terms due to multiple(\( \tau \)) local steps and the quantization step. The upper bound of the error caused by multiple local steps is obtained...
with the help of the analysis in [43] (See Proposition 19). Also, we get the tight upper bound of the error due to quantization with our new proof techniques (See Proposition 20, 21, 22). The key challenge in bounding the quantization error terms comes from representing the upper bound of variances of the quantizer $Q$ on two local updates $w_{k, r} - w_k, w_{k, r} - w_k$ in the form of a server potential $\Phi_k$. Some terms in Lemma 5 are similar to those in Lemma C.2 of the FedAC paper [43], but our lemma contains additional terms that emerge from the quantization scheme.

For the next step, by telescoping Lemma 5 we obtain the main theoretical result Theorem 6. Theorem 6 represents how $\Phi_K$ decreases from the initial potential $\Phi_0$ as a communication round $K$ increases. Since we aim to telescope Lemma 5 $D(\gamma, \tau)$ should be smaller than 1. Specifically, we show $D(\gamma, \tau) \leq 1 - \frac{1}{\gamma} \mu \tau$ with condition (36) (See section 5.4.2). That's why Theorem 6 requires the learning rate $\gamma$ to satisfy the certain condition (36).

**Theorem 6**: Let $F$ be $\mu$-strongly convex, and assume Assumption 1, 2, 3, 4 then for the parameter condition set (35), $\tau \geq 2$, if the learning rate $\gamma$ satisfies

$$
\left( \frac{1}{9} \mu^2 + \frac{q}{M} \left( \mu \left( \frac{8}{3} \mu + 2L \right) + 2L \left( \frac{\mu}{3} + L \right) \right) \right) \gamma \leq \frac{1}{6} \mu
$$

FedAQ yields

$$
E[\Phi_K] \leq \exp \left(-\frac{1}{6} \max(\eta \mu, \sqrt{\eta \mu}) K \tau \right) \Phi_0 + \frac{2(2q + 1)\eta \frac{1}{2} \sigma^2}{\mu^{\frac{3}{2}} M \tau^\frac{1}{2}} + \frac{8(q + 25)\eta 2L^2 \tau \sigma^2}{\mu} + \frac{3qL \left( \frac{2L}{3} + L \right) \eta^2 \tau^\frac{3}{2} \sigma^2}{\mu M} + \frac{3qL \left( \frac{2L}{3} + L \right) \eta^2 \tau^2 \sigma^2}{\mu M}
$$

We get the convergence rate of FedAQ with respect to $\eta$ under the condition set (35). The final step is to tune $\eta$ appropriately and obtain a more intuitive form of convergence rate that we can easily analyze a linear speedup in $M$. The exact form of this can be found in Corollary 23. Here, we introduce the simplified form of Corollary 23

**Corollary 7**: (Simplified form of Corollary 23) Note that $T = K \tau$. For $\eta = \min(\frac{1}{T}, \hat{\Theta}(\frac{\mu T}{\mu T}))$, FedAQ yields

$$
E[\Phi_K] \leq \min \left( \exp\left(-\frac{\mu T}{6L}, \exp\left(-\frac{\mu^\frac{3}{2} T}{6L^\frac{1}{2} \tau^\frac{1}{2}} \right) \right) \Phi_0 + \hat{\Theta}(\frac{1 + q}{\mu MT}) \mu^3 T^4 \frac{\tau^2 \sigma^2}{\mu M T^3} \right)
$$

The convergence rate of FedAQ under the condition set (34) is obtained in a similar way. The convergence analysis under the condition set (34) is elaborated as Lemma 10, Theorem 16 and Corollary 17 in section 5.3

**Remark 8**: The above convergence rate is worse than the convergence rate of FedAC-II according to Theorem C.13 in [43] because there are additive terms related to the quantization noise $q$ in our case. Let’s figure out the dominant terms with $\hat{O}$ notation from the above convergence rate. Here, we replace $\tau$ with $\frac{T}{K}$. At first, we can ignore the first term because it decreases exponentially. The second term I would be $\hat{O}(\frac{1 + q}{\mu MT})$. Then, the third term II becomes $\hat{O}(\frac{1 + q}{\mu T}) = \hat{O}(\frac{1 + q}{T K \frac{1}{2}})$. Finally, the last term III turns into $\hat{O}(\frac{q \frac{1}{2} \sigma^2}{\mu^3 T^4}) = \hat{O}(\frac{\sigma^2}{\mu^3 T^4})$. Thus, the overall convergence rate of FedAQ under the condition set (35) would be $\hat{O}((\frac{1}{MT} + \frac{1}{T K \frac{1}{2}}))$. Similarly, we obtain the simplified convergence rate of FedAQ under the condition set (34) from three terms (14), (15), (16) of Corollary 17. In this case, the convergence rate of FedAQ is $\hat{O}(\frac{M}{1 + q} \frac{1}{2})$, and the required number of communication rounds to achieve a linear speedup in $M$ is $\hat{O}(\frac{M}{1 + q} \frac{1}{2})$. 
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Remark 9: As we mention above, FedAQ converges at rate $\tilde{O}(\frac{1+q}{MT})$, which is better than the convergence rate of [9] $\tilde{O}(\frac{1+q}{MT} + \frac{1+q}{T\kappa})$. To our knowledge, [9] obtain the best convergence rate among previous quantization-based federated optimization algorithms. Actually, in the strongly-convex and homogeneous case, [9] provide different convergence rate $O(\frac{K}{\gamma^2} + \frac{(q+1)K}{M+1} + \frac{1}{\gamma M})$, where $\gamma$ is a learning rate for the server updates. They achieve this convergence rate by tuning $\gamma = \frac{1}{2L(\frac{1}{M} + T\kappa)\gamma}$. However, we cannot say this algorithm achieves a linear speedup in this scenario. That’s why we provide a new convergence rate $O(\frac{1+q}{MT} + \frac{1}{\gamma M})$ for [9] by tuning $\gamma$ in a different way. This new $\gamma$ makes this algorithm achieve a linear speedup. Why the original $\gamma$ cannot achieve a linear speedup and how we get new $\gamma$ can be found in section 5.5.

5.3 Proof Details for FedAQ under Condition Set (34)

Before diving into proof details, we define $\bar{w}_{k,\tau}, \bar{w}^{ag}_{k,\tau}, \Psi_{k,t}^{m}, \Psi_{k,t}, \psi_{k}, A^{m}_{k,t}$ as below.

$$
\bar{w}_{k,\tau} = \frac{1}{M} \sum_{m=1}^{M} w^{m}_{k,\tau}
$$

$$
\bar{w}^{ag}_{k,\tau} = \frac{1}{M} \sum_{m=1}^{M} w^{ag,m}_{k,\tau}
$$

$$
\Psi_{k,t}^{m} = F(w^{ag,m}_{k,t}) - F^{*} + \frac{1}{2\mu}||w^{m}_{k,t} - w^{*}||^{2}
$$

$$
\Psi_{k,t} = \frac{1}{M} \sum_{m=1}^{M} F(w^{ag,m}_{k,t}) - F^{*} + \frac{1}{2\mu}||\bar{w}_{k,t} - w^{*}||^{2}
$$

$$
\Psi_{k} = \Psi_{k,0} = F(w^{ag}_{k}) - F^{*} + \frac{1}{2\mu}||w_{k} - w^{*}||^{2}
$$

$$
A^{m}_{k,t} = \frac{\gamma^{2}\mu^{2}(\mu + L)}{(1 + \gamma\mu)^{2}} ||w^{m}_{k} - w^{ag,m}_{k,t}||^{2} + \gamma^{2}(\mu + L) \frac{2L}{1 + \gamma\mu} \Psi_{k,t}^{m}
$$

The above notations are essential to our convergence analysis. Intuitively, if the FedAQ algorithm converges to the optimal point, $\bar{w}_{k,\tau}, \bar{w}^{ag}_{k,\tau}$ become $w^{*}$, and $\Psi_{k,t}^{m}, \Psi_{k,t}, \psi_{k}, A^{m}_{k,t}$ become 0. In order to denote the $\sigma$-algebra generated by $\{w^{m}_{k,t}, w^{ag,m}_{k,t}, \Psi_{k,t}^{m}, \Psi_{k,t}, \psi_{k}, A^{m}_{k,t} \}$, we use $\mathcal{F}_{k,t}$.

5.3.1 Proof of Lemma [10]

Lemma 10: Let $F$ be $\mu$-strongly convex, and assume Assumption [1][2][3][4] then for $\alpha = \frac{1}{\gamma\mu}, \beta = \alpha + 1, \gamma \in [\frac{1}{\eta}, \sqrt{\frac{1}{\mu}}], \eta, \gamma \in (0, \frac{1}{L})$, $T \geq 2$, FedAQ yields

$$
\mathbb{E}[\Psi_{k+1}] \leq \frac{C(\gamma, \tau)}{\mathbb{E}[\Psi_{k}]} + \frac{1}{2}(\eta^{2}L + \frac{\gamma^{2}\mu}{M})\tau\sigma^{2} + \gamma\mu L\tau \cdot \max_{0 \leq \ell \leq \tau} \mathbb{E}\left[ \frac{1}{M} \sum_{m=1}^{M} ||\bar{w}^{md}_{k,t} - w^{md,m}_{k,t}||^{2} \right] + \frac{1}{1 + \gamma\mu}(\bar{w}_{k,t} - w^{m}_{k,t}) + \frac{\gamma\mu}{1 + \gamma\mu}(w^{ag}_{k} - w^{ag,m}_{k,t})||^{2} + \frac{q}{2M}(\gamma^{2}\mu + \eta^{2}L)\tau\sigma^{2} + \frac{q}{2M}(\frac{(\gamma - \eta)^{2}\gamma^{2}\mu^{2}(\mu + L)}{(1 + \gamma\mu)^{2}} + \frac{\gamma^{4}(\mu + L)^{2}L}{1 + \gamma\mu})\tau^{3}\sigma^{2}
$$

Additional terms due to quantization
Where \(C(\gamma, \tau)\) is defined as
\[
C(\gamma, \tau) = (1 - \gamma \mu)^T + \frac{q}{M} \left( \frac{4 \gamma^2 \mu (\mu + L)}{1 + \gamma \mu} + \frac{2 L \gamma^2 (\mu + L)}{1 + \gamma \mu} \right) \tau^2
\]
Additional terms due to quantization

In this section, we first introduce five crucial Propositions for proving Lemma 10. Then, we prove Lemma 10 by using Propositions in the last part of this section.

**Proposition 11:** Let Assumption 1 hold and consider any \(k\) synchronization round. Then, we can decompose the expectation as follows:
\[
\mathbb{E}[\|w_{k+1} - w^*\|^2] = \mathbb{E}[\|w_{k+1} - \bar{w}_{k,\tau}\|^2] + \mathbb{E}[\|\bar{w}_{k,\tau} - w^*\|^2]
\]
\[
\mathbb{E}[F(w^a_{k+1}) - F^*] = \mathbb{E}[F(w^a_{k+1}) - \frac{1}{M} \sum_{m=1}^{M} F(w^a_{k,m})] + \mathbb{E}[\frac{1}{M} \sum_{m=1}^{M} F(w^a_{k,m}) - F^*]
\]

**Proof of Proposition 11** The second equality is trivial. Let’s focus on the first equality. By Assumption 1, the quantizer \(Q\) is unbiased and we get,
\[
\mathbb{E}_Q[w_{k+1}] = w_k + \frac{1}{M} \sum_{m=1}^{M} \mathbb{E}_Q[w^a_{k,m} - w_k] = \frac{1}{M} \sum_{m=1}^{M} w^a_{k,m} = \bar{w}_{k,\tau}
\]
Thus, we finally obtain
\[
\mathbb{E}[\|w_{k+1} - w^*\|^2] = \mathbb{E}[\|w_{k+1} - \bar{w}_{k,\tau} + \bar{w}_{k,\tau} - w^*\|^2]
\]
\[
= \mathbb{E}[\|w_{k+1} - \bar{w}_{k,\tau}\|^2] + \mathbb{E}[\|\bar{w}_{k,\tau} - w^*\|^2]
\]

**Proposition 12:** Let \(F\) be \(\mu\)-strongly convex, and assume Assumption 2, 3, 4 then for \(\alpha = \frac{1}{\gamma \mu}, \beta = \alpha + 1, \gamma \in [\eta, \sqrt{\frac{\eta}{\mu}}], \eta \in (0, \frac{1}{L}]\), FedAQ yields
\[
\mathbb{E}[\Psi_{k,\tau}] \leq (1 - \gamma \mu)^T \mathbb{E}[\Psi_k] + \frac{1}{2} (\eta^2 L + \frac{\gamma^2 \mu}{M}) \sigma^2 + \gamma \mu L \tau
\]
\[
\cdot \max_{0 \leq t < \tau} \mathbb{E}[\frac{1}{M} \sum_{m=1}^{M} \|\bar{w}_{md} - w^a_{md,m} - w^m_{k,t}\|] \leq \frac{1}{1 + \gamma \mu} (\bar{w}_{k,t} - w^m_{k,t}) + \frac{\gamma \mu}{1 + \gamma \mu} (\bar{w}^a_{ag,k,t} - w^{ag}_{ag,m})
\]

**Proof of Proposition 12** We refer to the proof of Lemma B.2 in [43]. There is no quantization between \(\Psi_{k,\tau}\) and \(\Psi_k\). Thus, we can directly apply useful inequalities in the proof of Lemma B.2 in [43] to our proof. Then, we obtain
\[
\mathbb{E}[\Psi_{k,t+1} | F_{k,t}] \leq (1 - \gamma \mu) \Psi_{k,t} + \frac{1}{2} (\eta^2 L + \frac{\gamma^2 \mu}{M}) \sigma^2 + \gamma \mu L
\]
\[
\cdot \frac{1}{M} \sum_{m=1}^{M} \|\bar{w}_{md} - w^a_{md,m} - w^m_{k,t}\| \leq \frac{1}{1 + \gamma \mu} (\bar{w}_{k,t} - w^m_{k,t}) + \frac{\gamma \mu}{1 + \gamma \mu} (\bar{w}^a_{ag,k,t} - w^{ag}_{ag,m})
\]
From the above relationship between $Ψ_{k,t+1}$ and $Ψ_{k,t}$, we get

$$E[Ψ_{k,τ}] \leq (1 - γμ)τE[Ψ_k] + \left( \sum_{t=0}^{τ-1} (1 - γμ)^t \right) \frac{1}{2}(η^2 L + \frac{γ^2 μ}{M})τ^2 + γμLτ \sum_{t=0}^{τ-1} \left\{ (1 - γμ)^{τ-t-1} \right\} \left\{ \left( Ψ_{k,t} - Ψ_{k,t+1} \right) \right\}$$

$$E\left[ \frac{1}{M} \sum_{m=1}^{M} \left\| \bar{w}_{k,t} - w^m_{k,t} \right\|^2 \right] \leq (1 - γμ)^τE[Ψ_k] + \frac{1}{2}(η^2 L + \frac{γ^2 μ}{M})τ^2 + γμLτ \max_{0 ≤ t < τ} E\left[ \frac{1}{M} \sum_{m=1}^{M} \left\| \bar{w}_{k,t} - w^m_{k,t} \right\|^2 \right]$$

**Proposition 13:** Let Assumption 1 hold. Then, we have

$$E[∥w_{k+1} - \bar{w}_{k,τ}∥^2] \leq \frac{q}{M^2} \sum_{m=1}^{M} E[∥w^m_{k,τ} - w_k∥^2]$$

$$E[F(w^ag_{k+1}) - \frac{1}{M} \sum_{m=1}^{M} F(w^ag_{k,τ})] \leq \frac{qL}{2M^2} \sum_{m=1}^{M} E[∥w^ag_{k,τ} - w^ag_k∥^2]$$

**Proof of Proposition 13** First, let’s consider the first inequality. According to Assumption 1 we get

$$E[∥w_{k+1} - \bar{w}_{k,τ}∥^2] = E[∥w_k + \frac{1}{M} \sum_{m=1}^{M} Q(w^m_{k,τ} - w_k) - \frac{1}{M} \sum_{m=1}^{M} w^m_{k,τ}∥^2]$$

$$= E[∥\frac{1}{M} \sum_{m=1}^{M} Q(w^m_{k,τ} - w_k) - (w^m_{k,τ} - w_k)∥^2]$$

$$= \frac{1}{M^2} \sum_{m=1}^{M} E[∥Q(w^m_{k,τ} - w_k) - (w^m_{k,τ} - w_k)∥^2] \leq \frac{q}{M^2} \sum_{m=1}^{M} E[∥w^m_{k,τ} - w_k∥^2]$$

The third equality comes from the unbiasedness of $Q$, and the last inequality stems from the variance assumption of $Q$. Similarly, we obtain
Thus, let's sequentially compute

$$\text{Proposition 14: Let } F \text{ be } \mu\text{-strongly convex, and assume Assumption 2, 3, 4, then for } \alpha = \frac{1}{\gamma \mu}, \beta = \alpha + 1, \gamma \in [\eta, \sqrt{\frac{\mu}{\eta}}], \eta, \gamma \in (0, \frac{1}{\mu}], \text{we get}$$

$$\mathbb{E}[\mathcal{A}^m_{k,0}] \leq \mathbb{E}[\mathcal{A}^m_{k,0}] + \left(\frac{(\gamma - \eta)^2(\mu + L)}{1 + \gamma \mu} + \frac{\gamma^2(\mu + L)^2L}{\mu^2}\right) \cdot \left(1 - (1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu})\right)$$

**Proof of Proposition 14** From the notation mentioned in the beginning of section 5.3

$$\mathbb{E}[\mathcal{A}^m_{k,t+1} | \mathcal{F}_{k,t}] = \frac{\gamma^2 \mu^2 (\mu + L)}{(1 + \gamma \mu)^2} \mathbb{E}[||w^m_{k,t+1} - w^ag_{k,t+1}||^2 | \mathcal{F}_{k,t}] + \gamma^2 (\mu + L) \frac{2L}{1 + \gamma \mu} \mathbb{E}[\Psi^m_{k,t+1} | \mathcal{F}_{k,t}]$$

(37)

Thus, let's sequentially compute $$\mathbb{E}[||w^m_{k,t+1} - w^ag_{k,t+1}||^2 | \mathcal{F}_{k,t}]$$ and $$\mathbb{E}[\Psi^m_{k,t+1} | \mathcal{F}_{k,t}]$$. 

$$\mathbb{E}[||w^m_{k,t+1} - w^ag_{k,t+1}||^2 | \mathcal{F}_{k,t}] = \mathbb{E}[|| (1 - \alpha^{-1})w^m_{k,t} + \alpha^{-1}w^md_{k,t} - \gamma g^m_{k,t} - w^ag_{k,t} ||^2 | \mathcal{F}_{k,t}]$$

$$= \mathbb{E}[|| (1 - \alpha^{-1})w^m_{k,t} - w^md_{k,t} - (\gamma - \eta)g^m_{k,t} ||^2 | \mathcal{F}_{k,t}]$$

$$\leq (1 - \alpha^{-1})^2 ||w^m_{k,t} - w^md_{k,t}||^2 + (\gamma - \eta)^2 ||\nabla F(w^md_{k,t})||^2$$

$$+ (\gamma - \eta)^2 \sigma^2 - 2(\gamma - \eta)(1 - \alpha^{-1})(w^m_{k,t} - w^md_{k,t}), \nabla F(w^md_{k,t}) \rangle$$

$$\leq (1 - \alpha^{-1})^2 (1 + \frac{\gamma}{\mu}) ||w^m_{k,t} - w^md_{k,t}||^2$$

$$+ (\gamma - \eta)^2 \frac{1}{1 + \gamma \mu} ||\nabla F(w^md_{k,t})||^2 + (\gamma - \eta)^2 \sigma^2$$

$$= (1 - \mu)^2 ||w^m_{k,t} - w^ag_{k,t}||^2 + (\gamma - \eta)^2 \frac{1 + \gamma \mu}{\gamma \mu} ||\nabla F(w^md_{k,t})||^2 + (\gamma - \eta)^2 \sigma^2$$
Here, we need to bound $\|\nabla F(w_{k,t}^{md,m})\|^2$.

$$
\|\nabla F(w_{k,t}^{md,m})\|^2 \leq 2L(F(w_{k,t}^{md,m}) - F^*) \quad (\because \text{Assumption 3})
$$

$$
\leq 2L\left(\beta^{-1}(F(w_{k,t}^{md,m}) - F(w^*)) + (1 - \beta^{-1})(F(w_{k,t}^{ag,m}) - F^*)\right)
\leq \beta^{-1}L^2\|w_{k,t}^{md,m} - w^*\|^2 + 2(1 - \beta^{-1})L(F(w_{k,t}^{ag,m}) - F^*)
= \frac{\gamma\mu L^2}{1 + \gamma \mu}\|w_{k,t}^{md,m} - w^*\|^2 + \frac{2L}{1 + \gamma \mu}(F(w_{k,t}^{ag,m}) - F^*)
\leq \frac{\mu L}{1 + \gamma \mu}\|w_{k,t}^{md,m} - w^*\|^2 + \frac{2L}{1 + \gamma \mu}(F(w_{k,t}^{ag,m}) - F^*) = \frac{2L}{1 + \gamma \mu}\Psi_{k,t}^m \quad (38)
$$

The last inequality comes from the fact $\gamma \in [0, \frac{1}{2})$. Therefore, we finally get

$$
\mathbb{E}[\|w_{k,t+1}^{m} - w_{k,t+1}^{ag,m}\|^2 | \mathcal{F}_{k,t}] \leq \frac{(1 - \gamma \mu)^2}{1 + \gamma \mu}\|w_{k,t}^{m} - w_{k,t}^{ag,m}\|^2 + (\gamma - \eta\gamma\eta_{L})^2 \frac{1 + \gamma \mu}{\gamma \mu} \|\nabla F(w_{k,t}^{md,m})\|^2 + (\gamma - \eta)^2 \sigma^2
\leq \frac{(1 - \gamma \mu)^2}{1 + \gamma \mu}\|w_{k,t}^{m} - w_{k,t}^{ag,m}\|^2 + (\gamma - \eta)^2 \frac{1 + \gamma \mu}{\gamma \mu} \left( \frac{2L}{1 + \gamma \mu}\Psi_{k,t}^m \right) + (\gamma - \eta)^2 \sigma^2 \quad (39)
$$

Now, let’s compute $\mathbb{E}[\Psi_{k,t+1}^m | \mathcal{F}_{k,t}]$. We need to compute $\mathbb{E}[\|w_{k,t+1}^{m} - w^*\|^2 | \mathcal{F}_{k,t}]$ and $\mathbb{E}[F(w_{k,t+1}^{ag,m}) - F^* | \mathcal{F}_{k,t}]$ first.

$$
\mathbb{E}[\|w_{k,t+1}^{m} - w^*\|^2 | \mathcal{F}_{k,t}] = \mathbb{E}[\|w_{k,t}^{m} - w_{k,t}^{ag,m}\|^2 + (\gamma - \eta)^2 \frac{1 + \gamma \mu}{\gamma \mu} \|\nabla F(w_{k,t}^{md,m})\|^2 + (\gamma - \eta)^2 \sigma^2
\leq (1 - \gamma)^2\|w_{k,t}^{m} - w_{k,t}^{ag,m}\|^2 - 2\gamma(1 - \gamma)(w_{k,t}^{m} - w_{k,t}^{ag,m} - w^*), \nabla F(w_{k,t}^{md,m})
\leq (1 - \gamma)^2\|w_{k,t}^{m} - w^*\|^2 + \alpha^{-1}\|w_{k,t}^{md,m} - w^*\|^2 + (\gamma - \eta)^2 \frac{1 + \gamma \mu}{\gamma \mu} \|\nabla F(w_{k,t}^{md,m})\|^2 + (\gamma - \eta)^2 \sigma^2
\quad (39)
$$

$$
\mathbb{E}[F(w_{k,t+1}^{ag,m}) - F^* | \mathcal{F}_{k,t}]
\leq \mathbb{E}[F(w_{k,t}^{md,m}) + (\nabla F(w_{k,t}^{md,m}), w_{k,t+1}^{ag,m} - w_{k,t}^{md,m}) + \frac{L}{2}\|w_{k,t+1}^{ag,m} - w_{k,t}^{md,m}\|^2 - F^* | \mathcal{F}_{k,t}]
\leq F(w_{k,t}^{md,m}) - F^* - \eta\|\nabla F(w_{k,t}^{md,m})\|^2 + \frac{\eta^2 L}{2}\|\nabla F(w_{k,t}^{md,m})\|^2 + \frac{\eta^2 L}{2}\sigma^2
\leq F(w_{k,t}^{md,m}) - F^* - \frac{\eta^2}{2}\|\nabla F(w_{k,t}^{md,m})\|^2 + \frac{\eta^2 L}{2}\sigma^2 \quad (\because 1 - \frac{1 - \gamma}{2} \geq \frac{1}{2} \iff \eta \in [0, \frac{1}{L}])
\leq (1 - \gamma^{-1})(F(w_{k,t}^{ag,m}) - F^*) + \alpha^{-1}(F(w_{k,t}^{md,m}) - F^*)
+ (1 - \gamma^{-1})(F(w_{k,t}^{md,m}) - F(w_{k,t}^{ag,m})) - \frac{\eta}{2}\|\nabla F(w_{k,t}^{md,m})\|^2 + \frac{\eta^2 L}{2}\sigma^2
$$
\[
\begin{align*}
\leq (1 - \alpha^{-1})(F(w_{k,t}^{ag,m}) - F^*) - \frac{\mu\alpha^{-1}}{2}\|w_{k,t}^{md,m} - w^*\|^2 + \alpha^{-1}\langle \nabla F(w_{k,t}^{md,m}), w_{k,t}^{md,m} - w^* \rangle \\
+ (1 - \alpha^{-1})\langle \nabla F(w_{k,t}^{md,m}), w_{k,t}^{md,m} - w_{k,t}^{ag,m} \rangle - \frac{\eta}{2}\|\nabla F(w_{k,t}^{md,m})\|^2 + \frac{\eta^2 L}{2}\sigma^2 \\
= (1 - \alpha^{-1})(F(w_{k,t}^{ag,m}) - F^*) - \frac{\mu\alpha^{-1}}{2}\|w_{k,t}^{md,m} - w^*\|^2 - \frac{\eta}{2}\|\nabla F(w_{k,t}^{md,m})\|^2 + \frac{\eta^2 L}{2}\sigma^2 \\
+ \alpha^{-1}\langle \nabla F(w_{k,t}^{md,m}), \alpha\beta^{-1}w_{k,t}^{ag,m} + (1 - \alpha\beta^{-1})w_{k,t}^{ag,m} - w^* \rangle \\
= (1 - \gamma\mu)(F(w_{k,t}^{ag,m}) - F^*) - \frac{\gamma\mu^2}{2}\|w_{k,t}^{md,m} - w^*\|^2 - \frac{\gamma\mu^2}{2}\|\nabla F(w_{k,t}^{md,m})\|^2 + \frac{\gamma\mu^2}{2}\sigma^2 \\
+ \gamma\mu\left(\frac{1}{1 + \gamma\mu}w_{k,t}^m + \frac{\gamma\mu}{1 + \gamma\mu}w_{k,t}^{ag,m} - w^*, \nabla F(w_{k,t}^{md,m})\right)
\end{align*}
\]

Then, we bound \(E[\Psi_{k,t+1}^m|F_{k,t}]\) by using the above results.

\[
E[\Psi_{k,t+1}^m|F_{k,t}] = \frac{\mu}{2}E[\|w_{k,t+1}^m - w^*\|^2|F_{k,t}] + E[F(w_{k,t+1}^{ag,m}) - F^*|F_{k,t}] \\
\leq (1 - \gamma\mu)\Psi_{k,t}^m - \frac{\eta - \gamma^2\mu}{2}\|\nabla F(w_{k,t}^{md,m})\|^2 + \frac{\gamma^2\mu + \eta^2 L}{2}\sigma^2 \\
\leq (1 - \gamma\mu)\Psi_{k,t}^m + \frac{\gamma^2\mu + \eta^2 L}{2}\sigma^2 (\because \gamma \leq \sqrt{\frac{\eta}{\mu}}) \\
\leq (1 - \gamma\mu)\Psi_{k,t}^m + \frac{\gamma^2(\mu + L)}{2}\sigma^2 (40)
\]

Plugging (39), (40) in (37) yields,

\[
E[A_{k,t+1}^m|F_{k,t}] \\
\leq \frac{\gamma^2\mu^2(\mu + L)}{(1 + \gamma\mu)^2}\left(\frac{(1 - \gamma\mu)^2}{1 + \gamma\mu}\|w_{k,t}^m - w_{k,t}^{ag,m}\|^2 + (\gamma - \eta)^2\frac{1 + \gamma\mu}{\gamma\mu}\left(\frac{2L}{1 + \gamma\mu}\Psi_{k,t}^m + (\gamma - \eta)^2\sigma^2\right)\right) \\
+ \gamma^2(\mu + L)\frac{2L}{1 + \gamma\mu}\left(1 - \gamma\mu\right)\Psi_{k,t}^m + \frac{\gamma^2(\mu + L)}{2}\sigma^2 \\
= \frac{(1 - \gamma\mu)^2}{1 + \gamma\mu}\frac{\gamma^2\mu^2(\mu + L)}{(1 + \gamma\mu)^2}\|w_{k,t}^m - w_{k,t}^{ag,m}\|^2 + \left(\frac{\gamma\mu(\gamma - \eta)^2(\mu + L)}{1 + \gamma\mu} + \gamma^2(\mu + L)(1 - \gamma\mu)\right)\frac{2L}{1 + \gamma\mu}\Psi_{k,t}^m \\
+ \left(\frac{\gamma^2\mu^2(\gamma - \eta)^2(\mu + L)}{1 + \gamma\mu} + \gamma^4(\mu + L)^2\right)\sigma^2 (41)
\]

Since \(\eta \leq \gamma\), we get \((\gamma - \eta)^2 \leq \gamma^2\). By using this fact, we obtain

\[
\frac{\gamma\mu(\gamma - \eta)^2(\mu + L)}{1 + \gamma\mu} + \gamma^2(\mu + L)(1 - \gamma\mu) \leq \frac{\gamma^3\mu(\mu + L)}{1 + \gamma\mu} + \gamma^2(\mu + L)(1 - \gamma\mu) \\
= \gamma^2(\mu + L)(1 - \gamma\mu + \frac{\gamma\mu}{1 + \gamma\mu}) (42)
\]

It is easy to show that \(1 - \gamma\mu + \frac{\gamma\mu}{1 + \gamma\mu} < 1\). Also, we get

\[
\frac{(1 - \gamma\mu)^2}{1 + \gamma\mu} < 1 - \gamma\mu < 1 - \gamma\mu + \frac{\gamma\mu}{1 + \gamma\mu} (43)
\]
From (41), (42), and (43) we finally get

\[ \mathbb{E}[A_{k,t+1}^m \mid F_{k,t}] \leq (1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu}) A_{k,t}^m + \left( \frac{\gamma^2 \mu^2 (\gamma - \eta)^2 (\mu + L)}{(1 + \gamma \mu)^2} + \gamma^4 (\mu + L)^2 L \right) \sigma^2 \]

From this relationship between \( A_{k,t+1}^m \) and \( A_{k,t}^m \), we obtain the result of Proposition 14:

\[ \mathbb{E}[A_{k,t}^m] \]

\[ \leq (1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu}) t \mathbb{E}[A_{k,0}^m] + \left( \frac{\gamma^2 \mu^2 (\gamma - \eta)^2 (\mu + L)}{(1 + \gamma \mu)^2} + \gamma^4 (\mu + L)^2 L \right) \sigma^2 \cdot \frac{1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu}}{1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu}} \]

\[ = (1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu}) t \mathbb{E}[A_{k,0}^m] + \left( \frac{(\gamma - \eta)^2 (\mu + L)}{1 + \gamma \mu} + \frac{\gamma^2 (\mu + L)^2 L}{\mu^2} \right) \sigma^2 \cdot \left( 1 - (1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu}) \right) \]

\[ \leq \mathbb{E}[A_{k,0}^m] + \left( \frac{(\gamma - \eta)^2 (\mu + L)}{1 + \gamma \mu} + \frac{\gamma^2 (\mu + L)^2 L}{\mu^2} \right) \cdot \left( 1 - (1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu}) \right) \sigma^2 \]

**Proposition 15:** Let \( F \) be \( \mu \)-strongly convex, and assume Assumption [3] then for \( \alpha = \frac{1}{\gamma \mu}, \beta = \alpha + 1, \gamma \in [\eta, \sqrt{\frac{\eta}{\gamma \mu}}], \eta, \gamma \in (0, \frac{1}{\beta}), \tau \geq 2, \) FedAQ yields

\[ \frac{\mu}{2} \mathbb{E}[\|w_{k,\tau}^m - w_k\|^2] + \frac{L}{2} \mathbb{E}[\|w_{k,\tau}^{ag,m} - w_k^{ag}\|^2] \leq \left( \frac{4 \gamma^2 \mu^2 (\mu + L)}{(1 + \gamma \mu)^2} + \frac{2 L \gamma^2 (\mu + L)}{1 + \gamma \mu} \right) \tau^2 \mathbb{E}[\Psi_k] + (\gamma^2 + \mu^2) L \tau \sigma^2 \]

\[ + \left( \frac{(\gamma - \eta)^2 \gamma^2 (\mu + L)}{1 + \gamma \mu} + \gamma^4 (\mu + L)^2 L \right) \cdot \left( 1 - (1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu}) \right) \sigma^2 \]

**Proof of Proposition 15:** Let’s first bound \( \mathbb{E}[\|w_{k,\tau}^m - w_k\|^2] \) and \( \mathbb{E}[\|w_{k,\tau}^{ag,m} - w_k^{ag}\|^2] \) individually.

\[ \mathbb{E}[\|w_{k,\tau}^m - w_k\|^2] = \mathbb{E}[\|(w_{k,\tau}^m - w_{k,\tau-1}^m) + \cdots + (w_{k,1}^m - w_{k,0}^m)\|^2] \]

\[ = \mathbb{E}[\left\| \sum_{t=0}^{\tau-1} ((1 - \alpha^{-1}) w_{k,t}^m + \alpha^{-1} w_{k,t}^{md} - w_{k,t}^m - \gamma g_{k,t}^m) \right\|^2] \]

\[ = \mathbb{E}[\left\| \alpha^{-1} \sum_{t=0}^{\tau-1} (w_{k,t}^{md,m} - w_{k,t}^m) - \gamma \sum_{t=0}^{\tau-1} g_{k,t}^m \right\|^2] \]

\[ \leq 2 \alpha^{-2} \mathbb{E}[\| \sum_{t=0}^{\tau-1} (w_{k,t}^{md,m} - w_{k,t}^m) \|^2] + 2 \gamma^2 \mathbb{E}[\| \sum_{t=0}^{\tau-1} g_{k,t}^m \|^2] \]

\[ \leq 2 \alpha^{-2} \tau \sum_{t=0}^{\tau-1} \mathbb{E}[\| w_{k,t}^{md,m} - w_{k,t}^m \|^2] + 2 \gamma^2 \mathbb{E}[\| \sum_{t=0}^{\tau-1} \nabla F(w_{k,t}^{md,m}) \|^2] \]

\[ + 2 \gamma^2 \mathbb{E}[\| \sum_{t=0}^{\tau-1} (g_{k,t}^m - \nabla F(w_{k,t}^{md,m})) \|^2] \]

\[ \leq 2 \alpha^{-2} \tau \sum_{t=0}^{\tau-1} \mathbb{E}[\| w_{k,t}^m - w_{k,t}^{ag,m} \|^2] + 2 \gamma^2 \tau \sum_{t=0}^{\tau-1} \mathbb{E}[\| \nabla F(w_{k,t}^{md,m}) \|^2] \]

\[ + 2 \gamma^2 \sum_{t=0}^{\tau-1} \mathbb{E}[\| g_{k,t}^m - \nabla F(w_{k,t}^{md,m}) \|^2] \]

\[ = \tau \left( \sum_{t=0}^{\tau-1} 2 \alpha^{-2} (1 - \beta^{-1})^2 \mathbb{E}[\| w_{k,t}^m - w_{k,t}^{ag,m} \|^2] + 2 \gamma^2 \mathbb{E}[\| \nabla F(w_{k,t}^{md,m}) \|^2] \right) + 2 \tau \gamma^2 \sigma^2 \]

\[ 93 \]
\[ \mathbb{E}[\| w_{k,t}^{ag,m} - u_k^{ag} \|^2] = \mathbb{E}[\| \sum_{t=0}^{\tau-1} (w_{k,t+1}^{ag,m} - w_{k,t}^{ag,m}) \|^2] \]
\[ = \mathbb{E}[\| \sum_{t=0}^{\tau-1} (w_{k,t}^{md,m} - w_{k,t}^{ag,m} - \eta g_{k,t}^m) \|^2] \]
\[ \leq 2\mathbb{E}[\| \sum_{t=0}^{\tau-1} (w_{k,t}^{md,m} - w_{k,t}^{ag,m}) \|^2] + 2\eta^2 \mathbb{E}[\| \sum_{t=0}^{\tau-1} g_{k,t}^m \|^2] \]
\[ = 2\beta^{-2} \mathbb{E}[\| \sum_{t=0}^{\tau-1} (w_{k,t}^{m} - w_{k,t}^{ag,m}) \|^2] + 2\eta^2 \mathbb{E}[\| \sum_{t=0}^{\tau-1} \nabla F(w_{k,t}^{md,m}) \|^2] \]
\[ + 2\eta^2 \mathbb{E}[\| \sum_{t=0}^{\tau-1} (g_{k,t}^m - \nabla F(w_{k,t}^{md,m})) \|^2] \]
\[ \leq 2\beta^{-2} \tau \mathbb{E}[\| w_{k,t}^{m} - w_{k,t}^{ag,m} \|^2] + 2\eta^2 \tau \mathbb{E}[\| \nabla F(w_{k,t}^{md,m}) \|^2] \]
\[ + 2\eta^2 \mathbb{E}[\| g_{k,t}^m - \nabla F(w_{k,t}^{md,m}) \|^2] \]
\[ = \tau \left( \sum_{t=0}^{\tau-1} 2\beta^{-2} \mathbb{E}[\| w_{k,t}^{m} - w_{k,t}^{ag,m} \|^2] + 2\eta^2 \mathbb{E}[\| \nabla F(w_{k,t}^{md,m}) \|^2] \right) + 2\eta^2 \sigma^2 \]

Thus, by using the above results, we get
\[
\frac{\mu}{2} \mathbb{E}[\| w_{k,\tau}^{m} - u_k \|^2] + \frac{L}{2} \mathbb{E}[\| w_{k,\tau}^{ag,m} - u_k^{ag} \|^2] \leq \tau \sum_{t=0}^{\tau-1} \left\{ \left( \mu \alpha^{-2} (1 - \beta^{-1})^2 + L \beta^{-2} \right) \mathbb{E}[\| w_{k,t}^{m} - w_{k,t}^{ag,m} \|^2] + (\gamma^2 \mu + \eta^2 L) \mathbb{E}[\| \nabla F(w_{k,t}^{md,m}) \|^2] \right\} \]
\[ + (\gamma^2 \mu + \eta^2 L) \tau \sigma^2 \quad (\because (38)) \]
\[ \leq \tau \sum_{t=0}^{\tau-1} \left\{ \left( \mu \alpha^{-2} (1 - \beta^{-1})^2 + L \beta^{-2} \right) \mathbb{E}[\| w_{k,t}^{m} - w_{k,t}^{ag,m} \|^2] + (\gamma^2 \mu + \eta^2 L) \frac{2L}{1 + \gamma \mu} \mathbb{E}[\Psi_{k,t}^m] \right\} \]
\[ + (\gamma^2 \mu + \eta^2 L) \tau \sigma^2 \]
\[ \leq \tau \sum_{t=0}^{\tau-1} \frac{\gamma^2 \mu^2 (\mu + L)}{(1 + \gamma \mu)^2} \mathbb{E}[\| w_{k,t}^{m} - w_{k,t}^{ag,m} \|^2] + \gamma^2 (\mu + L) \frac{2L}{1 + \gamma \mu} \mathbb{E}[\Psi_{k,t}^m] \]
By Proposition \[14\] and the fact \( \Psi_{k,0}^m = \Psi_k \), we obtain

\[
\frac{\mu}{2} \mathbb{E}[\|w_{k,\tau}^m - w_k^m\|^2] + \frac{L}{2} \mathbb{E}[\|w_{k,\tau}^{ag,m} - w_k^{ag}\|^2] \\
\leq \tau \left\{ \sum_{t=0}^{\tau-1} \mathbb{E}[A_{k,t}^m] + \left( \frac{(\gamma - \eta)^2(\mu + L)}{1 + \gamma \mu} + \frac{\gamma^2(\mu + L)^2L}{\mu^2} \right) \cdot \left( 1 - (1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu})^t \right) \right\} \\
+ (\gamma^2 \mu + \eta^2 L)\tau \sigma^2 \\
= \tau \left( \frac{\gamma^2 \mu^2 (\mu + L)}{(1 + \gamma \mu)^2} \mathbb{E}[\|w_k - w_k^{ag}\|^2] + \frac{\gamma^2 (\mu + L) L}{1 + \gamma \mu} \mathbb{E}[\Psi_k] \right) \\
+ \tau \left( \frac{(\gamma - \eta)^2(\mu + L)}{1 + \gamma \mu} + \frac{\gamma^2 (\mu + L)^2 L}{\mu^2} \right) \left( \sum_{t=0}^{\tau-1} \left( 1 - (1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu})^t \right) \right) \sigma^2 + (\gamma^2 \mu + \eta^2 L)\tau \sigma^2
\]

Before we get to the final result, let’s find the upper bound for \( \|w_k - w_k^{ag}\|^2 \), \( \sum_{t=0}^{\tau-1} (1 - (1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu})^t) \)

\[
\|w_k - w_k^{ag}\|^2 = \|w_k - w^* - (w_k^{ag} - w^*)\|^2 \\
\leq 2\|w_k - w^*\|^2 + 2\|w_k^{ag} - w^*\|^2 \\
\leq 2\|w_k - w^*\|^2 + 2 \cdot \frac{2}{\mu} \left( F(w_k^{ag}) - F^* - \langle \nabla F(w^*), w_k^{ag} - w^* \rangle \right) \\
= 2\|w_k - w^*\|^2 + \frac{4}{\mu} (F(w_k^{ag}) - F^*) = \frac{4}{\mu} \Psi_k
\]

\[
\sum_{t=0}^{\tau-1} \left( 1 - (1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu})^t \right) = \tau - \sum_{t=0}^{\tau-1} (1 - (1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu})^t) \\
= \tau - \frac{1 - (1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu})^\tau}{1 - (1 - \gamma \mu + \frac{\gamma \mu}{1 + \gamma \mu})} \\
\leq \tau - \frac{1 - (1 - \gamma^2 \mu^2 + \frac{\gamma^2 \mu^2}{1 + \gamma \mu})^\tau}{\gamma^2 \mu^2 + \frac{\gamma^2 \mu^2}{1 + \gamma \mu}} \\
= \frac{\gamma^2 \mu^2}{1 + \gamma \mu} \cdot \frac{\tau - 1}{2} \leq \frac{\gamma^2 \mu^2}{1 + \gamma \mu} \cdot \frac{\tau^2}{2}
\]

Therefore, we conclude as below

\[
\frac{\mu}{2} \mathbb{E}[\|w_{k,\tau}^m - w_k^m\|^2] + \frac{L}{2} \mathbb{E}[\|w_{k,\tau}^{ag,m} - w_k^{ag}\|^2] \leq \left( \frac{4\gamma^2 \mu (\mu + L)}{(1 + \gamma \mu)^2} + \frac{2L\gamma^2 (\mu + L)}{1 + \gamma \mu} \right) \mathbb{E}[\Psi_k] + (\gamma^2 \mu + \eta^2 L)\tau \sigma^2 \\
+ \left( \frac{(\gamma - \eta)^2 \gamma^2 \mu^2 (\mu + L)}{(1 + \gamma \mu)^2} + \frac{\gamma^4 (\mu + L)^2 L}{1 + \gamma \mu} \right) \frac{\tau^3 \sigma^2}{2}
\]

Proof of Lemma \[10\] By the definition of \( \Psi_k, \Psi_{k,t} \) and Proposition \[11\]

\[
\mathbb{E}[\Psi_{k+1}] = \mathbb{E}[\Psi_{k,\tau}] + \frac{\mu}{2} \mathbb{E}[\|w_{k+1} - w_{k,\tau}\|^2] + \mathbb{E}[F(w_{k+1}^{ag}) - \frac{1}{M} \sum_{m=1}^{M} F(w_{k,\tau}^{ag,m})]
\]
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Applying Proposition 12 and Proposition 13, we have

\[ E[\Psi_{k+1}] \leq (1 - \gamma \mu) E[\Psi_k] + \frac{1}{2} (\eta^2 L + \gamma^2 \mu) \tau \sigma^2 \]

\[ + \frac{\gamma L \tau \cdot \max_{0 \leq t < \tau} \sum_{m=1}^{M} \left\| w_{k,t}^{md} - w_{k,t}^{md,m} \right\| \left\| \frac{1}{1 + \gamma \mu} (\hat{w}_{k,t} - w_{k,t}^{m}) + \frac{\gamma \mu}{1 + \gamma \mu} (\hat{w}_{k,t}^{ag} - w_{k,t}^{ag,m}) \right\| \]

\[ + \frac{q \mu}{2M^2} \sum_{m=1}^{M} E[\left\| w_{k,t}^{m} - w_k \right\|^2] + \frac{q L}{2M^2} \sum_{m=1}^{M} E[\left\| w_{k,t}^{ag,m} - w_{k,t}^{ag} \right\|^2] \]

\[ \leq (1 - \gamma \mu) E[\Psi_k] + \frac{1}{2} (\eta^2 L + \gamma^2 \mu) \tau \sigma^2 \]

\[ + \gamma L \tau \cdot \max_{0 \leq t < \tau} \sum_{m=1}^{M} \left\| w_{k,t}^{md} - w_{k,t}^{md,m} \right\| \left\| \frac{1}{1 + \gamma \mu} (\hat{w}_{k,t} - w_{k,t}^{m}) + \frac{\gamma \mu}{1 + \gamma \mu} (\hat{w}_{k,t}^{ag} - w_{k,t}^{ag,m}) \right\| \]

\[ + \frac{q}{M} \left[ \frac{4 \gamma^2 \mu (\mu + L)}{1 + \gamma \mu^2} + \frac{2L \gamma^2 (\mu + L)}{1 + \gamma \mu} \right] \tau \sigma^2 E[\Psi_k] + \frac{\gamma^2 \mu + \eta^2 L}{1 + \gamma \mu} \tau \sigma^2 \]

\[ + \left( \frac{(\gamma - \eta)^2 \gamma^2 \mu^2 (\mu + L)}{(1 + \gamma \mu^2)} + \frac{\gamma^4 (\mu + L)^2 L}{1 + \gamma \mu} \right) \tau^3 \sigma^2 \]

The second inequality comes from Proposition 15 Then, let’s define \( C(\gamma, \tau) \) as

\[ C(\gamma, \tau) = (1 - \gamma \mu)^\tau + \frac{q}{M} \left( \frac{4 \gamma^2 \mu (\mu + L)}{(1 + \gamma \mu^2)} + \frac{2L \gamma^2 (\mu + L)}{1 + \gamma \mu} \right) \tau \sigma^2 \]

Finally, we obtain

\[ E[\Psi_{k+1}] \leq C(\gamma, \tau) E[\Psi_k] + \frac{1}{2} (\eta^2 L + \gamma^2 \mu) \tau \sigma^2 + \frac{q}{M} (\gamma^2 \mu + \eta^2 L) \tau \sigma^2 \]

\[ + \frac{q}{2M} \left( \frac{(\gamma - \eta)^2 \gamma^2 \mu^2 (\mu + L)}{(1 + \gamma \mu^2)} + \frac{\gamma^4 (\mu + L)^2 L}{1 + \gamma \mu} \right) \tau^3 \sigma^2 + \gamma \mu L \tau \]

\[ \cdot \max_{0 \leq t < \tau} \sum_{m=1}^{M} \left\| w_{k,t}^{md} - w_{k,t}^{md,m} \right\| \left\| \frac{1}{1 + \gamma \mu} (\hat{w}_{k,t} - w_{k,t}^{m}) + \frac{\gamma \mu}{1 + \gamma \mu} (\hat{w}_{k,t}^{ag} - w_{k,t}^{ag,m}) \right\| \]

### 5.3.2 Proof of Theorem 16

**Theorem 16:** Let \( F \) be \( \mu \)-strongly convex, and assume Assumption 1, 2, 3, 4 then for \( \alpha = \frac{1}{\sqrt{\mu}}, \beta = \alpha + 1, \gamma = \max(\eta, \sqrt{\frac{M}{\mu^2}}), \eta, \gamma \in (0, \frac{1}{L}], \tau \geq 2 \), if the learning rate \( \gamma \) satisfies

\[ \left( \mu^2 + q \frac{M}{\mu} (\mu + L) \left( 4 \mu + 2L \right) \right) \gamma \tau \leq \frac{1}{\sqrt{2 \mu}} \]

(44)
FedAQ yields
\[
\mathbb{E}[\Psi_K] \leq \exp \left( -\frac{1}{2} \max(\eta, \sqrt{\frac{\eta}{\tau}}) K \right) \Psi_0 + (2q + 1) \left( \frac{\eta^2 \sigma^2}{\mu^3 M \tau^2} + \frac{\eta \sigma}{M} \right) + 14 \eta^2 L \tau \sigma^2
\]
\[
+ \left( \frac{780 + 2q \eta^2 L}{\mu^2} \right) + \left( \frac{\mu + L}{\mu^3 M} (\mu^2 + \mu L + L^2) q \eta^2 \tau^2 \sigma^2 + q \eta^3 \tau^2 (\mu + L)^2 \sigma^2 \right)
\]

Proof of Theorem 16 At first, due to the condition (44) in Theorem 16, we get
\[
C(\gamma, \tau) = (1 - \gamma \mu^\tau) + \frac{q}{M} \left( \frac{4 \gamma^2 \mu^2 (\mu + L)}{(1 + \gamma \mu)^2} + \frac{2 L \gamma^2 (\mu + L)}{1 + \gamma \mu} \right) \tau^2
\]
\[
\leq 1 - \gamma \mu^\tau + \gamma^2 \mu^2 \tau^2 + \frac{q}{M} \gamma^2 (\mu + L)(4 \mu + 2 L) \tau^2
\]
\[
= 1 - \gamma \mu^\tau + \left( \mu^2 + \frac{q}{M} (\mu + L)(4 \mu + 2 L) \right) \gamma^2 \tau^2
\]
\[
\leq 1 - \frac{1}{2} \gamma \mu^\tau \quad \text{(*) condition (44))}
\]
The first inequality comes from the fact that \((1 - \gamma \mu^\tau) \leq e^{-\gamma \mu^\tau} \leq 1 - \gamma \mu^\tau + \gamma^2 \mu^2 \tau^2\) when \(0 \leq \gamma \mu \leq 1\). Also, it is trivial that \(\gamma = \max(\eta, \sqrt{\frac{\eta}{\tau}}) \in [\eta, \sqrt{\frac{\eta}{\tau}}]\). Thus, we can use Lemma 10. By using Lemma 10 and the above result, we obtain
\[
\mathbb{E}[\Psi_{k+1}] \leq (1 - \frac{1}{2} \gamma \mu^\tau) \mathbb{E}[\Psi_k] + \frac{1}{2} \left( \eta^2 L + \frac{\gamma^2 \mu}{M} \right) \tau \sigma^2
\]
\[
+ \frac{q}{M} \left( \gamma^2 \mu^2 + \eta^2 L \right) \tau \sigma^2 + \frac{q}{2 M} \left( \frac{(\gamma - \eta)^2 \gamma^2 \mu^2 (\mu + L)}{1 + \gamma \mu^2} + \frac{\gamma^4 (\mu + L)^2 L}{1 + \gamma \mu} \right) \tau^3 \sigma^2 + \gamma \mu L \tau
\]
\[
\cdot \max_{0 \leq t < \tau} \mathbb{E} \left[ \frac{1}{M} \sum_{m=1}^{M} \| \hat{w}_{k,t}^m - w_{k,t}^m \| \right] \frac{1}{1 + \gamma \mu} \left( \hat{w}_{k,t}^m - w_{k,t}^m \right) \leq B
\]
\[
\leq B = \begin{cases} 
7 \eta \gamma \tau^2 \sigma^2 \left( 1 + \frac{2 \gamma^2 \mu}{\eta} \right)^{2 \tau}, & \text{if } \gamma \in \left[ \eta, \sqrt{\frac{\eta}{\tau}} \right] \\
7 \eta \gamma^2 \tau \sigma^2, & \text{if } \gamma = \eta
\end{cases}
\]
Telescoping (45) yields
\[
\mathbb{E}[\Psi_K] \leq (1 - \frac{1}{2} \gamma \mu^\tau) K \Psi_0 + \left( K - 1 - \frac{1}{2} \gamma \mu^\tau \right) \cdot \left[ \frac{1}{2} \left( \eta^2 L + \frac{\gamma^2 \mu}{M} \right) \right] \tau \sigma^2 + \gamma \mu L \tau B
\]
\[
+ \frac{q}{M} \left( \gamma^2 \mu + \eta^2 L \right) \tau \sigma^2 + \frac{q}{2 M} \left( \frac{(\gamma - \eta)^2 \gamma^2 \mu^2 (\mu + L)}{1 + \gamma \mu^2} + \frac{\gamma^4 (\mu + L)^2 L}{1 + \gamma \mu} \right) \tau^3 \sigma^2
\]
\[
\leq \exp \left( -\frac{\gamma \mu^\tau K}{2} \right) \Psi_0 + \frac{\eta^2 L \sigma^2}{\gamma \mu} + \gamma \sigma^2 \frac{M}{2} + 2 L B + 2 q \left( \frac{\gamma^2 \sigma^2}{M} + \frac{\eta^2 L \sigma^2}{\gamma \mu M} \right)
\]
\[
+ \frac{q}{M} \left( \frac{(\gamma - \eta)^2 \gamma \mu (\mu + L)}{1 + \gamma \mu^2} + \frac{\gamma^3 (\mu + L)^2 L}{1 + \gamma \mu} \right) \tau^2 \sigma^2
\]
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The last inequality comes from the fact that $\sum_{k=0}^{K} (1 - \frac{1}{2} \gamma \mu \tau)^k \leq \frac{2}{\gamma \mu \tau}$. Since we plug in $\gamma = \max(\eta, \sqrt{\frac{\eta}{\mu \tau}})$, we can use Lemma B.4 in [43]. Therefore, we obtain

$$E[\Psi_K] \leq \exp\left(-\frac{1}{2} \max(\mu, \sqrt{\eta/\tau}) K \tau\right) \Psi_0 + \frac{\eta^2 \sigma^2}{\mu^2 M \tau^2} + \frac{\eta^2 \sigma^2}{M} + \frac{780 \eta^2 L \tau^4 \sigma^2}{\mu^3} + 14 \eta^2 L \tau^2 \sigma^2$$

$$+ \max\left(\frac{2q \eta^2 \sigma^2}{M \mu^2 \tau^2}, \frac{2q \eta \sigma^2}{M}\right) + \min\left(\frac{2q \eta^2 \tau^3 L \sigma^2}{M \mu^2}, \frac{2q \eta L \sigma^2}{M \mu}\right)$$

$$+ \frac{q \tau^2 \sigma^2}{M} \max\left(\frac{\eta^2 (\mu + L)}{\mu^3 \tau^2}, \frac{\eta^2 (\mu + L)^2 L}{\mu^3 \tau^2}, \frac{\eta^2 (\mu + L)^2 L}{\mu^2 \tau^2}, \frac{\eta^2 (\mu + L)^2 L}{\mu^3 \tau^2}, \frac{\eta^2 (\mu + L)^2 L}{\mu^3 \tau^2}\right)$$

The first term stems directly from Lemma B.4 in [43]. Also, the last term comes from the fact that

$$\frac{(\gamma - \eta) \gamma \mu (\mu + L)}{(1 + \gamma \mu)^2} + \frac{\gamma^2 (\mu + L)^2 L}{(1 + \gamma \mu) \mu} \leq \begin{cases} \gamma^3 \mu (\mu + L) + \frac{\gamma^3 (\mu + L)^2 L}{\mu}, & \text{if } \gamma \neq \eta \\ \eta^2 (\mu + L)^2 L / \mu, & \text{if } \gamma = \eta \end{cases}$$

Therefore, by simple inequalities such as $\max(a, b) \leq a + b$ and $\min(a, b) \leq a$, we ultimately get

$$E[\Psi_K] \leq \exp\left(-\frac{1}{2} \max(\eta, \sqrt{\eta/\tau}) K \tau\right) \Psi_0 + \frac{(2q + 1) \eta^2 \sigma^2}{\mu^2 M \tau^2} + \frac{(2q + 1) \eta \sigma^2}{M} + 14 \eta^2 L \tau^2 \sigma^2$$

$$+ \frac{780}{\mu^3} \eta^2 \tau^3 L \sigma^2 + \frac{1}{\mu^3} \frac{\mu L + L^2}{\mu} q \eta^2 \tau^3 L \sigma^2 + \frac{q \eta^2 \tau^2 (\mu + L)^2 L \sigma^2}{\mu M}$$

(46)

5.3.3 Proof of Corollary 17

**Corollary 17:** Let $C_1, C_2$, and $\eta_0$ as below. Note that $T = K \tau$.

$$C_1 = \frac{(\mu + L)(\mu^2 + \mu L + L^2) q}{\mu^3}, \quad C_2 = \frac{q (\mu + L)^2 L}{\mu}$$

$$\eta_0 = \frac{4 \tau}{\mu T^2} \log^2 \left( e + \min\left(\frac{\mu M T \Psi_0}{(2q + 1) \sigma^2}, \frac{\mu^2 T^3 \Psi_0}{L^2 \sigma^2}, \frac{\mu^3 M T^3 \Psi_0}{(\mu^2 C_1 + 8 C_2) \tau^2 \sigma^2}\right)\right)$$

Then for $\eta = \min(\frac{1}{T}, \eta_0)$, FedAQ yields

$$E[\Psi_K] \leq \min\left(\exp(-\frac{\mu T}{2L}), \exp(-\frac{\mu^2 T}{2L^2 \tau^2})\right) \Psi_0$$

$$+ \frac{7(2q + 1) \sigma^2}{\mu M T} \log^2 \left( e + \frac{\mu M \Psi_0}{(2q + 1) \sigma^2}\right)$$

$$+ \frac{(6465 + 16 \sigma) L \tau^2 \sigma^2}{\mu^2 T^3} \log^4 \left( e + \frac{\mu^2 T^3 \Psi_0}{L^2 \sigma^2}\right)$$

$$+ \frac{9(\mu^2 C_1 + 8 C_2) \tau^2 \sigma^2}{\mu^3 M T^3} \log^6 \left( e + \frac{\mu^3 M T^3 \Psi_0}{(\mu^2 C_1 + 8 C_2) \tau^2 \sigma^2}\right)$$

(47)

(48)

(49)

**Proof of Corollary 17** Let’s decompose the final result (46) of the Theorem 16 into a decreasing term and an
increasing term. We denote the decreasing term \( \psi_1 \) and the increasing term \( \psi_2 \) as below.

\[
\begin{align*}
\psi_1(\eta) &= \exp \left( -\frac{1}{2} \max(\eta \mu, \sqrt{\frac{\eta \mu}{\tau}}) T_0 \right) \\
\psi_2(\eta) &= \frac{(2q + 1)\eta^2 \sigma^2}{\mu^2 M \tau^2} + \frac{(2q + 1)\eta \sigma^2}{M} + \frac{(780 + \frac{2q}{M})\eta^3 L \tau^2 \sigma^2}{\mu^3} \\
&\quad + \frac{(\mu + L)(\mu^2 + \mu L + L^2)q\eta^2 \tau^2 \sigma^2}{\mu^2 M} + \frac{q\eta^3 \tau^2 (\mu + L)^2 \sigma^2}{\mu M}
\end{align*}
\]

Since \( \psi_1 \) is the decreasing term, we have

\[
\psi_1(\eta) \leq \psi_1 \left( \frac{1}{L} \right) + \psi_1(\eta_0) \tag{50}
\]

where

\[
\begin{align*}
\psi_1 \left( \frac{1}{L} \right) &= \min\left( \exp(-\frac{\mu T}{2L}), \exp(-\frac{\mu^2 T}{2L \tau^2}) \right) \Psi_0 \\
\psi_1(\eta_0) &\leq \exp \left( -\frac{1}{2} \sqrt{\frac{\eta_0 \mu}{\tau}} T_0 \right) \\
&\quad \left( e + \min\left( \frac{\mu MT \Psi_0}{(2q + 1)\sigma^2}, \frac{\mu^2 T^3 \Psi_0}{L \tau^2 \sigma^2}, \frac{\mu^3 MT^3 \Psi_0}{(\mu^2 C_1 + 8C_2)\tau^2 \sigma^2} \right) \right)^{-1} \Psi_0 \\
&\leq \frac{(2q + 1)\sigma^2}{\mu MT} + \frac{L \tau^2 \sigma^2}{\mu^2 T^3} + \frac{(\frac{3}{2} C_1 + 8C_2)\tau^2 \sigma^2}{\mu^3 MT^3}
\end{align*}
\]

Since \( \psi_2 \) is the increasing term, we have

\[
\begin{align*}
\psi_2(\eta) &\leq \psi_2(\eta_0) \\
&\leq \frac{2(2q + 1)\sigma^2}{\mu MT} \log\left( e + \frac{\mu MT \Psi_0}{(2q + 1)\sigma^2} \right) + \frac{4(2q + 1)\tau \sigma^2}{\mu MT} \log^2\left( e + \frac{\mu MT \Psi_0}{(2q + 1)\sigma^2} \right) \\
&\quad + \frac{8(780 + \frac{2q}{M})L \tau^2 \sigma^2}{\mu^2 T^3} \log^3\left( e + \frac{\mu^2 T^3 \Psi_0}{L \tau^2 \sigma^2} \right) + \frac{224L \tau^3 \sigma^2}{\mu^2 T^4} \log^4\left( e + \frac{\mu^2 T^3 \Psi_0}{L \tau^2 \sigma^2} \right) \\
&\quad + \frac{8C_1 \tau^2 \sigma^2}{\mu^2 MT^3} \log^3\left( e + \frac{\mu^3 MT^3 \Psi_0}{\mu^2 C_1 + 8C_2)\tau^2 \sigma^2} \right) + \frac{64C_2 \tau^3 \sigma^2}{\mu^3 MT^6} \log^6\left( e + \frac{\mu^3 MT^3 \Psi_0}{\mu^2 C_1 + 8C_2)\tau^2 \sigma^2} \right) \\
&\leq \frac{6(2q + 1)\sigma^2}{\mu MT} \log^2\left( e + \frac{\mu MT \Psi_0}{(2q + 1)\sigma^2} \right) + \frac{(6464 + \frac{16q}{M})L \tau^2 \sigma^2}{\mu^2 T^3} \log^4\left( e + \frac{\mu^2 T^3 \Psi_0}{L \tau^2 \sigma^2} \right) \\
&\quad + \frac{8(\frac{3}{2} C_1 + 8C_2)\tau^2 \sigma^2}{\mu^3 MT^3} \log^6\left( e + \frac{\mu^3 MT^3 \Psi_0}{(\frac{3}{2} C_1 + 8C_2)\tau^2 \sigma^2} \right) \tag{51}
\end{align*}
\]
The last inequality comes from $\frac{7}{8} \leq 1$. Therefore, by combining (50) and (51), we finally get

$$E[\Psi_K] \leq \psi_1(\eta) + \psi_2(\eta)$$

$$\leq \psi_1\left(\frac{1}{T}\right) + \psi_1(\eta_0) + \psi_2(\eta_0)$$

$$\leq \min\left(\exp\left(\frac{-\mu T}{2L}\right), \exp\left(-\frac{\mu T}{2L}T\right)\right)\Psi_0 + \frac{7(2q + 1)\sigma^2}{\mu MT} \log^2\left(1 + \frac{\mu MT\Psi_0}{(2q + 1)\sigma^2}\right)$$

$$+ \frac{(6465 + \frac{16\eta}{M})\mu^2\sigma^2}{\mu^2 T^3} \log^4\left(1 + \frac{\mu^2 T^3\Psi_0}{L\sigma^2}\right)$$

$$+ \frac{9(\mu^2C_1 + 8C_2)\tau^2\sigma^2}{\mu^3 MT^3} \log^6\left(1 + \frac{\mu^3 MT^3\Psi_0}{(\mu^2C_1 + 8C_2)^2\sigma^2}\right)$$

5.3.4 Why the Condition (44) is Satisfied

The synchronization rounds $K$ required for linear speedup in $M$ for FedAQ is $\tilde{O}(\frac{M}{1+q})^C$ (See Remark 8). Since we derive this result from Theorem 16, we should show that $K = \tilde{O}(\frac{M}{1+q})^C$ satisfies the condition (44) in Theorem 16.

$$\left(\mu^2 + \frac{q}{M}(\mu + L)(4\mu + 2L)\right)\gamma T \leq \frac{1}{2}\mu$$

We rewrite the above condition as below.

$$\gamma T \leq \frac{2\mu^2 + \frac{2q}{M}(\mu + L)(4\mu + 2L)}{\mu^2}$$

(52)

We know $\gamma = \max(\eta, \sqrt{\frac{\sigma}{2\mu}})$ and $\eta = \min\left(\frac{1}{T}, \eta_0\right)$. Since $\eta_0$ becomes smaller and smaller as $T$ increases, we assume $\eta = \eta_0$ here. Therefore, we get

$$\gamma T = \max(\eta_0 T, \sqrt{\frac{\eta_0 T}{\mu}})$$

$$= \max\left(\frac{4\tau^2}{\mu T^2} \log^2\left(1 + \min\left(\frac{\mu MT\Psi_0}{(2q + 1)^2\sigma^2}, \frac{\mu^2 T^3\Psi_0}{L\sigma^2}, \frac{\mu^3 MT^3\Psi_0}{(\mu^2C_1 + 8C_2)\tau^2\sigma^2}\right)\right), \frac{2\tau^2}{\mu T} \log\left(1 + \min\left(\frac{\mu MT\Psi_0}{(2q + 1)^2\sigma^2}, \frac{\mu^2 T^3\Psi_0}{L\sigma^2}, \frac{\mu^3 MT^3\Psi_0}{(\mu^2C_1 + 8C_2)^2\sigma^2}\right)\right)\right)$$

Note that $K = \frac{T}{\gamma T} = \tilde{O}\left(\frac{M}{1+q}\right)^C = C\left(\frac{M}{1+q}\right)^C \log(T)$ because $\tilde{O}$ contains hidden multiplicative polylog factors with respect to $T$. We can assume $T$ is sufficiently large here. Then, we have

$$\gamma T = \max\left(\frac{4(1 + q)}{\mu^2C^2M \log^2(T)} \log^2\left(1 + \min\left(\frac{\mu MT\Psi_0}{(2q + 1)\sigma^2}, \frac{\mu^2 T^3\Psi_0}{L\sigma^2}, \frac{\mu^3 MT^3\Psi_0}{(\mu^2C_1 + 8C_2)\tau^2\sigma^2}\right)\right), \frac{2(1 + q)^{\frac{3}{2}}}{\mu CM^2 \log(T)} \log\left(1 + \min\left(\frac{\mu MT\Psi_0}{(2q + 1)^2\sigma^2}, \frac{\mu^2 T^3\Psi_0}{L\sigma^2}, \frac{\mu^3 MT^3\Psi_0}{(\mu^2C_1 + 8C_2)^2\sigma^2}\right)\right)\right)$$

\begin{align*}
\leq & \max\left(\frac{4(1 + q)}{\mu^2C^2M \log^2(T)} \log^2\left(\frac{2\mu MT\Psi_0}{(2q + 1)\sigma^2}, \frac{2(1 + q)^{\frac{3}{2}}}{\mu CM^2 \log(T)} \log\left(\frac{2\mu MT\Psi_0}{(2q + 1)\sigma^2}\right)\right)\right) \\
\end{align*}
For an arbitrary constant $k_1 > 0$, it is easy to show that $\lim_{T \to \infty} \frac{\log(k_1 T)}{\log(T)} = 1$. Thus, we obtain

$$\gamma^T \leq \max \left( \frac{4(1 + q)}{\mu C^2 M \log^2(T)} \log \left( \frac{2(1 + q)}{(q + 1)\sigma^2} \right), \frac{2(1 + q)^{\frac{1}{2}}}{\mu CM^{\frac{1}{2}} \log(T)} \log \left( \frac{2\mu M \Psi_0}{(q + 1)\sigma^2} \right) \right) \simeq \max \left( \frac{4(1 + q)}{\mu C^2 M}, \frac{2(1 + q)^{\frac{1}{2}}}{\mu CM^{\frac{1}{2}}} \right) \leq \frac{\mu}{2\mu^2 + \frac{2q}{M}(\mu + L)(4\mu + 2L)}$$

Finally, we conclude that there exists a constant $C$ that meets the last inequality. Therefore, $K = \tilde{O}\left(\frac{M}{1 + q}\right)$ satisfies the condition (44).

5.4 Proof Details for FedAQ under Condition Set (35)

We use notations defined in section 5.3 here as well. We newly define $\Phi_{k,t}^m$, $\Phi_{k,t}$, $\Phi_k$, $B_{k,t}^m$ as below.

$$\Phi_{k,t}^m = F(w_{k,t}^m) - F^* + \frac{1}{6\mu} \|w_{k,t}^m - w^*\|^2$$

$$\Phi_{k,t} = F(w_{k,t}^g) - F^* + \frac{1}{6\mu} \|w_{k,t}^g - w^*\|^2$$

$$\Phi_k := \Phi_{k,0} = F(w_k^g) - F^* + \frac{1}{6\mu} \|w_k - w^*\|^2$$

$$B_{k,t}^m = \left(\frac{\mu \alpha^{2-2}}{3} - (1 - \beta^{-1})^2 + L\beta^{-2}\right) \|w_{k,t}^m - w_{k,t}^g\| + \frac{\gamma^2 (\mu^2 + L) \gamma}{2\alpha^2 - 1} \cdot 2L \Phi_{k,t}^m$$

The flow of proof is similar to section 5.3. We need one more condition $\gamma\mu \leq \frac{3}{4}$ to show the convergence of FedAQ under the parameter condition set (35).

5.4.1 Proof of Lemma 5

In order to prove Lemma 5, we first introduce five crucial Propositions for proving Lemma 5. Then, we prove Lemma 5 by using Propositions in the last part of this section.

**Proposition 18:** Let Assumption 1 hold and consider any $k$ synchronization round. Then, we can decompose the expectation as follows:

$$\mathbb{E}[\|w_{k+1} - w^*\|^2] = \mathbb{E}[\|w_{k+1} - \bar{w}_{k,\tau}\|^2] + \mathbb{E}[\|\bar{w}_{k,\tau} - w^*\|^2]$$

$$\mathbb{E}[F(w_{k+1}^{ag}) - F^*] = \mathbb{E}[F(w_{k+1}^{ag}) - F(\bar{w}_{k,\tau}^{ag})] + \mathbb{E}[F(\bar{w}_{k,\tau}^{ag}) - F^*]$$

**Proof of Proposition 18:** The second equality is trivial. The first equality is the same as one in Proposition 11.

**Proposition 19:** Let $F$ be $\mu$-strongly convex, and assume Assumption 2, 3, 4, then for $\alpha = \frac{3}{2\gamma^2} - \frac{1}{2}$, $\beta = \frac{2\alpha^2 - 1}{\alpha^2 - 1}$, $\gamma \in [\eta, \sqrt{\frac{27}{\mu}}]$, $\eta \in (0, \frac{1}{L}]$, FedAQ yields

$$\mathbb{E}[\Phi_{k,\tau}] \leq \left(1 - \frac{1}{3} \gamma^2 \mu\right) \mathbb{E}[\Phi_k] + \left(\frac{\eta^2 L^2}{2} + \frac{\gamma^2 \mu}{6}\right) \mathbb{E}[\nabla F(\bar{w}_{k,\tau}^{ag})] - \frac{1}{M} \sum_{m=1}^{M} \nabla F(w_{k,t}^{md}) \|2\|$$
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Proof of Proposition 19 We refer to the proof of Lemma C.2 in [43]. There is no quantization between $\Phi_{k,\tau}$ and $\Phi_k$. Thus, we can directly apply useful inequalities in the proof of Lemma C.2 in [43] to our proof. Then, we obtain

$$
\mathbb{E}[\Phi_{k,t+1}|F_{k,t}] \leq (1 - \frac{1}{3} \gamma \mu) \Phi_{k,t} + (\frac{\eta^2 L}{2} + \frac{\gamma^2 \mu}{6} ) \sigma^2 + \gamma \| \nabla F(w_{k,t}) - \frac{1}{M} \sum_{m=1}^{M} \nabla F(w_{k,t}^m) \|^2
$$

From the above relationship between $\Phi_{k,t+1}$ and $\Phi_{k,t}$, we get

$$
\mathbb{E}[\Phi_{k,\tau}] \leq (1 - \frac{1}{3} \gamma \mu)^\tau \mathbb{E}[\Phi_{k}] + \left( \sum_{t=0}^{\tau-1} (1 - \frac{1}{3} \gamma \mu)^t \right) \cdot (\frac{\eta^2 L}{2} + \frac{\gamma^2 \mu}{6} \sigma^2 )
$$

$$
+ \gamma \sum_{t=0}^{\tau-1} \left\{ (1 - \frac{1}{3} \gamma \mu)^{\tau-t-1} \mathbb{E}[\| \nabla F(w_{k,t}^m) - \frac{1}{M} \sum_{m=1}^{M} \nabla F(w_{k,t}^m) \|^2] \right\}
$$

$$
\leq (1 - \frac{1}{3} \gamma \mu)^\tau \mathbb{E}[\Phi_{k}] + \left( \frac{\eta^2 L}{2} + \frac{\gamma^2 \mu}{6} \sigma^2 \right)
$$

$$
+ \gamma \tau \cdot \max_{0 \leq t < \tau} \mathbb{E}[\| \nabla F(w_{k,t}^m) - \frac{1}{M} \sum_{m=1}^{M} \nabla F(w_{k,t}^m) \|^2]
$$

Proposition 20: Let Assumption 1 hold. Then, we have

$$
\mathbb{E}[\| w_{k+1} - \bar{w}_{k,\tau} \|^2] \leq \frac{q}{M^2} \sum_{m=1}^{M} \mathbb{E}[\| w_{k,t}^m - w_k \|^2]
$$

$$
\mathbb{E}[F(w_{k+1}^ag) - F(w_{k,\tau}^ag)] \leq \frac{qL}{2M^2} \sum_{m=1}^{M} \mathbb{E}[\| w_{k,t}^m - w_k^ag \|^2]
$$

Proof of Proposition 20 The first inequality is the same as one in Proposition 13. The proof of the second inequality is similar to Proposition 13 as well.

$$
\mathbb{E}[F(w_{k+1}^ag) - F(w_{k,\tau}^ag)] = \mathbb{E}[F(w_{k}^ag + \frac{1}{M} \sum_{m=1}^{M} Q(w_{k,\tau}^ag - w_k^ag) ) - F(\frac{1}{M} \sum_{m=1}^{M} w_{k,t}^ag)]
$$

$$
\leq \mathbb{E}[\langle \nabla F(\frac{1}{M} \sum_{m=1}^{M} w_{k,t}^ag) , \frac{1}{M} \sum_{m=1}^{M} (Q(w_{k,\tau}^ag - w_k^ag ) - (w_{k,\tau}^ag - w_k^ag) \rangle ]
$$

$$
+ \frac{L}{2} \| \frac{1}{M} \sum_{m=1}^{M} Q(w_{k,\tau}^ag - w_k^ag ) - (w_{k,\tau}^ag - w_k^ag) \|^2]
$$

$$
= \frac{L}{2} \mathbb{E}[\| \frac{1}{M} \sum_{m=1}^{M} Q(w_{k,\tau}^ag - w_k^ag ) - (w_{k,\tau}^ag - w_k^ag) \|^2]
$$

$$
= \frac{L}{2M^2} \sum_{m=1}^{M} \mathbb{E}[\| Q(w_{k,\tau}^ag - w_k^ag ) - (w_{k,\tau}^ag - w_k^ag) \|^2]
$$

$$
\leq \frac{qL}{2M^2} \sum_{m=1}^{M} \mathbb{E}[\| w_{k,t}^ag - w_k^ag \|^2]
$$
Proposition 21: Let $F$ be $\mu$-strongly convex, and assume Assumptions 2, 3, 4, then for $\alpha = \frac{3}{2\gamma\mu} - \frac{1}{2}, \beta = \frac{2\alpha^2 - 1}{\alpha^2}, \gamma \in [\eta, \sqrt{\frac{\mu}{\gamma}}], \eta, \gamma \in (0, \frac{1}{L}], \gamma \mu \leq \frac{3}{4}$, we get

$$
\mathbb{E}[B^n_{k,t}] \leq \mathbb{E}[B^n_{k,0}] + \left( \frac{1}{3} + \frac{1}{\alpha^2} \right) \cdot (1 - 1 - \frac{1}{2}\alpha^2 + \frac{1}{\alpha^2} + 1)^t \sigma^2
$$

Proof of Proposition 21: From the notation mentioned in the beginning of section 5.4,

$$
\mathbb{E}[B^n_{k,t} | \mathcal{F}_k,t] = \left( \frac{\mu \alpha^2 - 1}{3} (1 - \beta^{-2}) + L \beta^{-2} \right) \mathbb{E}||w_{k,t+1} - w_{k,t+1}^{ag,m}||^2 | \mathcal{F}_k,t
$$

Thus, let’s sequentially compute $\mathbb{E}[||w_{k,t+1} - w_{k,t+1}^{ag,m}||^2 | \mathcal{F}_k,t]$ and $\mathbb{E}[\Phi^n_{k,t+1} | \mathcal{F}_k,t]$.

$$
\mathbb{E}||w_{k,t+1} - w_{k,t+1}^{ag,m}||^2 | \mathcal{F}_k,t
$$

Here, we need to bound $||\nabla F(w_{k,t}^{\text{md},m})||^2$.

$$
||\nabla F(w_{k,t}^{\text{md},m})||^2 \leq 2L \left( F(w_{k,t}^{\text{md},m}) - F^* \right) (\because \text{Assumption 3})
$$

It is easy to show $(\alpha - 1) \leq \frac{\eta}{L} (2\alpha^2 - \alpha)$ by using the fact $\gamma L \leq 1$. Therefore, we finally get

$$
\mathbb{E}[||w_{k,t+1} - w_{k,t+1}^{ag,m}||^2 | \mathcal{F}_k,t]
$$
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Now, let’s compute $\mathbb{E}[\Phi_{k,t+1}^{m} | \mathcal{F}_{k,t}]$. We need to compute $\mathbb{E}[\|w_{k,t+1}^{m} - w^{*}\|^{2} | \mathcal{F}_{k,t}]$ and $\mathbb{E}[F(\mathcal{w}_{k,t+1}^{ag,m}) - F^{*} | \mathcal{F}_{k,t}]$ first.

$$
\mathbb{E}[\|w_{k,t+1}^{m} - w^{*}\|^{2} | \mathcal{F}_{k,t}]
= \mathbb{E}[(1 - \alpha^{-1})w_{k,t}^{m} + \alpha^{-1}u_{md,t}^{m} - \gamma g_{k,t}^{m} - w^{*}^{2} | \mathcal{F}_{k,t}]
\leq (1 - \alpha^{-1})w_{k,t}^{m} + \alpha^{-1}u_{md,t}^{m} - \gamma \nabla F(w^{md,m}_{k,t}) - w^{*}^{2} + \gamma^{2}\sigma^{2}
\leq (1 + \frac{1}{2}\alpha^{-1})((1 - \alpha^{-1})w_{k,t}^{m} + \alpha^{-1}u_{md,t}^{m} - \gamma \nabla F(w^{md,m}_{k,t}) - w^{*}^{2} + \gamma^{2}\sigma^{2}
= (1 + \frac{1}{2}\alpha^{-1})((1 - \alpha^{-1})w_{k,t}^{m} + \alpha^{-1}u_{md,t}^{m} - w^{*}^{2} + \gamma^{2}(1 + \frac{1}{2}\alpha^{-1})\|\nabla F(w^{md,m}_{k,t})\|^{2}
- 2\gamma(1 + \frac{1}{2}\alpha^{-1})((1 - \alpha^{-1})w_{k,t}^{m} + \alpha^{-1}u_{md,t}^{m} - w^{*}, \nabla F(w^{md,m}_{k,t})) + \gamma^{2}\sigma^{2}
\leq (1 + \frac{1}{2}\alpha^{-1})((1 - \alpha^{-1})w_{k,t}^{m} + \alpha^{-1}u_{md,t}^{m} - w^{*}^{2} + \gamma^{2}(1 + \frac{1}{2}\alpha^{-1})\|\nabla F(w^{md,m}_{k,t})\|^{2}
\cdot \|\nabla F(w^{md,m}_{k,t})\|^{2} - 2\gamma(1 + \frac{1}{2}\alpha^{-1})((1 - \alpha^{-1})w_{k,t}^{m} + \alpha^{-1}u_{md,t}^{m} - w^{*}, \nabla F(w^{md,m}_{k,t})) + \gamma^{2}\sigma^{2}
\leq (1 + \frac{1}{2}\alpha^{-1})(1 - \alpha^{-1}) < 1 - \frac{1}{2}\alpha^{-1}, 1 + \frac{1}{2}\alpha^{-1} \leq \frac{3}{2}
. Due to these facts, we obtain

$$
\mathbb{E}[\|w_{k,t+1}^{m} - w^{*}\|^{2} | \mathcal{F}_{k,t}]
\leq (1 - \frac{1}{2}\alpha^{-1})\|w_{k,t}^{m} - w^{*}\|^{2} + \frac{3}{2}\alpha^{-1}\|w_{md,t}^{m} - w^{*}\|^{2} + \frac{3}{2}\alpha^{-1}\|\nabla F(w^{md,m}_{k,t})\|^{2}
- 2\gamma(1 + \frac{1}{2}\alpha^{-1})((1 - \alpha^{-1})w_{k,t}^{m} + \alpha^{-1}u_{md,t}^{m} - w^{*}, \nabla F(w^{md,m}_{k,t})) + \gamma^{2}\sigma^{2}
\leq (1 - \frac{1}{2}\alpha^{-1})\|w_{md,t}^{m} - w^{*}\|^{2} + \frac{3}{2}\alpha^{-1}\|w_{md,t}^{m} - w^{*}\|^{2} + \frac{3}{2}\alpha^{-1}\|\nabla F(w^{md,m}_{k,t})\|^{2}
- 2\gamma(1 + \frac{1}{2}\alpha^{-1})((1 - \alpha^{-1} - \beta^{-1})w_{k,t}^{m} + \alpha^{-1}u_{md,t}^{m} - w^{*}, \nabla F(w^{md,m}_{k,t})) + \gamma^{2}\sigma^{2}
\leq (1 - \frac{1}{2}\alpha^{-1})(1 - \alpha^{-1}) < 1 - \frac{1}{2}\alpha^{-1}, 1 + \frac{1}{2}\alpha^{-1} \leq \frac{3}{2}
$$

The following holds for $L = \frac{1}{\eta}$.

Next, we compute the upper bound of $\mathbb{E}[F(\mathcal{w}_{k,t+1}^{ag,m}) - F^{*} | \mathcal{F}_{k,t}]$.

$$
\mathbb{E}[F(\mathcal{w}_{k,t+1}^{ag,m}) - F^{*} | \mathcal{F}_{k,t}]
\leq \mathbb{E}[F(u_{md,t}^{ag,m}) + (\nabla F(u_{md,t}^{ag,m}), u_{ag,t}^{ag,m} - w_{md,t}^{ag,m}) + \frac{L}{2}\|w_{k,t+1}^{ag,m} - u_{md,t}^{ag,m}\|^{2} - F^{*} | \mathcal{F}_{k,t}]
\leq F(u_{md,t}^{ag,m}) - F^{*} - \eta\|\nabla F(u_{md,t}^{ag,m})\|^{2} + \frac{\eta^{2}L}{2}\|\nabla F(u_{md,t}^{ag,m})\|^{2} + \frac{\eta^{2}L}{2}\sigma^{2}
\leq F(u_{md,t}^{ag,m}) - F^{*} - \frac{\eta}{2}\|\nabla F(u_{md,t}^{ag,m})\|^{2} + \frac{\eta^{2}L}{2}\sigma^{2} (\cdot 1 - \frac{\eta}{2}L \geq \frac{1}{2} \Leftrightarrow \eta \in [0, \frac{1}{L}])
\leq (1 - \frac{1}{2}\alpha^{-1})(F(u_{ag,t}^{ag,m}) - F^{*}) + \frac{1}{2}\alpha^{-1}(F(u_{md,t}^{ag,m}) - F^{*})
+ (1 - \frac{1}{2}\alpha^{-1})F(u_{ag,t}^{ag,m}) - F^{*} - \eta\|\nabla F(u_{ag,t}^{ag,m})\|^{2} + \frac{\eta^{2}L}{2}\sigma^{2}
\leq (1 - \frac{1}{2}\alpha^{-1}(F(u_{ag,t}^{ag,m}) - F^{*}) - \frac{1}{4}\|u_{md,t}^{ag,m} - w^{*}\|^{2} + \frac{1}{2}\alpha^{-1}\|\nabla F(u_{md,t}^{ag,m}), u_{md,t}^{ag,m} - w^{*}\|^{2}
+ (1 - \frac{1}{2}\alpha^{-1})\|\nabla F(u_{md,t}^{ag,m}), u_{md,t}^{ag,m} - w_{md,t}^{ag,m}) - \frac{\eta}{2}\|\nabla F(u_{md,t}^{ag,m})\|^{2} + \frac{\eta^{2}L}{2}\sigma^{2}
\leq (1 - \frac{1}{2}\alpha^{-1}(F(u_{ag,t}^{ag,m}) - F^{*}) - \frac{1}{4}\|u_{md,t}^{ag,m} - w^{*}\|^{2} - \frac{\eta}{2}\|\nabla F(u_{md,t}^{ag,m})\|^{2} + \frac{\eta^{2}L}{2}\sigma^{2}
+ \frac{1}{2}\alpha^{-1}\|\nabla F(u_{md,t}^{ag,m})\|^{2} + 2\alpha\beta^{-1}w_{k,t}^{ag,m} + (1 - 2\alpha\beta^{-1})w_{k,t}^{ag,m} - w^{*})
$$
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It is easy to show \( \frac{1}{2} \alpha^{-1} = \frac{\gamma}{3}(1 + \frac{1}{2} \alpha^{-1}) \). Then, we bound \( \mathbb{E}[\Phi_{k,t+1}^m | F_{k,t}] \) by using the above results.

\[
\mathbb{E}[\Phi_{k,t+1}^m | F_{k,t}] = \frac{\mu}{6} \mathbb{E}[\|w_{k,t+1}^m - w^*\|^2 | F_{k,t}] + \mathbb{E}[F(w_{k,t+1}^{ag,m}) - F^* | F_{k,t}]
\]

\[
\leq (1 - \frac{1}{2} \alpha^{-1}) \Phi_{k,t}^m + \frac{\gamma^2}{4} \nabla F(w_{k,t}^{md,m}) \| 2 + \frac{1}{2}(\frac{\gamma^2}{3} + \eta^2 L) \sigma^2
\]

\[
\leq (1 - \frac{1}{2} \alpha^{-1}) \Phi_{k,t}^m + \frac{\gamma^2}{2} \left( \frac{\mu}{3} + L \right) \sigma^2
\]

Plugging (55), (56) in (53) yields,

\[
\mathbb{E}[B_{k,t+1}^m | F_{k,t}]
\]

\[
\leq \left( \frac{\mu \alpha^{-2}}{3} (1 - \beta^{-1})^2 + L \beta^{-2} \right) (1 - \alpha^{-1})^2 (1 + 2 \alpha^{-1}) \|w_{k,t}^m - w_{k,t}^{md,m}\|^2 + (\gamma - \eta)^2 (1 + \frac{\alpha}{2}) \cdot \left( \frac{2 \alpha^2 - \alpha}{2 \alpha^2 - 1} \cdot 2 L \Phi_{k,t}^m \right) \]

\[
+ \gamma^2 \left( \frac{\mu}{3} + L \right) \frac{2 \alpha^2 - \alpha}{2 \alpha^2 - 1} \cdot 2 L \left( (1 - \frac{1}{2} \alpha^{-1}) \Phi_{k,t}^m + \frac{\gamma^2}{2} \left( \frac{\mu}{3} + L \right) \sigma^2 \right)
\]

\[
= (1 - \alpha^{-1})^2 (1 + 2 \alpha^{-1}) \left( \frac{\mu \alpha^{-2}}{3} (1 - \beta^{-1})^2 + L \beta^{-2} \right) \|w_{k,t}^m - w_{k,t}^{md,m}\|^2
\]

\[
+ \left( \left( \frac{\mu \alpha^{-2}}{3} (1 - \beta^{-1})^2 + L \beta^{-2} \right) (\gamma - \eta)^2 (1 + \frac{\alpha}{2}) + (1 - \frac{1}{2} \alpha^{-1}) \gamma^2 \left( \frac{\mu}{3} + L \right) \right)
\]

\[
\cdot \left( \frac{2 \alpha^2 - \alpha}{2 \alpha^2 - 1} \cdot 2 L \Phi_{k,t}^m \right) \]

\[
+ \left( \left( \frac{\mu \alpha^{-2}}{3} (1 - \beta^{-1})^2 + L \beta^{-2} \right) (\gamma - \eta)^2 + \gamma^4 \left( \frac{\mu}{3} + L \right) \frac{2 \alpha^2 - \alpha}{2 \alpha^2 - 1} L \right) \sigma^2
\]

We can show that both coefficients of \( \|w_{k,t}^m - w_{k,t}^{md,m}\|^2 \) and \( \frac{\mu \alpha^{-2}}{2 \alpha^2 - 1} \cdot 2 L \Phi_{k,t}^m \) are upper bounded by \( 1 - \frac{1}{2} \alpha^{-1} + \frac{1}{1 + \frac{1}{2} \alpha^{-1}} \).

\[
(1 - \alpha^{-1})^2 (1 + 2 \alpha^{-1}) \leq 1 - \frac{1}{2} \alpha^{-1} + \frac{1}{1 + \frac{1}{2} \alpha^{-1}} (< 1)
\]

\[
\Leftrightarrow 1 - \frac{1}{4} \alpha^{-2} + \frac{1}{2} \alpha^{-1} - (1 - \alpha^{-1})^2 (1 + 2 \alpha^{-1}) (1 + \frac{1}{2} \alpha^{-1}) \geq 0
\]

Let’s define \( g_1(\alpha^{-1}) = 1 - \frac{1}{2} \alpha^{-2} - \frac{1}{2} \alpha^{-1} - (1 - \alpha^{-1})^2 (1 + 2 \alpha^{-1}) (1 + \frac{1}{2} \alpha^{-1}) \). Then, it is easy to check that \( g_1(\alpha^{-1}) \geq 0 \) for \( 0 < \alpha^{-1} \leq 1 \). Moreover, we would like to show the below inequality.

\[
\left( \frac{\mu \alpha^{-2}}{3} (1 - \beta^{-1})^2 + L \beta^{-2} \right) \gamma^2 (1 + \frac{\alpha}{2}) + (1 - \frac{1}{2} \alpha^{-1}) \gamma^2 \left( \frac{\mu}{3} + L \right)
\]

\[
\leq \left( \frac{\mu \alpha^{-2}}{3} (1 - \beta^{-1})^2 + L \beta^{-2} \right) \gamma^2 (1 + \frac{\alpha}{2}) + (1 - \frac{1}{2} \alpha^{-1}) \gamma^2 \left( \frac{\mu}{3} + L \right)
\]

\[
\leq (1 - \frac{1}{2} \alpha^{-1} + \frac{1}{1 + \frac{1}{2} \alpha^{-1}}) \gamma^2 \left( \frac{\mu}{3} + L \right)
\]

Since \( \frac{\mu \alpha^{-2}}{3} (1 - \beta^{-1})^2 + L \beta^{-2} = \left( \frac{\mu}{3} \frac{2 \alpha - 1}{2 \alpha^2 - 1} + L \frac{\alpha - 1}{2 \alpha^2 - 1} \right) \leq \left( \frac{\mu}{3} + L \right) \frac{2 \alpha - 1}{2 \alpha^2 - 1} \), it is enough to show

\[
\left( \frac{\mu}{3} + L \right) \frac{2 \alpha - 1}{2 \alpha^2 - 1} \gamma^2 (1 + \frac{\alpha}{2}) \leq \frac{1}{1 + \frac{1}{2} \alpha^{-1}} \gamma^2 \left( \frac{\mu}{3} + L \right)
\]
We also know that \( \frac{\mu + L}{\tau + \frac{n}{\alpha}} = 4 - \frac{1}{\frac{\mu + L}{\tau + \frac{n}{\alpha}}} > \frac{16}{\tau} \) (\( \cdot \frac{L}{\mu} > 1 \)). Then, we only need to show
\[
\left( \frac{2\alpha - 1}{2\alpha^2 - 1} \right)^2 (1 + \frac{\alpha}{2}) \leq \frac{16}{\tau} \cdot \frac{\alpha}{2} + \frac{1}{2}
\]
\[
\Leftrightarrow \frac{8}{\tau} (2\alpha^2 - 1)^2 - (2\alpha - 1)^2 (1 + \frac{\alpha}{2}) (\alpha + \frac{1}{2}) \geq 0
\]

Let's define \( g_2(\alpha) = \frac{8}{\tau} (2\alpha^2 - 1)^2 - (2\alpha - 1)^2 (1 + \frac{\alpha}{2}) (\alpha + \frac{1}{2}) \). Then, it is easy to check \( g_2(\alpha) \geq 0 \) for \( \alpha \geq \frac{3}{4} \). As we assume \( \gamma \mu \leq \frac{3}{4} \), we can say \( \alpha = \frac{3}{2\gamma \mu} - \frac{1}{2} \geq \frac{3}{4} \). This indicates that the inequality (59) is satisfied. Thus, from (57), (58), and (59) we finally get
\[
E[B_{k,t+1}^m | F_{k,t}] \leq (1 - \frac{1}{2} \alpha^{-1} + \frac{1}{2} \alpha^{-1} \frac{1}{1 + \frac{1}{2} \alpha^{-1}} ) E[B_{k,t}^m] + \left( \left( \frac{\mu \alpha^{-2}}{3} (1 - \beta^{-1})^2 + L \beta^{-2} \right) (\gamma - \eta)^2 + \gamma \left( \frac{\mu}{3} + L \right)^2 (\alpha - \alpha) \right) \sigma^2.
\]

From this relationship between \( B_{k,t+1}^m \) and \( B_{k,t}^m \), we obtain the result of Proposition 21.

**Proposition 22:** Let \( F \) be \( \mu \)-strongly convex, and assume Assumption 2, 3, 4, then for \( \alpha = \frac{3}{2\gamma \mu} - \frac{1}{2}, \beta = \frac{3}{2\gamma - 1}, \gamma \in [\eta, \sqrt{\frac{\mu}{L}}], \eta, \gamma \in (0, \frac{1}{L}], \gamma \mu \leq \frac{3}{4}, \tau \geq 2, \) FedAQ yields
\[
\frac{\mu}{6} E[\|w_{k,\tau}^m - w_k\|^2] + \frac{L}{2} E[\|w_{k,\tau}^{ag,m} - w_{k,\tau}^{ag}\|^2] \leq \left( \gamma^2 \mu \frac{8}{3} \mu + 2L \right) \tau^2 E[\Phi_k]
\]
\[
+ \left( \gamma^2 \mu \frac{8}{3} + \eta^2 L \right) \tau \sigma^2
\]
\[
+ \left( \gamma - \eta \right) \gamma^2 \mu \frac{8}{3} + \frac{L}{4} + \gamma \left( \frac{\mu}{3} + L \right)^2 \right) \frac{3 \tau^2 \sigma^2}{2}
\]

**Proof of Proposition 22** We use the same upper bounds for \( E[\|w_{k,\tau}^m - w_k\|^2] \) and \( E[\|w_{k,\tau}^{ag,m} - w_{k,\tau}^{ag}\|^2] \) as in Proposition 15,
\[
E[\|w_{k,\tau}^m - w_k\|^2] \leq \tau \left( \sum_{t=0}^{\tau-1} 2\alpha^{-2} (1 - \beta^{-1})^2 E[\|w_{k,t}^m - w_{k,t}^{ag,m}\|^2] + 2\gamma^2 E[\|\nabla F(w_{k,t}^{md,m})\|^2] \right)
\]
\[
+ 2\tau \gamma^2 \sigma^2
\]
\[
E[\|w_{k,\tau}^{ag,m} - w_{k,\tau}^{ag}\|^2] \leq \tau \left( \sum_{t=0}^{\tau-1} 2\beta^{-2} E[\|w_{k,t}^m - w_{k,t}^{ag,m}\|^2] + 2\eta^2 E[\|\nabla F(w_{k,t}^{md,m})\|^2] \right) + 2\tau \eta^2 \sigma^2
\]
Thus, by using the above results, we get

\[
\frac{\mu}{6} \mathbb{E}[\|w_{k,r}^m - w_k\|^2] + \frac{L}{2} \mathbb{E}[\|w_{k,r}^{ag,m} - w_k^{ag}\|^2]
\]

\[
\leq \tau \sum_{t=0}^{\tau-1} \left\{ \left( \frac{\mu \alpha - 2}{3} (1 - \beta^{-1})^2 + L \beta^{-2} \right) \mathbb{E}[\|w_{k,t}^m - w_{k,t}^{ag,m}\|^2] + \left( \frac{\gamma^2}{3} + \eta^2 L \right) \mathbb{E}[\|\nabla F(w_{k,t}^{md,m})\|^2] \right\}
\]

\[
+ \left( \frac{\gamma^2}{3} + \eta^2 L \right) \tau \sigma^2
\]

\[
\leq \tau \sum_{t=0}^{\tau-1} \left\{ \left( \frac{\mu \alpha - 2}{3} (1 - \beta^{-1})^2 + L \beta^{-2} \right) \mathbb{E}[\|w_{k,t}^m - w_{k,t}^{ag,m}\|^2] + \gamma^2 (\frac{\mu}{3} + L) \frac{2 \alpha^2 - \alpha}{2 \alpha^2 - 1} 2 L \mathbb{E}[\Phi_{k,t}^m] \right\}
\]

\[
+ \left( \frac{\gamma^2}{3} + \eta^2 L \right) \tau \sigma^2 \quad (\because (54))
\]

\[
= \tau \left( \sum_{t=0}^{\tau-1} \mathbb{E}[B_{k,t}^m] \right) + \left( \frac{\gamma^2}{3} + \eta^2 L \right) \tau \sigma^2
\]

By Proposition \[21\] and the fact \(\Phi_{k,0}^m = \Phi_k\), we obtain

\[
\frac{\mu}{6} \mathbb{E}[\|w_{k,r}^m - w_k\|^2] + \frac{L}{2} \mathbb{E}[\|w_{k,r}^{ag,m} - w_k^{ag}\|^2]
\]

\[
\leq \tau \left\{ \sum_{t=0}^{\tau-1} \mathbb{E}[B_{k,0}^m] + \left( \left( \frac{\mu}{3} \frac{2 \alpha - 1}{2 \alpha^2 - 1} \right)^2 + L \left( \frac{\alpha - 1}{2 \alpha^2 - 1} \right)^2 \right) (\gamma - \eta)^2 + \gamma^4 (\frac{\mu}{3} + L) \frac{2 \alpha^2 - \alpha}{2 \alpha^2 - 1} \right\}
\]

\[
1 + \frac{1}{4} \alpha^{-1} \left( 1 - \frac{1}{2} \alpha^{-1} + \frac{1}{2} \alpha^{-1} \right) \sigma^2 + \left( \frac{\gamma^2}{3} + \eta^2 L \right) \tau \sigma^2
\]

\[
= \tau^2 \left( \left( \frac{\mu \alpha - 2}{3} (1 - \beta^{-1})^2 + L \beta^{-2} \right) \mathbb{E}[\|w_k - w_k^{ag}\|^2] + \gamma^2 (\frac{\mu}{3} + L) \frac{2 \alpha^2 - \alpha}{2 \alpha^2 - 1} \cdot 2 L \mathbb{E}[\Phi_k] \right)
\]

\[
+ \tau \left( \left( \frac{\mu}{3} \frac{2 \alpha - 1}{2 \alpha^2 - 1} \right)^2 + L \left( \frac{\alpha - 1}{2 \alpha^2 - 1} \right)^2 \right) \cdot (\gamma - \eta)^2 + \gamma^4 (\frac{\mu}{3} + L) \frac{2 \alpha^2 - \alpha}{2 \alpha^2 - 1} \right) \right\}
\]

\[
\cdot \left( \sum_{t=0}^{\tau-1} \left( 1 - \frac{1}{2} \alpha^{-1} + \frac{1}{2} \alpha^{-1} \right) \right) \sigma^2 + \left( \frac{\gamma^2}{3} + \eta^2 L \right) \tau \sigma^2
\]

Before we get to the final result, let’s find the upper bound for \(\|w_k - w_k^{ag}\|^2\), \(\sum_{t=0}^{\tau-1} \left( 1 - \frac{1}{2} \alpha^{-1} + \frac{1}{2} \alpha^{-1} \right) \):
\[
\sum_{t=0}^{\tau-1} \left( 1 - \left(1 - \frac{1}{2} \alpha^{-1} + \frac{1}{2} \frac{\alpha^{-1}}{1 + \frac{1}{2} \alpha^{-1}} \right)^t \right) = \tau - \sum_{t=0}^{\tau-1} \left( 1 - \frac{1}{2} \alpha^{-1} + \frac{1}{2} \frac{\alpha^{-1}}{1 + \frac{1}{2} \alpha^{-1}} \right)^t
\]

\[
= \frac{1 - (1 - \frac{1}{2} \alpha^{-1} + \frac{1}{2} \frac{\alpha^{-1}}{1 + \frac{1}{2} \alpha^{-1}})^\tau}{1 - (1 - \frac{1}{2} \alpha^{-1} + \frac{1}{2} \frac{\alpha^{-1}}{1 + \frac{1}{2} \alpha^{-1}})}
\]

\[
\leq \tau - \frac{1 - (1 - \frac{1}{2} \alpha^{-2} + \frac{1}{2} \frac{\alpha^{-2}}{1 + \frac{1}{2} \alpha^{-1}})^\tau + \left( \frac{1}{2} \alpha^{-2} \right)^2 \tau (\tau - 1)}{1 + \frac{1}{2} \alpha^{-1}} \cdot \frac{\tau (\tau - 1)}{2}
\]

Therefore, we obtain

\[
\frac{\mu}{6} \mathbb{E}[\|w_{k,\tau}^m - w_k\|^2] + \frac{L}{2} \mathbb{E}[\|w_{k,\tau}^{sg,m} - w_k^{sg}\|^2]
\]

\[
\leq \left( \frac{8}{3} \alpha^{-2}(1 - \beta^{-1})^2 + \frac{8L}{\mu} \beta^{-2} + \gamma^2 \left( \frac{\mu}{3} + L \right) \frac{2\alpha^2 - \alpha}{2\alpha^2 - 1} \cdot 2L \right) \tau^2 \mathbb{E}[\Phi_k] + \left( \frac{1}{2} \alpha^{-2} + \gamma^2 \left( \frac{\mu}{3} + L \right) \frac{2\alpha^2 - \alpha}{2\alpha^2 - 1} \right) \cdot \frac{\tau^3 \sigma^2}{2}
\]

Moreover, we can simplify the above inequality by replacing \( \alpha, \beta \) with \( \gamma, \mu \). It is easy to show \( \frac{2\alpha^2 - \alpha}{2\alpha^2 - 1} \leq 1, \frac{2\alpha^2 - \alpha}{2\alpha^2 - 1} \leq \frac{1}{\alpha} = \frac{2\alpha \mu}{3 - \mu} \leq \gamma \mu \). Then, we can further show

\[
\frac{8}{3} \alpha^{-2}(1 - \beta^{-1})^2 + \frac{8L}{\mu} \beta^{-2} + \gamma^2 \left( \frac{\mu}{3} + L \right) \frac{2\alpha^2 - \alpha}{2\alpha^2 - 1} \cdot 2L
\]

\[
= \frac{8}{3} \alpha^{-2}(1 - \beta^{-1})^2 + \frac{8L}{\mu} \frac{2\alpha^2 - 1}{2\alpha^2 - 1} \cdot 2L
\]

\[
\leq \left( \frac{8}{3} + \frac{2L}{\mu} \frac{2\alpha^2 - 1}{2\alpha^2 - 1} \right) \alpha^{-2} + \gamma^2 \left( \frac{\mu}{3} + L \right) 2L
\]

\[
\leq \gamma^2 \mu \left( \frac{8}{3} \mu + 2L \right) + 2\gamma^2 L \left( \frac{\mu}{3} + L \right)
\]

We also get

\[
\left( \frac{\mu}{3} \frac{2\alpha^2 - 1}{2\alpha^2 - 1} \right)^2 + \gamma^2 \left( \frac{\mu}{3} + L \right) \frac{2\alpha^2 - \alpha}{2\alpha^2 - 1} \right)
\]

\[
\leq \left( \frac{\mu}{4} + \frac{L}{4} \right) \left( 2\alpha^2 - 1 \right) (\gamma - \eta)^2 + \gamma^4 \left( \frac{\mu}{3} + L \right) 2L
\]

\[
\leq (\gamma - \eta)^2 \gamma^2 \mu \left( \frac{\mu}{3} + \frac{L}{4} \right) + \gamma^4 \left( \frac{\mu}{3} + L \right)^2 L
\]
Finally, from (60), (61), and (62), we conclude as below
\[
\frac{\mu}{6} \mathbb{E}[\|w_{k,\tau}^m - w_k\|^2] + \frac{L}{2} \mathbb{E}[\|w_{k,\tau}^{ag,m} - w_k^{ag}\|^2] \leq \left( \gamma^2 \mu (\frac{8}{3} \mu + 2L) + 2\gamma^2 L(\frac{\mu}{3} + L) \right) \tau^2 \mathbb{E}[\Phi_k]
\]
\[
+ \left( \frac{\gamma^2 \mu}{3} + \eta^2 L \right) \tau \sigma^2
\]
\[
+ \left( (\gamma - \eta)^2 \gamma^2 \mu^2 (\frac{\mu}{3} + L) \right) \tau \gamma \sigma^2
\]

Proof of Lemma\[5\] By the definition of $\Phi_k$, $\Phi_{k,t}$ and Proposition\[18\]
\[
\mathbb{E}[\Phi_{k+1}] = \mathbb{E}[\Phi_{k,\tau}] + \frac{\mu}{6} \mathbb{E}[\|w_{k+1} - \bar{w}_{k,\tau}\|^2] + \mathbb{E}[F(w_{k+1}^{ag}) - F(\bar{w}_{k,\tau}^{ag})]
\]
Applying Proposition\[19\] and Proposition\[20\] we have
\[
\mathbb{E}[\Phi_{k+1}]
\leq (1 - \frac{\gamma \mu}{3}) \mathbb{E}[\Phi_{k}] + \left( \frac{\eta^2 L}{2} + \frac{\gamma^2 \mu}{6} \right) \tau \sigma^2 + \gamma \tau \cdot \max_{0 \leq t < \tau} \mathbb{E}[\|\nabla F(\bar{w}_{k,t}^{md})\|]
\]
\[
+ \frac{q \mu}{2M} \sum_{m=1}^{M} \mathbb{E}[\|w_{k,m} - w_k\|^2] + \frac{q L}{2M} \sum_{m=1}^{M} \mathbb{E}[\|w_{k,m}^{ag} - w_k^{ag}\|^2]
\]
\[
\leq (1 - \frac{\gamma \mu}{3}) \mathbb{E}[\Phi_{k}] + \left( \frac{\eta^2 L}{2} + \frac{\gamma^2 \mu}{6} \right) \tau \sigma^2 + \gamma \tau \cdot \max_{0 \leq t < \tau} \mathbb{E}[\|\nabla F(\bar{w}_{k,t}^{md})\|]
\]
\[
+ \frac{q \mu}{M} \left( \gamma^2 \mu (\frac{8}{3} \mu + 2L) + 2\gamma^2 L(\frac{\mu}{3} + L) \right) \tau \gamma \sigma^2
\]
\[
+ \frac{q L}{2M} \left( (\gamma - \eta)^2 \gamma^2 \mu^2 (\frac{\mu}{3} + L) \right) \tau \sigma^2
\]
The second inequality comes from Proposition\[22\] $D(\gamma, \tau)$ is defined as below.
\[
D(\gamma, \tau) = (1 - \frac{\gamma \mu}{3}) \tau + \frac{q \mu}{M} \left( \gamma^2 \mu (\frac{8}{3} \mu + 2L) + 2\gamma^2 L(\frac{\mu}{3} + L) \right) \tau^2
\]

5.4.2 Proof of Theorem\[6\]
Proof of Theorem\[6\] At first, due to the condition (36) in Theorem\[6\] we get
\[
D(\gamma, \tau) = (1 - \frac{\gamma \mu}{3}) \tau + \frac{q \mu}{M} \left( \gamma^2 \mu (\frac{8}{3} \mu + 2L) + 2\gamma^2 L(\frac{\mu}{3} + L) \right) \tau^2
\]
\[
\leq 1 - \frac{\gamma \mu}{3} \tau + \frac{1}{9} \gamma^2 \mu^2 \tau^2 + \frac{q \mu}{M} \left( \mu (\frac{8}{3} \mu + 2L) + 2L(\frac{\mu}{3} + L) \right) \tau^2
\]
\[
= 1 - \frac{\gamma \mu}{3} \tau + \left( \frac{1}{9} \mu^2 + \frac{q L}{M} \left( \mu (\frac{8}{3} \mu + 2L) + 2L(\frac{\mu}{3} + L) \right) \right) \gamma \sigma^2
\]
\[
\leq 1 - \frac{\gamma \mu}{6} \tau \cdot \text{condition (36)}
\]
It is trivial that \( \gamma = \max(\eta, \sqrt{\frac{2}{\mu \tau}}) \in [\eta, \sqrt{\frac{2}{\mu}}] \). Thus, we can use Lemma 5. By using Lemma 5 and the above result, we obtain

\[
\mathbb{E}[\Phi_{k+1}]
\leq (1 - \frac{1}{6} \gamma \mu \tau) \mathbb{E}[\Phi_k] + (\frac{\eta^2 L}{2} + \frac{\gamma^2 \mu}{6} \tau \sigma^2) + \frac{\gamma \mu \tau}{M} \max_{0 \leq t < \tau} \mathbb{E}[\| \nabla F(w_{k,t}^{\text{md}}) - \frac{1}{M} \sum_{m=1}^{M} \nabla F(w_{k,t}^{\text{md},m})\|^2] + qM(\frac{(\gamma - \eta)^2 \gamma^2 \mu^2 \tau^2}{3} + \frac{(L + \frac{L}{4}) \gamma^2 \sigma^2}{3} + \frac{q}{2M}(\gamma - \eta)^2 \gamma^2 \mu^2 \tau^3 \sigma^2)
\]

By the Lemma C.14 in [43], we know that the below quantity is bounded.

\[
\max_{0 \leq t < \tau} \mathbb{E}[\| \nabla F(w_{k,t}^{\text{md}}) - \frac{1}{M} \sum_{m=1}^{M} \nabla F(w_{k,t}^{\text{md},m})\|^2] \leq B'
\]

Telescoping \((63)\) yields

\[
\mathbb{E}[\Phi_K] \leq (1 - \frac{1}{6} \gamma \mu \tau)^K \Phi_0 + \left( \sum_{k'=0}^{K-1} (1 - \frac{1}{6} \gamma \mu \tau)^{k'} \right) \mathbb{E}[\Phi_k] + \frac{\eta^2 L}{2} + \frac{\gamma^2 \mu}{6} \tau \sigma^2 + \frac{1}{2M} \left( \gamma^2 \mu \tau B' \right)
\]

The last inequality comes from the fact that \( \sum_{k'=0}^{K-1} (1 - \frac{1}{6} \gamma \mu \tau)^{k'} \leq \frac{6}{\gamma \mu \tau} \). Since we plug in \( \gamma = \max(\eta, \sqrt{\frac{2}{\mu \tau}}) \), we can use Lemma 15 in [43]. Therefore, we obtain

\[
\mathbb{E}[\Phi_K] \leq \exp \left( - \frac{1}{6} \max(\eta \mu, \sqrt{\frac{\eta \mu}{\tau}}) K \right) \Phi_0 + \frac{2(2q + 1) \eta^2 \sigma^2}{\mu^2 M \tau^2 \sigma^2} + \frac{4(2q + 1) \eta^2 L^2 \tau^2 \sigma^2}{\mu^2 M \tau^2 \sigma^2}
\]

The first term stems directly from Lemma 15 in [43]. Also, the last term comes from the fact that

\[
(\gamma - \eta)^2 \gamma \mu \left( \frac{L}{3} + \frac{L}{4} \right) + \gamma^3 \left( \frac{L}{3} + \frac{L}{4} \right)^2 L \leq \frac{\gamma^3 \mu \left( \frac{L}{3} + \frac{L}{4} \right)}{\mu^2 \tau^2 \sigma^2} + \frac{\gamma^3 \left( \frac{L}{3} + \frac{L}{4} \right)^2 L}{\mu^2 \tau^2 \sigma^2}, \quad \text{if } \gamma \neq \eta
\]

Therefore, by simple inequalities such as \( \max(a, b) \leq a + b \) and \( \min(a, b) \leq a \), we ultimately get

\[
\mathbb{E}[\Phi_K] \leq \exp \left( - \frac{1}{6} \max(\eta \mu, \sqrt{\frac{\eta \mu}{\tau}}) K \right) \Phi_0 + \frac{2(2q + 1) \eta^2 \sigma^2}{\mu^2 M \tau^2 \sigma^2} + \frac{8(q + 25) \eta^2 L^2 \tau^2 \sigma^2}{\mu^2 M \tau^2 \sigma^2}
\]

(64)
5.4.3 Proof of Corollary \[23\]

Corollary 23: Let \( D_1, D_2, \) and \( \eta_0 \) as below. Note that \( T = K \tau \).

\[
D_1 = \frac{(\mu^2 \left( \frac{\mu}{3} + \frac{L}{4} \right) + L \left( \frac{\mu}{3} + L \right)^2)}{\mu^2} q, \quad D_2 = \frac{q \left( \frac{\mu}{3} + L \right)^2 L}{\mu},
\]

\[
\eta_0 = \frac{36\tau}{\mu T^2} \log^2 \left( e + \min \left( \frac{\mu MT \Phi_0}{(2q + 1)\sigma^2}, \frac{\mu^3 T^4 \Phi_0}{(q + 25)L^2 \tau^3 \sigma^2}, \frac{\mu^3 MT^3 \Phi_0}{(\mu^3 D_1 + 6^3 D_2) \tau^2 \sigma^2} \right) \right)
\]

Then for \( \eta = \min \left( \frac{1}{\Theta}, \eta_0 \right) \), FedAQ yields

\[
\mathbb{E}[\Phi_K] \leq \min \left( \exp(-\frac{\mu T}{6L}), \exp(-\frac{\mu^3 T}{6L^2 \tau^2}) \right) \Phi_0 + \frac{13(2q + 1)\sigma^2}{\mu MT} \log^2 \left( e + \frac{\mu MT \Phi_0}{(2q + 1)\sigma^2} \right) + \frac{10369(q + 25)L^2 \tau^3 \sigma^2}{\mu^3 T^4} \log^4 \left( e + \frac{\mu^3 T^4 \Phi_0}{(q + 25)L^2 \tau^3 \sigma^2} \right) + \frac{649(\mu^3 D_1 + 216D_2) \tau^2 \sigma^2}{\mu^3 MT^3} \log^6 \left( e + \frac{\mu^3 MT^3 \Phi_0}{(\mu^3 D_1 + 216D_2) \tau^2 \sigma^2} \right)
\]

(65) (66) (67)

Proof of Corollary \[23\] Let’s decompose the final result (64) of the Theorem 4 into a decreasing term and an increasing term. We denote the decreasing term \( \phi_1 \) and the increasing term \( \phi_2 \) as below.

\[
\phi_1(\eta) = \exp \left( -\frac{1}{6} \max(\eta \mu, \sqrt{\eta \mu \tau}) T \right) \Phi_0
\]

\[
\phi_2(\eta) = \frac{2(2q + 1)\eta \frac{1}{2} \sigma^2}{\mu^\frac{1}{2} M \tau^\frac{3}{2}} + \frac{8(q + 25)\eta^2 L^2 \tau^2 \sigma^2}{\mu} + \frac{3q \left( \mu^2 \left( \frac{\mu}{3} + \frac{L}{4} \right) + L \left( \frac{\mu}{3} + L \right)^2 \right) \eta^2 \tau^2 \sigma^2}{\mu^2 M} + \frac{3qL \left( \frac{\mu}{3} + L \right)^2 \eta^3 \tau^2 \sigma^2}{\mu M}
\]

Since \( \phi_1 \) is the decreasing term, we have

\[
\phi_1(\eta) \leq \phi_1 \left( \frac{1}{\Theta} \right) + \phi_1(\eta_0)
\]

(68)

where

\[
\phi_1 \left( \frac{1}{\Theta} \right) = \min \left( \exp(-\frac{\mu T}{6L}), \exp(-\frac{\mu^3 T}{6L^2 \tau^2}) \right) \Phi_0
\]

\[
\phi_1(\eta_0) \leq \exp \left( -\frac{1}{6} \sqrt{\frac{\eta_0 \mu \tau}{\tau^2}} T \right)
\]

\[
= \left( e + \min \left( \frac{\mu MT \Phi_0}{(2q + 1)\sigma^2}, \frac{\mu^3 T^4 \Phi_0}{(q + 25)L^2 \tau^3 \sigma^2}, \frac{\mu^3 MT^3 \Phi_0}{(\mu^3 D_1 + 6^3 D_2) \tau^2 \sigma^2} \right) \right)^{-1} \Phi_0
\]

\[
\leq \frac{(2q + 1)\sigma^2}{\mu MT} + \frac{(q + 25)L^2 \tau^3 \sigma^2}{\mu^3 T^4} + \frac{(\mu^3 D_1 + 6^3 D_2) \tau^2 \sigma^2}{\mu^3 MT^3}
\]
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Since $\phi_2$ is the increasing term, we have
\[
\phi_2(\eta) \\
\leq \phi_2(\eta_0) \\
\leq \frac{12(2q + 1)\sigma^2}{\mu MT} \log \left( e + \frac{\mu MT\Phi_0}{(2q + 1)\sigma^2} \right) + \frac{8 \cdot 36^2(q + 25)L^2\tau^3\sigma^2}{\mu^3 T^4} \log^4 \left( e + \frac{\mu^3 T^4\Phi_0}{(q + 25)L^2\tau^3\sigma^2} \right) \\
+ \frac{3 \cdot 63D_1\tau^2\sigma^2}{\mu^2 MT^3} \log^3 \left( e + \frac{\mu^3 MT^3\Phi_0}{(\mu^2 D_1 + 63D_2)\tau^2\sigma^2} \right) \\
+ \frac{3 \cdot 363D_2\tau^5\sigma^2}{\mu^3 MT^6} \log^6 \left( e + \frac{\mu^3 MT^3\Phi_0}{(\mu^2 D_1 + 63D_2)\tau^2\sigma^2} \right)
\]
\[
\leq \frac{12(2q + 1)\sigma^2}{\mu MT} \log \left( e + \frac{\mu MT\Phi_0}{(2q + 1)\sigma^2} \right) + \frac{8 \cdot 36^2(q + 25)L^2\tau^3\sigma^2}{\mu^3 T^4} \log^4 \left( e + \frac{\mu^3 T^4\Phi_0}{(q + 25)L^2\tau^3\sigma^2} \right) \\
+ \frac{3 \cdot 63(\mu^2 D_1 + 63D_2)\tau^2\sigma^2}{\mu^3 MT^3} \log^6 \left( e + \frac{\mu^3 MT^3\Phi_0}{(\mu^2 D_1 + 63D_2)\tau^2\sigma^2} \right)
\]

The last inequality comes from $\tau \leq 1$. Therefore, by combining (68) and (69), we finally get
\[
\mathbb{E}[\Phi_K] \leq \phi_1(\eta) + \phi_2(\eta) \\
\leq \phi_1\left(\frac{1}{L}\right) + \phi_1(\eta_0) + \phi_2(\eta_0) \\
\leq \min \left( \exp\left(-\frac{\mu T}{6L}\right), \exp\left(-\frac{\mu^2 T}{6Lq^2}\right) \right) \Phi_0 + \frac{13(2q + 1)\sigma^2}{\mu MT} \log^2 \left( e + \mu MT\Phi_0 \right) \\
+ \frac{10369(q + 25)L^2\tau^3\sigma^2}{\mu^3 T^4} \log^4 \left( e + \frac{\mu^3 T^4\Phi_0}{(q + 25)L^2\tau^3\sigma^2} \right) \\
+ \frac{649(\mu^2 D_1 + 216D_2)\tau^2\sigma^2}{\mu^3 MT^3} \log^6 \left( e + \frac{\mu^3 MT^3\Phi_0}{(\mu^2 D_1 + 216D_2)\tau^2\sigma^2} \right)
\]

5.5 More Theoretical Details about Remark 9 and Contribution 2 in Introduction

5.5.1 Why Haddadpour et al. (2021) Cannot Achieve a Linear Speedup

It is hard to say that [9] achieves a linear speedup in $M$ in strongly-convex and homogeneous settings. Let’s first recap Corollary D.8 in [9]. They let $\gamma, \mu, \tau \leq \frac{1}{2}, \kappa = \frac{L}{\mu}, \gamma \geq M$ and tune $\eta$ as $\eta = \frac{1}{(\frac{q}{M} + 1)\tau\gamma}$. Here, $\eta$ is the client learning rate, and $\gamma$ is the server learning rate. Other parameters are the same as we defined. Then, they obtain the below result.
\[
\mathbb{E}[F(w_K) - F^*] \leq \exp(-\eta\gamma M K)(F(w_0) - F^*) + \frac{1}{\mu} \left[ \frac{1}{2} \tau L^2 \eta^2 \sigma^2 + (1 + q) \frac{\gamma \eta L \sigma^2}{2M} \right]
\]
\[
\leq O\left( \exp\left(-\frac{K}{2(q + 1)\kappa}\right)(F(w_0) - F^*) + \frac{\sigma^2}{\gamma^2 \mu \tau} + \frac{(q + 1)\sigma^2}{\mu \left(\frac{q}{M} + 1\right)\tau M} \right) \\
= O\left( \exp\left(-\frac{K}{2(q + 1)\kappa}\right)(F(w_0) - F^*) + \frac{\sigma^2 K}{\gamma^2 \mu T} + \frac{(q + 1)K\sigma^2}{\mu \left(\frac{q}{M} + 1\right)TM} \right)
\]

Let’s focus on the second and third term. We assume $M$ is large enough and represent them only with $\gamma, K, T, M$ to easily check the linear speedup of this convergence rate. Then, we obtain
\[
O\left( \frac{K}{\gamma^3 T} + \frac{K}{MT} \right) \leq O\left( \frac{K}{M^2 T} + \frac{K}{MT} \right) (\because \gamma \geq M)
\]
Thus, it seemingly achieves a linear speedup in $M$ when $K$ is just a constant. However, we are missing the critical point in this analysis. To be specific, let’s consider the case when $\gamma = 1$. Then, the convergence rate \((71)\) changes into $O\left(\frac{K}{T} + \frac{K}{MT\tau}\right)$ that cannot achieve a linear speedup in $M$. This is implausible because the convergence rate \((70)\) becomes tighter when $\gamma = 1$ than $\gamma \geq M$ (See the last term of \((70)\)). Actually, we can achieve a linear speedup in $M$ when $\gamma = 1$ if we tune $\eta = \frac{1}{2L(\frac{1}{\gamma} + 1)\tau M}$. However, this is not an appropriate tuning because there is $M$ in the denominator. Similarly, \([9]\) tunes $\eta = \frac{1}{2L(\frac{1}{\gamma} + 1)\tau\gamma}$ where $\gamma \geq M$. Even though there is no $M$ in the denominator, the condition $\gamma \geq M$ forcibly makes the convergence rate achieve a linear speedup without any theoretical benefits of the algorithm. Therefore, we cannot say their $\eta$ makes their algorithm achieve a linear speedup in $M$. We should tune in a different way that does not contain $M$ in a denominator. For reference, our tuning parameter $\eta$ for the FedAQ algorithm does not contain $M$ in the denominator (See Corollary \([17]\) and Corollary \([23]\)).

5.5.2 New Convergence Rate for Haddadpour et al. (2021)

We propose new $\eta$ and convergence rate for \([9]\). This new $\eta$ makes the algorithm achieve a linear speedup in $M$. Let’s denote $\Phi_0 = F(w_0) - F^*$. We also know that $T = K\tau$. Then, we choose $\eta$ as

$$\eta = \frac{1}{\gamma\mu T} \log \left( e + \min\left(\frac{\gamma^2\mu^3T^2\Phi_0}{\tau L^2\sigma^2}, \frac{\mu^2MT\Phi_0}{(1 + q)L\sigma^2}\right) \right)$$

We plug in this $\eta$ to \((70)\). We bound the first term as below.

$$\exp(-\eta\gamma\mu T K)(F(w_t) - F^*) = \left( e + \min\left(\frac{\gamma^2\mu^3T^2\Phi_0}{\tau L^2\sigma^2}, \frac{\mu^2MT\Phi_0}{(1 + q)L\sigma^2}\right) \right)^{-1}\Phi_0$$

$$\leq \frac{\tau L^2\sigma^2}{\gamma^2\mu^3T^2} + \frac{(1 + q)L\sigma^2}{\mu^2MT}$$

The another terms are bounded as below.

$$\frac{1}{\mu} \left[ \frac{1}{2} \tau L^2 \eta^2 \sigma^2 + (1 + q)\frac{\gamma\eta L\sigma^2}{2M} \right] \leq \frac{\tau L^2\sigma^2}{2\gamma^2\mu^3T^2} \log^2 \left( e + \frac{\gamma^2\mu^3T^2\Phi_0}{\tau L^2\sigma^2} \right)$$

$$+ \frac{(1 + q)L\sigma^2}{2\mu^2MT} \log \left( e + \frac{\mu^2MT\Phi_0}{(1 + q)L\sigma^2} \right)$$

Thus, we obtain a new convergence rate by combining the above two bounds.

$$\mathbb{E}[F(w_K) - F^*] \leq \exp(-\eta\gamma\mu T K)(F(w_0) - F^*) + \frac{1}{\mu} \left[ \frac{1}{2} \tau L^2 \eta^2 \sigma^2 + (1 + q)\frac{\gamma\eta L\sigma^2}{2M} \right]$$

$$\leq 3\frac{\tau L^2\sigma^2}{2\gamma^2\mu^3T^2} \log^2 \left( e + \frac{\gamma^2\mu^3T^2\Phi_0}{\tau L^2\sigma^2} \right) + \frac{3(1 + q)L\sigma^2}{2\mu^2MT} \log \left( e + \frac{\mu^2MT\Phi_0}{(1 + q)L\sigma^2} \right)$$

Here, we replace $\tau$ with $\frac{T}{K}$. Then, we represent the above convergence rate with only $T, K, M, q$.

$$\tilde{O}\left(\frac{1}{TK} + \frac{1 + q}{MT}\right)$$

This is the new convergence rate we propose in Remark \([9]\) We also get $K = \tilde{O}\left(\frac{M}{1 + q}\right)$ communication rounds make this algorithm achieve a linear speedup in $M$. 
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5.5.3 More Details on Contribution 2 in Introduction

**More Details on** \(d_{\text{quant}}\) This paragraph explains why FedAQ needs to send only \(d_{\text{quant}} = O(\log \frac{1}{q})\) bits for each value. We use the result of Lemma 3.1 in [11]. They show the below result with a low-precision quantizer (Example 1 in section 3).

\[
E[\|Q(x, s) - x\|_2^2] \leq \min \left( \frac{n}{s^2}, \frac{\sqrt{n}}{s} \right) \|x\|_2^2
\]

where \(n\) is the dimension of \(x\), and \(s\) is the number of quantization levels. Then, we regard \(q\) as

\[
q = \frac{\sqrt{n}}{s} = \frac{\sqrt{n}}{2d_{\text{quant}}}
\]

Thus, we obtain the following conclusion.

\[
d_{\text{quant}} = \frac{\frac{1}{2} \log n + \log \frac{1}{q}}{\log 2} = O(\log \frac{1}{q})
\]  

**Comparing FedAQ to FedAC** We compare computation and communication efficiency of FedAC-II and FedAQ under the condition set (35) to achieve the same error. Let’s recall the convergence rate of FedAC and FedAQ. The convergence rate of FedAC and FedAQ is respectively \(O\left(\frac{1}{MT} + \frac{1}{TK^3}\right)\) and \(O\left(\frac{1+q}{MT} + \frac{1+q}{TK^3}\right)\). Let’s say FedAC requires \(T\) iterations and \(K = M^{\frac{1}{3}}\) communication rounds to achieve the error \(\frac{1}{MT}\). Then, FedAQ requires

\[
T' = (1 + q)T, \quad K' = M^{\frac{1}{3}}
\]

to achieve the same error \(\frac{1}{MT}\). This means FedAQ needs \(1 + q\) times more local steps and the same number of communication rounds to achieve the same error of FedAC. These local steps do no require any communication with the server hence can be performed without any additional communication overhead.

From discussion in the previous section, if we use the simple low-precision quantizer, we need only \(d_{\text{quant}} = O(\log \frac{1}{q})\) bits for communicating values with enough precision that can lead to an error rate of \(O(\frac{1}{MT})\). In comparison, FedAC would require \(O(\log(MT))\) bits to maintain enough precision to achieve the same error rate. In a majority of tasks in the real world, 32 bits are usually enough for \(d_{\text{full}}\) to achieve enough precision as we usually don’t need converge to a very small error rate. Nonetheless, even if we compare FedAQ(8bits) with to FedAC(32bits), we argue that the overall benefit from less communication by quantization is more influential than the slowdown effect from quantization.

For example, if we consider a \(l_2\)-regularized logistic regression model for MNIST (strongly convex experiment) and quantize from 32 bits to \(d_{\text{quant}} = 8\) bits. Here, \(n = 784 \times 10\). We get the following results by using (72).

\[
1 + q = 1 + \frac{\sqrt{n}}{2d_{\text{quant}}} = 1 + \frac{\sqrt{7840}}{28} \simeq 1.346
\]

On the other hand, the ratio of data communicated by FedAC and FedAQ is

\[
\frac{32}{d_{\text{quant}}} = 4
\]

In contribution 2 we claim \(1 + q \ll \frac{d_{\text{full}}}{d_{\text{quant}}}\) because \(d_{\text{full}}\) is unbounded as \(T\) goes to infinity. In the real world example, \(d_{\text{quant}} = 4\) is still much greater than \(1 + q\). Furthermore, since the local computation is much cheaper than data communication, we conclude that the benefit from less communication by quantization (4 times less bits) overwhelm the slowdown effect from quantization ((1 + q) times more local computation).
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6 Experiments

In this section, we provide experimental results of FedAQ in homogeneous local data distribution settings. We compare FedAQ with other quantization-based federated optimization algorithms, FedPAQ [27] and FedCOMGATE [9], FedAvg [26] and FedAC [43], federated optimization algorithms without quantization, are also our baselines. We empirically validate the performance of 5 algorithms on classical classification tasks on MNIST [18] and CIFAR-10 [17] datasets in the distributed learning environment. We consider three objective functions i) A strongly convex objective of $l_2$-regularized logistic regression model on the MNIST dataset, ii) A non convex objective of training a multilayer perceptron on the MNIST data, and iii) A non convex objective of training a convolution neural network (CNN) on the CIFAR-10 dataset.

6.1 Experimental Setup

Implementation Environment. We follow the implementation setup in [9]. We use the Distributed library of PyTorch to implement our algorithm because this library allows us to simulate real-world communication and distributed training. The 18 cores of Intel Xeon E5-2676 CPU are used as computing sources. Each core is considered as one local client. We use 16 cores for strongly convex MNIST, 18 cores for the non-convex MNIST, and 8 cores for the CIFAR-10. For MNIST, the strongly convex experiment and the non-convex one respectively run for 300 rounds of communication with 20 local updates and 50 rounds of communication with 100 local updates. The CIFAR-10 experiment runs for 100 rounds of communication with 100 local updates.

Datasets. For image classification tasks, we choose two main classical image datasets: MNIST and CIFAR-10. Since we assume homogeneous settings, data is distributed homogeneously among clients, which also means each device has access to all 10 classes.

Hyperparameter Choice. The important hyperparameters in our experiments are learning rates for each algorithm. For the client learning rate $\eta$, we respectively use 0.002, 0.1, and 0.01 for strongly convex MNIST, non-convex MNIST, and CIFAR-10 for all algorithms. For FedAQ and FedAC, once we set the value of $\mu$, other hyperparameters ($\gamma, \alpha, \beta$) are automatically determined (See condition set (34) and (35)). Thus, we choose 0.1, 0.01, and 0.2 for $\mu$ value for strongly convex MNIST, non-convex MNIST, and CIFAR-10. Since too large $\mu$ leads to slow convergence and too small $\mu$ leads to unstable training, we get these $\mu$ values by tuning $\mu$ appropriately. FedCOMGATE has a server learning rate, and we set this value as 1 for all experiments.

Quantization Bits. We have three quantization-based federated algorithms: FedAQ, FedPAQ, FedCOMGATE. We quantize the updates from 32 bits to 8 bits for all quantization-based algorithms in both MNIST and CIFAR-10. Additionally, particularly for FedAQ in non-convex experiments, we consider 4 bits quantization as well. Since FedAQ sends twice as many messages as FedPAQ or FedCOMGATE at every synchronization when we use 8 bits quantization for all cases, we apply 4 bits quantization to FedAQ to let FedAQ send the same amount of information in each communication round as other quantization-based algorithms for a fair comparison.

New Time Metric. In our experiments, communication between CPU cores is very fast, so it is hard to say that the environment of our experiments fully reflects the real-world federated learning when there is a heavy communication burden. Thus, we use a linear model to estimate the execution time $T_{\text{round}}(A)$ between two
consecutive communication rounds for real federated learning scenarios [35].

\[ T_{\text{round}}(A) = T_{\text{comm}}(A) + T_{\text{comp}}(A), \]

\[ T_{\text{comp}}(A) = \max_j T_{\text{client}}^j(A) + T_{\text{server}}(A), \]

\[ T_{\text{comm}}(A) = \frac{S_{\text{down}}(A)}{B_{\text{down}}} + \frac{S_{\text{up}}(A)}{B_{\text{up}}}, \]

\[ T_{\text{client}}^j(A) = R_{\text{comp}} T_{\text{sim}}^j(A) + C_{\text{comp}} \]

Since \( T_{\text{server}}(A) \) is relatively smaller than \( T_{\text{client}}^j(A) \), we ignore \( T_{\text{server}}(A) \) in our experiments. We get client download size \( S_{\text{down}}(A) \) and upload size \( S_{\text{up}}(A) \) from the number of neural network parameters. \( \max_j T_{\text{sim}}^j(A) \) is the computation time in our simulation.

\[ B_{\text{down}} \sim 0.75\text{MB/secs}, \quad B_{\text{up}} \sim 0.25\text{B/secs}, \quad R_{\text{comp}} \sim 7, \quad C_{\text{comp}} \sim 10\text{secs} \]

[35] estimate each value of the above parameters from a real world cross-device FL system. The upload bandwidth \( B_{\text{up}} \) is generally smaller than download bandwidth \( B_{\text{down}} \). We define human time as the parallel time estimated by this new time metric.

### 6.1.1 Training Models

For MNIST, we use a \( \ell_2 \)-regularized logistic regression model for the strongly convex case and a multilayer perceptron (MLP) with two hidden layers for the non-convex case. For CIFAR-10, we use a Convolutional Neural Network (CNN). Here, we note that the number of parameters in a neural network model is directly related to the number of communicated bits. We discuss more details as follows.

**MLP Model for MNIST.** We use a multilayer perceptron (MLP) with two hidden layers. Each hidden layer consists of 200 neurons with ReLU activations. Thus, we compute the total number of parameters in this MLP model as below.

\[
\text{(# of MLP parameters)} = \text{( # of input features)} \times \text{( # of neurons in the 1st layer)} \\
+ \text{( # of neurons in the 1st layer)} \times \text{( # of neurons in the 2nd layer)} \\
+ \text{( # of neurons in the 2nd layer)} \times \text{( # of MNIST classes)} \\
+ \text{( # of neurons in the 1st layer)} + \text{( # of neurons in the 2nd layer)} \\
+ \text{( # of MNIST classes)} \\
= 28 \times 28 \times 200 + 200 \times 200 + 200 \times 10 + 200 + 200 + 10 = 199210
\]

Finally, we derive \( S_{\text{up}}(A) = S_{\text{down}}(A) \), defined in section [6.1](New time metric), by using the above fact. We use 32 bits floating-point if there is no quantization.

\[
S_{\text{up}}(A) = \text{( # of device)} \times \text{( # of MLP parameters)} \times \text{( # of bits)} \\
= 18 \times 199210 \times 32 = 114744960
\]

The FedAvg algorithm follows the above calculation. If we use 8 bits quantization for FedPAQ, FedCOMGATE, and FedAQ, \( \text{( # of bits)} \) in the above equation will respectively be 8, 8, and 16. Since FedAQ sends twice as many messages as others at every communication round, \( \text{( # of bits)} \) for FedAQ is 16. Similarly, \( \text{( # of bits)} \) for FedAC, which has no quantization, is 64.
CNN Model for CIFAR-10. We use a CNN model, which consists of two 2-dimensional convolutional layers, two max pooling layers, and two fully connected layers. The ReLU activations are used in this CNN model. Let’s clarify (\# of input channel, \# of output channel, kernel size, stride) for convolutional layers. We respectively use (3, 20, 5, 1), (20, 50, 5, 1) for the 1st and 2nd convolutional layer. Let’s denote each convolutional layer and fully connected layer as CONV1, CONV2, FC3, FC4. At first, the activation shape of input layer for CIFAR-10 is (32, 32, 3). Then, we get the activation shape after CONV1 and the number of parameters for CONV1.

\[
\text{(width of activation shape)} = \frac{(\text{width of previous activation shape}) - \text{kernel size} + 1}{\text{stride}}
\]
\[
= \frac{32 - 5 + 1}{1} = 28 \Rightarrow \text{activation shape} = (28, 28, 20)
\]

\[
\text{(\# of CONV1 parameters)} = \left(\text{kernel size} \times \text{kernel size} \times (\# \text{ of filters in the previous layer}) + 1\right) \times (\# \text{ of filters in the current layer})
\]
\[
= (5 \times 5 \times 3 + 1) \times 20 = 1520
\]

The activation shape becomes (14, 14, 20) after max pooling. There are no learnable parameters in pooling layers. We do similar calculation for CONV2.

\[
\text{(width of activation shape)} = \frac{(\text{width of previous activation shape}) - \text{kernel size} + 1}{\text{stride}}
\]
\[
= \frac{14 - 5 + 1}{1} = 10 \Rightarrow \text{activation shape} = (10, 10, 50)
\]

\[
\text{(\# of CONV2 parameters)} = \left(\text{kernel size} \times \text{kernel size} \times (\# \text{ of filters in the previous layer}) + 1\right) \times (\# \text{ of filters in the current layer})
\]
\[
= (5 \times 5 \times 20 + 1) \times 50 = 25050
\]

The activation shape becomes (5, 5, 50) after second max pooling. Then, we calculate the number of parameters in FC3 and FC4 similar to the MLP case.

\[
\text{(\# of FC3 parameters)} = (5 \times 5 \times 50) \times 512 + 512 = 640512
\]
\[
\text{(\# of FC4 parameters)} = 512 \times 10 + 10 = 5130
\]

Thus, the total number of parameters in this CNN model is

\[
\text{(\# of CNN parameters)} = \text{(\# of CONV1 parameters)} + \text{(\# of CONV2 parameters)} + \text{(\# of FC3 parameters)} + \text{(\# of FC4 parameters)}
\]
\[
= 1520 + 25050 + 640512 + 5130 = 672212
\]

Finally, we derive $S_{up}(\mathcal{A}) = S_{down}(\mathcal{A})$ in this case.

\[
S_{up}(\mathcal{A}) = (\# \text{ of device}) \times (\# \text{ of CNN parameters}) \times (\# \text{ of bits})
\]
\[
= 8 \times 672212 \times 32 = 172086272
\]

We can do the similar discussion in the MLP case when it comes to applying this to quantization-based federated optimization algorithms.
6.2 Experimental Results

In our experiments on both MNIST and CIFAR-10, we verify how the global training loss and test accuracy of five algorithms change with respect to communication rounds, the number of bits communicated between one client and the server during the uplink, and human time. We provide both qualitative analysis and quantitative results for plots.

6.2.1 Qualitative Analysis

Strongly Convex Case. In this experiment, we compare FedAQ under the condition set (34) and set (35) with FedAvg, FedPAQ, FedCOMGATE, and FedAC-I. We denote each FedAQ as FedAQ-I and FedAQ-II. As we observe the theoretical benefits of FedAQ over other methods in section 5, FedAQ-I outperforms all other quantization-based federated optimization algorithms and FedAC-I in all plots (See each first row of Figure 1, 2). However, although FedAQ-II shows the fast convergence speed, the training process is unstable. Thus, we only use FedAQ-I for further non-convex experiments. FedAC and FedAQ in non-convex experiments indicate FedAC-I and FedAQ-I.

Non-Convex Case. Each second row of Figure 1, 2, and Figure 3 clearly demonstrates that FedAQ with 4 bits quantization outperforms other algorithms in all plots. In terms of communication rounds, accelerated algorithms, FedAQ and FedAC, converge faster than other algorithms. We also observe that quantization does not lead to slower convergence, which means we can apply an efficient quantization scheme to make communication efficient FL systems without sacrificing convergence speed. The plots related to communicated bits are helpful to interpret how algorithms work well in situations with heavy communication. FedAQ with 8 bits quantization shows comparable performance relative to FedPAQ and FedCOMGATE with the help of acceleration, even though FedAQ sends more updates during every synchronization. When we use 4 bits quantization for FedAQ to make the number of communicated bits the same for all quantization-based algorithms during synchronization, FedAQ shows a much faster convergence speed with regard to the number of communicated bits. However, plots of communicated bits fail to reflect how algorithms converge in real estimated time for FL scenarios, which consists of both communication and computation. Thus, we further analyze algorithms with human time. We observe that FedAQ with 8 quantization bits performs slightly better than FedPAQ and FedCOMGATE for both MNIST and CIFAR-10. This occurs because while all quantization-based algorithms send the same number of communicated bits, the number of communication rounds for FedAQ is much smaller than others. Then, this also indicates that FedAQ takes less computation time than other methods while reaching the same accuracy.

6.2.2 Quantitative Results

We provide quantitative results to help readers understand plots better. To be specific, for all plots, we observe the number of communication rounds, the number of communicated bits, and the human time required to achieve a particular test accuracy by each federated optimization algorithm.

For the strongly convex experiment on MNIST (See the first row of Figure 2), the number of communication rounds required to achieve 90.28% test accuracy by FedAvg, FedPAQ(8bits), FedCOMGATE(8bits), FedAC-I, FedAQ-I(8bits), FedAQ-II(8bits) are respectively 217, 216, 260, 28, 26, 99. The number of communicated bits required to achieve the same accuracy are respectively 5.4e7, 1.4e7, 1.6e7, 1.4e7, 3.3e6, 1.2e7. Lastly, the required human time are respectively 3220s, 2760s, 3336s, 484s, 344s, 1323s. In this experiment, FedAQ-I(8bits) requires the smallest number of communication rounds, the smallest number of communicated bits, and the shortest human time to achieve the same test accuracy. These experimental results support the validity of our theoretical analysis on strongly convex cases.

For the non-convex experiment on MNIST (See the second row of Figure 2), the number of communication rounds required to achieve 97.6% test accuracy by FedAvg, FedPAQ(8bits), FedCOMGATE(8bits), FedAC,
FedAQ(8bits), FedAQ(4bits) are respectively 23, 48, 38, 18, 18, 16. The number of communicated bits required to achieve the same accuracy are respectively 1.5e8, 7.6e7, 6.1e7, 2.3e8, 5.7e7, 2.5e7. Finally, the required human time are respectively 2424s, 2311s, 1834s, 1248s, 805s. Thus, we conclude that FedAQ(4bits) outperforms other algorithms, and even FedAQ(8bits) needs smaller number of communicated bits/less human time to achieve the goal accuracy than FedPAQ(8bits)/FedCOMGATE(8bits).

For the non-convex experiment on CIFAR-10 (See Figure 3), the number of communication rounds required to achieve 65.4% test accuracy by FedAvg, FedPAQ(8bits), FedCOMGATE(8bits), FedAC, FedAQ(8bits), FedAQ(4bits) are respectively 98, 89, 95, 49, 50, 48. The number of communicated bits required to achieve the same accuracy are respectively 2.1e9, 4.8e8, 5.1e8, 2.1e9, 5.4e8, 2.6e8. Finally, the required human time are respectively 31798s, 11526s, 12240s, 28720s, 9902s, 6464s. As with the non-convex experiment on MNIST, FedAQ(4bits) outperforms other algorithms, and even FedAQ(8bits) requires less human time to achieve the same accuracy than FedPAQ(8bits)/FedCOMGATE(8bits).

**Remark 24**: Our current experimental setup only allows us to scale the number of clients up to the number of CPU cores in our machine. Since FedAQ achieves linear speed up in the number of workers with much fewer communication rounds than other quantization based methods, we expect FedAQ to outperform other methods by an even larger margin as we scale the number of workers.

Figure 1: Comparing FedAQ with FedAvg, FedPAQ, FedCOMGATE, and FedAC on MNIST with Strongly Convex Settings (first row) and Non-Convex Settings (second row). We observe how the global training loss changes across communication rounds (first column), communicated bits (second column), and human time (third column). FedAQ-I(8bits) and FedAQ(4bits) respectively outperform other algorithms for strongly convex settings and non-convex settings. FedAQ(4bits) sends the same number of communicated bits as FedPAQ(8bits) and FedCOMGATE(8bits) in each communication round, which indicates a fair comparison (See Quantization bits in section 6.1).
7 Conclusion

To sum up, we propose a novel communication-efficient federated optimization algorithm, FedAQ, that successfully incorporates accelerated multiple local updates and quantization with solid theoretical guarantees in strongly-convex and homogeneous settings. In the future, further theoretical guarantees of FedAQ on convex and non-convex functions should be discussed. Also, the convergence analysis of FedAQ on heterogeneous settings can be an interesting topic. Even though Federated Learning systems provide some level of privacy to the clients as their explicit data is not shared with the servers, careful examination of FL systems including FedAQ is necessary to examine how much privacy do they actually provide as information is shared in form of the iterates.
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Abstract

With the prevalence of smart mobile devices empowered by considerable sensing capabilities, crowdsensing has become one promising way to sense urban phenomena (e.g., traffic and environment) at a large scale. In crowdsensing, a fundamental issue is discovering the truth from participants’ noisy sensed data. Traditionally, participants need to upload their raw sensed data with locations for truth discovery, but this may leak participants’ private information such as home and work locations. In this paper, we propose a federated truth discovery method that can learn the truth without collecting participants’ sensed data and locations. Our method ensures that the obtained truth quality has no performance loss compared to the original truth discovery method if all the participants keep online; even if some participants lose connections unpredictably, our method can still learn the truth based on rest participants’ data. Meanwhile, as participants’ sensed data are unknown to the server, it is hard for the crowdsensing organizer to justify each participant’s sensing trustworthiness. This brings difficulties to crowdsensing management such as participant recruitment and incentive allocation. We further propose a federated ranking mechanism to generate a leader-board for participants’ trustworthiness, which can also tolerate participants’ connection loss. Both theoretical analysis and real-data empirical evaluations have been done to verify the effectiveness of FedTruthFinder.

1 Introduction

With the popularity of smart mobile devices, such as smartphones, pads, and vehicles, crowdsensing has become one promising paradigm for sensing urban dynamics \[3\]. A typical crowdsensing process first recruits participants and then asks them to upload the data of interest to the central server. Afterward, the server aggregates the data from participants toward a synthetic sensed result \[39, 11\]. While each participant’s sensed data may include noise, an important issue is how to ensure the accuracy of the aggregated sensed result, often called truth discovery \[26, 12, 24\].
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Many research studies have been devoted to the truth discovery for crowdsensing applications. Generally, most relevant studies model participant trustworthiness and sensed data confidence iteratively to obtain the final aggregated sensed result [36]. The basic idea is that a high-credit participant’s sensed data should be assigned with high confidence; a user whose sensed data are more confident should be more trustworthy. While this has been verified to be effective, the iterative computation process needs a central server to collect every participant’s raw sensed data, which may bring privacy threats to crowdsensing participants. For example, crowdsensing usually asks participants to do sensing tasks at specific locations, and thus most sensed data are associated with detailed location information [39]. The traditional truth discovery process would inevitably leak crowdsensing participants’ visited locations during sensing periods, which may be exploited by malicious third parties to conduct serious location privacy breaches such as physical stalking [19]. With the user privacy and personal data regularization (e.g., General Data Protection Regulation [1]) becoming more and more important nowadays, we believe that a privacy-preserving truth discovery algorithm is urgently required for facilitating more extensive crowdsensing campaigns in practice.

Privacy-preserving truth discovery has been recently studied in crowdsensing. Existing studies are usually based on some hardly realized assumptions such as every participant being always online and/or non-colluding [13, 15, 14], or two non-colluding servers (or fog nodes) are required [23, 40, 38, 37]. These assumptions hinder the practical applications of the prior mechanisms. More importantly, almost all the prior studies do not discuss two fundamental issues in privacy-preserving truth discovery.

i) **Participants’ Completed Tasks Protection.** Existing mechanisms focus on protecting participants’ sensed data, but most assume that participants’ completed tasks are known to the crowdsensing server [34, 13, 14, 40]. However, sometimes task information is more sensitive than sensed data. Suppose the tasks are air quality sensing at certain points of interest. If a participant’s task completion information is disclosed (e.g., finish a sensing task at the Times Square NYC), then her location is revealed without the need to know her sensed air quality value.

ii) **Participants’ Trustworthiness Assessment.** Trustworthiness assessment is a key part of crowdsensing for participant recruitment and incentive design [17], while privacy-preserving truth discovery needs to hide participants’ trustworthiness scores for privacy protection. To address the dilemma, a privacy-preserving trustworthiness assessment method needs to be proposed.

In this paper, we aim to design a novel and practical privacy-preserving truth discovery mechanism for crowdsensing to overcome the pitfalls of prior studies. In particular, our design follows the federated learning (FL) paradigm [5, 35]. We thus call our method as FedTruthFinder. In general, FL requires user clients to do some local computation (e.g., learning the gradients for updating the parameters of the model) on their devices and then only upload the computation results instead of raw data. For a specific algorithm, the local computation and uploading process usually incorporates certain secure mechanisms (e.g., homomorphic encryption and secure multi-party computation) to ensure that no user privacy is leaked theoretically [2, 10]. Based on FL, we aim to consider the following specific issues in the design of FedTruthFinder.

**No Accuracy Loss:** We expect that FedTruthFinder will not hurt the accuracy of the aggregated sensed results compared to the centralized truth discovery. Without the loss of accuracy, crowdsensing organizers would be likely to adopt the method in practice.

**No Third Party:** Crowdsensing involves a central server and a set of participants’ clients. To make FedTruthFinder easy to deploy, we do not want to introduce any more third parties which are usually hard to find in reality [1, 27].

**Robustness against Unpredictable Connection Loss:** While crowdsensing participants travel around the whole city, their device connection with the central server is not always stable. Hence, it is necessary to make FedTruthFinder effective when some participants lose connections suddenly.

1. [https://gdpr.eu/eu-gdpr-personal-data](https://gdpr.eu/eu-gdpr-personal-data)
2. Some participants’ relations can be very close such as family members, and thus it is non-reasonable to assume that they will not collude with each other.
With the above issues in consideration, this paper makes the following contributions:

(1) To the best of our knowledge, this paper is the first study that addresses the problem of privacy-preserving crowdsensing truth discovery with (i) participants’ completed task protection, and (ii) participants’ trustworthiness assessment.

(2) We propose FedTruthFinder, a novel privacy-preserving truth discovery mechanism following the federated learning paradigm [35]. FedTruthFinder does not need any third party and can tolerate participants’ unpredictable connection loss. The two key components of FedTruthFinder are (i) federated confidence computation to learn the probability of a sensed event, and (ii) federated trustworthiness ranking to assess participants’ sensed data quality.

(3) We have conducted both theoretical analysis and empirical evaluations for FedTruthFinder. In particular, FedTruthFinder can reduce the system failure probability significantly compared to state-of-the-art privacy-preserving truth discovery approaches [1, 34], and achieve good detection accuracy.

2 Preliminary: Truth Discovery

Truth discovery algorithms usually follow an iterative method to calibrate user trustworthiness and data confidence alternatively until convergence [36]. Figure 1 shows the framework of iterative truth discovery methods. In this paper, for clarity, we assume that sensed data is a binary spatial event. That is, for a specific location, the sensed data can be 1 or 0. Our method can be easily extended to multi-class and continuous-value events (see Appendix).

As shown in Figure 1, first, participants upload all of their sensed data and locations $E_i$ to the central server. The central server would assign an initial trustworthiness score $\tau_i$ to each participant $u_i$ (e.g., 0.9 by assuming that 90% of the sensed data are accurate). Then, for each sensed event $e_j$, the truth discovery algorithm will calculate its confidence $\rho_j$ (i.e., the probability of $e_j = 1$) by considering the users who have sensed $e_j$ as:

$$\rho_j = F_\rho(U_{j,1}, U_{j,0})$$

(73)

where $U_{j,k}$ is the users who have sensed the event $e_j$ with the reported data $k$; $F_\rho$ is an event confidence calculation function which we will elaborate on later.

With $\rho_j$ for each event $e_j$, we can then update the trustworthiness score $\tau_i$ of each participant $u_i$ by:

$$\tau_i = F_\tau(E_{i,1}, E_{i,0})$$

(74)
where $\mathcal{E}_{i,k}$ is the users’ sensed event set with the reported data $k$; $F_\tau$ is a user trustworthiness calculation function which we will elaborate on later.

Once $\tau_i$ is updated for each user $u_i$, we can continue updating $\rho_j$ for each event $e_j$ according to Eq. 73 and so on, leading to an alternative updating process for both $\tau_i$ and $\rho_j$. This process can be terminated after a fixed number of iterations or until convergence. Next, we elaborate on the common choices of $F_\rho$ and $F_\tau$ in literature.

**Sum Function**

An intuitive selection of the updating functions of $F_\rho$ and $F_\tau$ is the weighted sum:

$$\rho_j = F_\rho(U_{j,1}, U_{j,0}) = \frac{\sum_{u_i \in U_{j,1}} \tau_i}{\sum_{u_i \in U_{j,1}} \tau_i + \sum_{u_k \in U_{j,0}} \tau_k}$$

(75)

$$\tau_i = F_\tau(\mathcal{E}_{i,1}, \mathcal{E}_{i,0}) = \frac{\sum_{e_j \in \mathcal{E}_{i,1}} \rho_j + \sum_{e_k \in \mathcal{E}_{i,0}} 1 - \rho_k}{|\mathcal{E}_{i,1}| + |\mathcal{E}_{i,0}|}$$

(76)

**Logistic Function**

Another widely used updating function is the Logistic function [36]. Its basic idea is seeing every user independently, so that the probability of event happening, i.e., $e_j = 1$, can be formulated as:

$$\rho_j = 1 - \prod_{u_i \in U_{j,1}} (1 - \tau_i)$$

(77)

As $1 - \tau_i$ may often be small and multiplying many of them may lead to underflow, prior studies proposed to use the logarithm to define a log-trustworthiness score of $u_i$ as [36]:

$$\tau^*_i = -\ln(1 - \tau_i)$$

(78)

Similarly, a log-confidence score of event $e_j$ is defined as:

$$\rho^*_j = -\ln(1 - \rho_i)$$

(79)

Then, we can infer

$$\rho^*_j = \sum_{u_i \in U_{j,1}} \tau^*_i$$

(80)

The above equation does not consider the users’ trustworthiness who report $e_j = 0$, and thus we refine it:

$$\rho^*_j = \sum_{u_i \in U_{j,1}} \tau^*_i - \sum_{u_k \in U_{j,0}} \tau^*_k$$

(81)

Finally, a logistic function is used to calculate the final confidence $\rho_j$ of event $e_j$ [36]:

$$\rho_j = F_\rho(U_{j,1}, U_{j,0}) = (1 + e^{-\rho^*_j})^{-1}$$

(82)

$\tau_i$ is updated same as Eq. 76.

### 3 Federated Truth Discovery: Overview and Key Issues

#### 3.1 Overall Design

Figure 2 overviews the workflow of our method FedTruthFinder. The general design principle follows the federated learning paradigm [35], which requires the user clients to conduct local computations of their raw
data and then upload processed data that do not reveal the user’s privacy to the server. With these uploaded privacy-preserving data, the server can still find the aggregate truth of the sensed events, the same as the server receiving the raw sensed data and locations from participants.

By analyzing the original truth discovery algorithm in the previous section, we note that there exist two alternative computation processes: (i) $\rho$-computation: updating the confidence $\rho_j$ for each event $e_j$, and (ii) $\tau$-computation: updating the trustworthiness $\tau_i$ for each participant $u_i$. In the two computation processes, $\tau$-computation (e.g., Eq. 76) can be naturally offloaded to each participant $u_i$’s device, as long as the server sends all the current $\rho_j$, $\forall e_j$ to the participants. However, $\rho$-computation needs to know each user’s sensed data (and locations) and then do aggregation (e.g., sum). This needs a dedicated design to enable the privacy-preserving truth discovery, which will be illustrated in Sec. 4.

Besides, the trustworthiness of each participant’s sensed data (i.e., $\tau_i$) is a key metric in crowdsensing organization for participant recruitment and incentive allocation. Hence, we also design a federated privacy-preserving mechanism to rank participants’ trustworthiness. Particularly, instead of transferring raw $\tau_i$ to the server, we leverage certain security mechanisms to upload $f(\tau_i)$ to the server, while $f(\tau_i)$ keeps the same ranking orders as $\tau_i$. Particularly, in FedTruthFinder, $f(\tau_i) = r_1\tau_i + r_2\tau_i^2 + ... + r_k\tau_i^k$, where $r_i > 0$. In this regard, even though the server cannot know the specific $\tau_i$ of each participant $u_i$, the ranked list of participants according to the trustworthiness can still be learned with $f(\tau_i)$. Specifically, during the whole computation process, the server cannot know $r_i$, and each participant will also not know all the $r_i$, so that none of the server or participant can infer other participants’ private $\tau_i$. How to compute $f(\tau_i)$ securely will be introduced in Sec. 5.

### 3.2 Key Issues

**Issue 1. Privacy-Preserving \( \rho \)-computation:** Suppose there are a set of crowdsensing participants $U$ and a set of spatial events to sense $E$, each participant $u_i (\in U)$ with sensed events $E_{i,1} (\subseteq E)$ and $E_{i,0} (\subseteq E)$ corresponding to the sensed value being 1 and 0, respectively. How to calculate confidence $\rho_j$ for each event $e_j (\in E)$ while every participant $u_i$ will not leak $E_{i,1}$, $E_{i,0}$, and $E_{i,1} \cup E_{i,0}$ to the server and other participants?

Some factors need to be carefully considered:

1. **Computation:** In $\rho$-computation, the value to share is a complicated equation instead of a single value, and the equation may even be varied depending on the truth discovery algorithm implementation (e.g., Eq. 75) or...
Eq. [82].

(2) Network Connection: In crowdsensing, the network connections of mobile participants may not be always stable. Hence, our mechanism should tolerate the scenario when a few participants lose connections.

(3) No Leakage of Task Completion: For protecting participants’ privacy, not only the sensed data but also the completed tasks (i.e., $\mathcal{E}_{i,1} \cup \mathcal{E}_{i,0}$) should not be disclosed.

**Issue 2. Secure Trustworthiness Ranking:** Suppose there are a set of crowdsensing participants $\mathcal{U}$ and each participant $u_i (\in \mathcal{U})$ has a private trustworthiness score $\tau_i$. How to rank participants according to $\tau_i$ while every participant $u_i$ will not leak $\tau_i$ to the server and other participants?

Addressing this issue also needs to consider the unstable network connections of participant clients as aforementioned.

**Remark on security definition:** In this work, we assume that the crowdsensing server and participants are semi-honest (honest-but-curious): they will follow our designed protocol and not maliciously modify the inputs or outputs; however, the server and the participants will try their best to infer others’ data from the data that they have received. Besides, our mechanism can defend against collusion attacks to a certain extent (i.e., some participants may collude with each other), which we will elaborate on later.

## 4 Federated Truth Computation

We first introduce a basic scheme for $\rho$-computation in a federated manner assuming no connection loss. Then, we improve the scheme to be against the participants’ unpredictable connection loss.

### 4.1 Basic Scheme of $\rho$-Computation with SSS

In this section, we propose our basic scheme for the $\rho$-computation problem with the federated learning paradigm leveraging secret sharing. Given a spatial crowdsensing event $e_j$, we first consider $\rho$-computation with the sum function, i.e., Eq. [75]

4.1.1 $\rho$-computation with the sum function.

Our process includes three steps as follows:

**Step 1 (Share Dispatching).** Each participant $u_i$ dispatches $d_{ij}$ and $s_{ij}$ with secret sharing to all the $n$ participants ($\mathcal{U} = \{u_1 \cdots u_n\}$), where

$$d_{ij} = \begin{cases} \tau_i & e_j \in \mathcal{E}_{i,1} \\ 0 & e_j \in \mathcal{E} \setminus \mathcal{E}_{i,1} \end{cases}$$

$$s_{ij} = \begin{cases} \tau_i & e_j \in \mathcal{E}_{i,1} \cup \mathcal{E}_{i,0} \\ 0 & e_j \in \mathcal{E} \setminus (\mathcal{E}_{i,1} \cup \mathcal{E}_{i,0}) \end{cases}$$

Specifically, $d_{ij}$ is divided into $n$ shares

$$\{d_{ij}^1, \ldots, d_{ij}^n\}$$

where $d_{ij}^1, \ldots, d_{ij}^{n-1}$ are random numbers and

$$d_{ij}^n = d_{ij} - \sum_{k=1}^{n-1} d_{ij}^k$$
Hence, \( \sum_{k=1}^{n} d^k_{ij} = d_{ij} \). Then, \( u_i \) sends \( d^k_{ij} \) to \( u_k \). Similarly, \( s_{ij} \) is split to \( n \) shares

\[
\{ s^1_{ij}, \cdots, s^n_{ij} = s_{ij} - \sum_{k=1}^{n-1} s^k_{ij} \}
\]

and \( u_k \) receives \( s^k_{ij} \) from \( u_i \).

**Step 2 (Client Summation).** For each event \( e_j \), an participant \( u_k \) uploads \( \hat{d}^k_j = \sum_{i=1}^{n} d^k_{ij} \) and \( \hat{s}^k_j = \sum_{i=1}^{n} s^k_{ij} \) to the server.

**Step 3 (Server Aggregation).** After receiving \( \hat{d}^k_j \) and \( \hat{s}^k_j \) from \( \forall u_k \in U \), the server can add them together:

\[
\begin{align*}
d_j &= \sum_{k=1}^{n} \hat{d}^k_j = \sum_{k=1}^{n} \sum_{i=1}^{n} d^k_{ij} = \sum_{i=1}^{n} d_{ij} \quad (85) \\

s_j &= \sum_{k=1}^{n} \hat{s}^k_j = \sum_{k=1}^{n} \sum_{i=1}^{n} s^k_{ij} = \sum_{i=1}^{n} s_{ij} \quad (86)
\end{align*}
\]

Then, \( \rho_j \) is computed as:

\[
\rho_j = \frac{d_j}{s_j} \quad (87)
\]

### 4.1.2 \( \rho \)-computation with the logistic function.

The computation process with the logistic function is not much different from the one with the summation function. Actually, for the event \( e_j \), we only need to modify \( d_{ij} \) to:

\[
d_{ij} = \begin{cases} 
-\ln(1 - \tau_i) & e_j \in E_{i,1} \\
\ln(1 - \tau_i) & e_j \in E_{i,0} \\
0 & e_j \in E \setminus (E_{i,1} \cup E_{i,0})
\end{cases} \quad (88)
\]

Besides, we do not need \( s_{ij} \), so every participant \( u_k \) only receives \( \hat{d}^k_{ij} \) from other \( u_i \in U \). Finally, in Step 3, we can compute \( \rho_j \) as:

\[
\rho_j = (1 + e^{-d_{ij}})^{-1} \quad (89)
\]

**Remark on our novelty.** In our \( \rho \)-computation for an event \( e_j \), the participant \( u_i \) who has not sensed \( e_j \) also needs to upload data to the server, e.g., \( d_{ij} = s_{ij} = 0 \) for the sum function. As \( d_{ij} \) and \( s_{ij} \) are sent by secret shares, the other participants and the server would not know whether \( u_i \) senses \( e_j \) or not. In comparison, prior studies usually assume that participants send only the data of their sensed events, which may disclose user privacy from event information (e.g., event locations) [13, 15, 14, 40, 41, 38].

### 4.2 Connection Robustness Improvement

The basic scheme can learn \( \rho_j \) in an ideal environment when all the participants are always online. In practice, participants move around and their network connections are often sporadic. This inspires us to make three improvements to the basic scheme design.
4.2.1 Bias-avoidance adaptive truth updating.

While participants may drop during the iterative truth discovery process due to bad connections, the original event confidence updating function would be ineffective. Specifically, if $u_i$ loses the connection at the $k^{th}$ iteration, $u_i$’s data would not be considered in the $\rho$-computation (e.g., Eq. 75) from then on. This leads to unreliable $\rho_j$ as the finally alive participants dominate the results. To address this pitfall, we propose an adaptive updating function for $k^{th}$ iteration’s $\rho_{j,k}$ as,

$$\rho_{j,k} = w_k F_\rho + (1 - w_k) \rho_{j,k-1}$$  (90)

where $F_\rho$ is an original event confidence updating function (e.g., sum and logistic). With Eq. 90 the data contribution of the participants who drop at the $k^{th}$ iteration can still be kept (by $\rho_{j,k-1}$) to avoid the truth bias toward alive participants. $w_k$ can be set as,

$$w_k = \left(\frac{|U_{alive,k}|}{|U|}\right)^{\alpha}$$  (91)

where $U_{alive,k}$ is the alive participants at the $k^{th}$ iteration. When alive participants decrease with more iterations, $w_k$ becomes smaller, reflecting that fewer participants should occupy lower weights. From our experiments, we find that $\alpha = 3$ is a proper setting.

4.2.2 Server-coordinated communication structure.

In Sec. 4.1 we assume that one participant $u_i$ can establish a secure communication channel with every other participant $u_k$ so as to transfer the secret share $d_{ij}^k$ and $s_{ij}^k$. Hence, each participant needs to establish $n - 1$ channels with others. Considering the sporadic property of the mobile connections, this may not be easy for a participant to keep so many channels stable in practice. To alleviate this issue, we convert the peer-to-peer communication structure to a server-coordinated one. In the server-coordinated structure, every participant first transmits all the data to the server, and then the server dispatches the desired data to the corresponding participant. In this way, each participant needs to establish only one secure channel to the server.

To ensure that the transmitted data will not be directly observed by the server, we leverage a public-key encryption system to encrypt the data before the transmission. In particular, each participant $u_i$ first generates a pair of keys, the public key $pk_i$ and the private key $sk_i$. The public key $pk_i$ is sent to all the other participants (e.g., through the server) at the beginning of the crowdsensing campaign. For details, readers can refer to [1].

Then, for computing $\rho_j$, each participant $u_i$ first transmits $E_i = \{\text{Encrypt}(d_{ij}^k, pk_k) | k = 1 \cdots n\}$ to the server. After receiving $n$ participants’ $E_i$, the server re-organizes the received data and sends $\hat{E}_k = \{\text{Encrypt}(d_{ij}^k, pk_k) | i = 1 \cdots n\}$ to each participant $u_k$. Afterward, $u_k$ decrypts the received data with her private key, obtains $\{d_{ij}^k | i = 1 \cdots n\}$, and then uploads $\hat{d}_{j}^k = \sum_i d_{ij}^k$ to the server. The server can then recover $d_j = \sum_i d_{ij}$ from participants’ uploaded $\hat{d}_j^k$ and computes $\rho_j$ accordingly.

4.2.3 $(t, n)$-Shamir secret sharing (SSS)

While the server-coordinated communication structure reduces the burden of secure channel establishing for mobile participants. It may still fail if a user loses the connection during the campaign and cannot link back. For example, suppose a participant $u_i$ has sent $E_i$ to the server and then quit the crowdsensing campaign (e.g., $u_i$’s mobile device runs out of battery). Then, in Step 3, the server will not be able to receive $d_{ij}^k$ from $u_i$, and thus cannot recover $d_j$.

To address this pitfall, in practical deployment, we can leverage the threshold secret sharing method proposed by Shamir [21], namely $(t, n)$-Shamir secret sharing (SSS). With $(t, n)$-SSS, the server only needs to receive

---

3If $s_{ij}$ is needed (e.g., for the sum function), it can be encoded in $E_i$ same as $d_{ij}$.
(t \leq n) participants’ $d_j^2$ for recovering $d_j$. In particular, to leverage $(t, n)$-SSS to dispatch $d_{ij}$, we first create a $(t - 1)$-polynomial:

$$D_{ij}(x) = d_{ij} + a_{ij1}x + a_{ij2}x^2 + \cdots + a_{ijt-1}x^{t-1}$$

(92)

where $a_{ij1}, \cdots, a_{ijt-1}$ are random numbers selected by $u_i$. Then, $u_i$ dispatches $D_{ij}(k)$ to $u_k$. If we obtain more than $t$ participants’ $D_{ij}(k)$, according to linear algebra, we can infer $d_{ij}$.

Similar to Step 2 of our basic scheme, $\hat{d}_j^k = \sum_i D_{ij}(k)$ is uploaded to the server by each $u_k$. Then, in Step 3, after receiving more than $t$ participants’ $\hat{d}_j^k$, the server will be able to infer $d_j = \sum_i d_{ij}$ according to the additive homomorphism property of SSS [21].

Remark on our novelty. In the truth discovery part, the key advantage of our mechanism beyond literature is its robustness against connection loss. Preliminary privacy-preserving truth discovery papers rarely consider the connection loss issue [15]. Some work tries to deal with drop-out users by letting alive participants send extra information [38, 31]; however, when the connection condition is so bad that certain alive participants again lose connections during the extra information communication, this process would be uncontrolled and time-consuming. Recent work also adopts SSS to enhance connection robustness [34]. The basic idea is using the double-masking secure aggregation algorithms proposed by [1], and every participant needs two connections to do event confidence computation for one iteration. In comparison, our mechanism only needs every participant to connect once for one iteration of computation. Our numerical experiments (Sec. 6.1) will show that this connection reduction can lead to a significantly difference in the algorithm success probability (e.g., increasing the success probability from 1% to 99% under certain conditions).

4.3 Theoretical Analysis

4.3.1 Correctness

The process to calculate $\rho_i$ in FedTruthFinder follows the original algorithm shown in Sec. 2. Hence, we can obtain the same aggregate truth results as the original algorithm, as long as the SSS scheme is valid. In this regard, the correctness of our algorithm is theoretically guaranteed.

4.3.2 Robustness to Connection Loss & Security

Setting $t$ to a small value allows our mechanism to tolerate more users dropping the campaign due to connection losses. Meanwhile, a small $t$ reduces the security level of our mechanism — if $t$ participants collude with each other, they can recover the other participants’ sensed data and locations, leading to privacy leakage.

Theorem 4.1. If there are $\leq n - t$ participants losing the connection in one iteration of $\rho$-computation, the server can learn the event confidence $\rho_j$.

Theorem 4.2. If $t'(< t)$ semi-honest users collude with each other, they cannot infer any other users’ secret information.

The two theorems hold based on the property of $(t, n)$-SSS.

4.3.3 Complexity

We analyze the algorithm from both communication and computation complexity perspectives. Particularly, since the participant clients are more sensitive to the communication and computation overhead, our current analysis focuses on the client side, while the server part analysis is similar.

Communication Complexity - $O(nn_e)$. For each participant client, she needs to transfer $n$ share pieces of the secret to the other participants and receive the corresponding shares from every other participant, so the complexity is $O(n)$ for one event. Suppose there are $n_e$ events, the total communication complexity is $O(nn_e)$.
While revealing $\tau_i$, we denote $\text{gid}_u$ to all the user groups. That is, $\tau_i$ cannot be directly known to the server, otherwise the server may infer which event $u_i$ has sensed. As $\tau_i$ cannot be known to the server, we then design a secure ranking algorithm to learn the integrated event truth in a privacy-preserving manner, it brings a challenge to the participants. We can still work when certain participants lose connections.

## 5 Federated Trustworthiness Rank

While FedTruthFinder learns the integrated event truth in a privacy-preserving manner, it brings a challenge in justifying participants’ trustworthiness. For example, to incentivize the crowdsensing participants, it is a common strategy to pay the high-trustworthy participants (i.e., high-quality sensing results) with higher incentives. However, in FedTruthFinder, the sensing quality of each participant, i.e., the trustworthiness score $\tau_i$ is kept at each participant side and unknown to the server. Hence, how to assess participants’ trustworthiness is required and challenging for FedTruthFinder.

In this section, we first illustrate a concrete case to describe that $\tau_i$ cannot be directly known to the server, otherwise the server may infer which event $u_i$ has sensed. As $\tau_i$ cannot be known to the server, we then design a secure ranking algorithm to let the server know every participant $u_i$’s ranking position of $\tau_i$ among all the participants without leaking $\tau_i$. Based on the ranked positions, the crowdsensing organizer can enable certain trustworthiness-aware incentive mechanisms, e.g., rewarding high-position participants with bonus, which can incentivize participants to compete with each other to get more high-quality sensed data.

### 5.1 Privacy Leakage by Trustworthiness $\tau_i$

Here, we illustrate an example to show the risk of revealing $\tau_i$ to the server for leaking participant $u_i$’s privacy.

Without the loss of generality, we assume that $u_1$’s $\tau_1 = 0.9$, and other $u_i$’s $\tau_i < 0.9$ ($i \neq 1$). Suppose that one event $e_j$’s $\rho_j = 0.9$ after truth discovery, then we can easily infer that $u_1$ has sensed the event $e_j$ and the sensed result is 1. This reveals the fact that $u_1$ has visited the location of $e_j$, leaking $u_1$’s location privacy.

Hence, participants cannot directly upload their $\tau_i$ to the server for incentive allocation. Next, we design a privacy-preserving method to enable trustworthiness-aware incentive allocation.

### 5.2 Secure Trustworthiness Leader-board

While revealing $\tau_i$ may leak participants’ private information, we propose a secure ranking algorithm to learn a leader-board regarding participants’ trustworthiness for facilitating trustworthiness-aware incentive allocation.

Secure ranking algorithms have been studied for decades; however, prior studies cannot be directly applied in our scenario for two reasons. First, the communication overheads are usually high. Second, prior studies mostly assume that all the network connections are stable for all the parties, but this is unrealistic for crowdsensing.

Our secure ranking algorithm generally follows the design of [22]. However, the original design [22] cannot tolerate any participants to lose the network connections. We thus enhance it to ensure that the ranking algorithm can still work when certain participants lose connections. The major steps of our federated trustworthiness leader-board generation mechanism are:

**Step 1.** First, we categorize all the participants into $(2t + 1)$ groups, and thus each group includes $n/(2t + 1)$ participants. We denote $\text{gid}(u)$ to refer to the group ID of participant $u$.

**Step 2.** For each user $u_i$, she shares $\tau_i, \tau_i^2, \ldots, \tau_i^{2t+1}$ with $(t + 1, 2t + 1)$-SSS to all the user groups. Specifically, a user $u_j$ will receive the share piece regarding $\text{gid}(u_j)$, denoted as $\tau_{i1}(\text{gid}(u_j)), \tau_{i2}(\text{gid}(u_j)), \ldots, \tau_{i2t+1}(\text{gid}(u_j))$ for $\tau_i, \tau_i^2, \ldots, \tau_i^{2t+1}$, respectively.

**Step 3.** For each user group $g_k$, it generates a random number $r_k(>0)$ and shares $r_k$ with $(t + 1, 2t + 1)$-SSS to all the user groups. That is, $u_j$ will receive $r_k$’s share regarding $\text{gid}(u_j)$, denoted as $r_k(\text{gid}(u_j))$. 

Computation Complexity - $O(nn_e)$. Each client needs to do two local computation processes. The first process is to generate the random coefficients for $(t, n)$-SSS and calculate the secret shares sent to all the other participants (Step 1), which is $O(nn_e)$. The second process is to do local summation (Step 2), which is also $O(nn_e)$. Hence, the total computation complexity is $O(nn_e)$.

5 Federated Trustworthiness Rank

While FedTruthFinder learns the integrated event truth in a privacy-preserving manner, it brings a challenge in justifying participants’ trustworthiness. For example, to incentivize the crowdsensing participants, it is a common strategy to pay the high-trustworthy participants (i.e., high-quality sensing results) with higher incentives. However, in FedTruthFinder, the sensing quality of each participant, i.e., the trustworthiness score $\tau_i$ is kept at each participant side and unknown to the server. Hence, how to assess participants’ trustworthiness is required and challenging for FedTruthFinder.

In this section, we first illustrate a concrete case to describe that $\tau_i$ cannot be directly known to the server, otherwise the server may infer which event $u_i$ has sensed. As $\tau_i$ cannot be known to the server, we then design a secure ranking algorithm to let the server know every participant $u_i$’s ranking position of $\tau_i$ among all the participants without leaking $\tau_i$. Based on the ranked positions, the crowdsensing organizer can enable certain trustworthiness-aware incentive mechanisms, e.g., rewarding high-position participants with bonus, which can incentivize participants to compete with each other to get more high-quality sensed data.

5.1 Privacy Leakage by Trustworthiness $\tau_i$

Here, we illustrate an example to show the risk of revealing $\tau_i$ to the server for leaking participant $u_i$’s privacy.

Without the loss of generality, we assume that $u_1$’s $\tau_1 = 0.9$, and other $u_i$’s $\tau_i < 0.9$ ($i \neq 1$). Suppose that one event $e_j$’s $\rho_j = 0.9$ after truth discovery, then we can easily infer that $u_1$ has sensed the event $e_j$ and the sensed result is 1. This reveals the fact that $u_1$ has visited the location of $e_j$, leaking $u_1$’s location privacy.

Hence, participants cannot directly upload their $\tau_i$ to the server for incentive allocation. Next, we design a privacy-preserving method to enable trustworthiness-aware incentive allocation.

5.2 Secure Trustworthiness Leader-board

While revealing $\tau_i$ may leak participants’ private information, we propose a secure ranking algorithm to learn a leader-board regarding participants’ trustworthiness for facilitating trustworthiness-aware incentive allocation.

Secure ranking algorithms have been studied for decades; however, prior studies cannot be directly applied in our scenario for two reasons. First, the communication overheads are usually high. Second, prior studies mostly assume that all the network connections are stable for all the parties, but this is unrealistic for crowdsensing.

Our secure ranking algorithm generally follows the design of [22]. However, the original design [22] cannot tolerate any participants to lose the network connections. We thus enhance it to ensure that the ranking algorithm can still work when certain participants lose connections. The major steps of our federated trustworthiness leader-board generation mechanism are:

Step 1. First, we categorize all the participants into $(2t + 1)$ groups, and thus each group includes $n/(2t + 1)$ participants. We denote $\text{gid}(u)$ to refer to the group ID of participant $u$.

Step 2. For each user $u_i$, she shares $\tau_i, \tau_i^2, \ldots, \tau_i^{2t+1}$ with $(t + 1, 2t + 1)$-SSS to all the user groups. Specifically, a user $u_j$ will receive the share piece regarding $\text{gid}(u_j)$, denoted as $\tau_{i1}(\text{gid}(u_j)), \tau_{i2}(\text{gid}(u_j)), \ldots, \tau_{i2t+1}(\text{gid}(u_j))$ for $\tau_i, \tau_i^2, \ldots, \tau_i^{2t+1}$, respectively.

Step 3. For each user group $g_k$, it generates a random number $r_k(>0)$ and shares $r_k$ with $(t + 1, 2t + 1)$-SSS to all the user groups. That is, $u_j$ will receive $r_k$’s share regarding $\text{gid}(u_j)$, denoted as $r_k(\text{gid}(u_j))$. 

Computation Complexity - $O(nn_e)$. Each client needs to do two local computation processes. The first process is to generate the random coefficients for $(t, n)$-SSS and calculate the secret shares sent to all the other participants (Step 1), which is $O(nn_e)$. The second process is to do local summation (Step 2), which is also $O(nn_e)$. Hence, the total computation complexity is $O(nn_e)$.
Step 4. For each participant $u_j$, she calculates the following number with the $\tau_{ik}(gid(u_j))$ received from $u_i$:

$$h_i(gid(u_j)) = \lambda(gid(u_j)) \sum_{k=1}^{2t+1} r_k(gid(u_j))\tau_{ik}(gid(u_j))$$

$$= \lambda(gid(u_j))\gamma(gid(u_j))$$  \hspace{1cm} (93)

where

$$\begin{pmatrix}
1 & 1 & 1^2 & \ldots & 1^{2t} \\
1 & 2 & 2^2 & \ldots & 2^{2t} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & 2t+1 & (2t+1)^2 & \ldots & (2t+1)^{2t}
\end{pmatrix}^{-1}$$

$$= \begin{pmatrix}
\lambda(1) & \lambda(2) & \lambda(3) & \ldots & \lambda(2t+1) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \vdots
\end{pmatrix}$$

Step 5. For each user group, we randomly select one participant $u_j$ to share $\{h_i(gid(u_j))|i \in [1, n]\}$ with $(t+1, n)$-SSS to all the $n$ participants. Each user $u_k$’s received shares from all the groups are denoted as $\{h_i(g, k)|i \in [1, n], g \in [1, 2t+1]\}$.

Step 6. For each participant $u_k$, she computes:

$$h_i'(k) = \sum_{g=1}^{2t+1} h_i(g, k), \quad \forall i \in [1, n]$$  \hspace{1cm} (95)

Each $u_k$ sends $\{h_i'(k)|i \in [1, n]\}$ to the server.

Step 7. After receiving at least $t+1$ participants’ $\{h_i'(k)|i \in [1, n]\}$, the server can recover:

$$h_i = \sum_{k=1}^{2t+1} r_k \tau_i^k, \quad \forall i \in [1, n]$$  \hspace{1cm} (96)

Step 8. The server ranks $u_i$ according to $h_i$ and the ranked list is the leader-board regarding trustworthiness $\tau_i$.

Note that same as $\rho$-computation, we do not need to establish the peer-to-peer communication channels between every two participant clients and can use the crowdsensing server for coordination. To avoid redundancy, readers can refer to Sec. 4.2.2 for details.

Remark on our novelty. The key improvement of our secure ranking algorithm compared to [22] is the enhanced robustness against participants’ connection loss. In [22], every participant holds a $r_i$ and we will randomly select $2t+1$ participants to share their $r_i$ (Step 3) and $h_i$ (Step 5). This process is easy to break if a selected online user (Step 3) loses the connection in Step 5. Our proposed algorithm first constructs user groups so that we only need at least one participant online in each group for both Step 3 and 5, reducing the failure possibility incurred by connection loss. It is worth noting that this algorithm can not only rank crowdsensing participants’ trustworthiness, but also be applied to many other applications when privacy-preserving data ranking is needed under unstable network connections.

Remark on the ranked measurements. In the previous algorithm description, we suppose that $\tau_i$ needs to be ranked. In practice, crowdsensing organizers can use the same secure ranking mechanism to rank other key measurements of participants (e.g., the number of sensed events) to design better incentive mechanisms or participant recruitment strategies.
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5.3 Theoretical Analysis

All the proofs are illustrated in Appendix.

5.3.1 Correctness

We first prove the correctness of our algorithm.

Lemma 5.1. $\sum_{k=1}^{2t+1} r_k(x) \tau_k(x)$ can be represented as:

$$h_i + a_{i1}x + a_{i2}x^2 + ... + a_{i2t}x^{2t}$$

where $h_i = \sum_{k=1}^{2t+1} r_k \tau_i^k$. [22]

Theorem 5.1. With $t + 1$ participants’ $h_i'(k)$, we can recover $h_i$.

Theorem 5.2. Ranking $h_i$ is equivalent to ranking $\tau_i$.

5.3.2 Robustness to Connection Loss

We analyze how our secure ranking algorithm can tolerate connection losses. We assume that before Step 2, there is no user connection loss.\footnote{If $u_i$ loses the connection in Step 2 and cannot share $\tau_i^k$ with SSS, then there is no way to rank $u_i$’s position because the server has no $u_i$’s information.}
Theorem 5.3. To finish Step 3-5, there needs at least one user online for each group. Suppose that every user has \(p_l\) probability to lose connection and there are \(n\) users, the success probability \(\geq (1 - p_l^{\lfloor n/(2t+1)\rfloor})^{2t+1}\).

Theorem 5.4. To finish Step 6-8, \(\geq t + 1\) users need to be online.

5.3.3 Security

Here, we analyze the security of our mechanism.

Theorem 5.5 If there are no more than \(t\) collusive participants, then these participants cannot recover all the other users’ \(\tau_i\).

5.3.4 Complexity

We analyze the algorithm from communication and computation complexity perspectives for participant clients.

Communication Complexity - \(O(tn)\). In Step 2, the communication overhead of one participant to send \(\tau_i, \tau_i^2, \ldots, \tau_i^{2t+1}\) is \(O(t^2)\), while each user received data is \(O(tn)\). In Step 3, the complexity is \(O(t)\). In Step 5, for sending data, the complexity is \(O(n)\); for receiving data, the complexity is \(O(tn)\). In Step 7, the complexity is \(O(n)\). Combining them together, the communication complexity of the whole process is \(O(tn)\) as \(t < n\).

Computation Complexity - \(O(tn)\). The main computation processes of each client include (1) calculating secret shares for \(\tau_i, \tau_i^2, \ldots, \tau_i^{2t+1}\) with \((t+1, 2t+1)\)-SSS in Step 2, which is \(O(t^2)\), (2) calculating secret shares of \(r_k\) in Step 3, which is \(O(t)\), (3) computing \(h_i\) in Step 4, which is \(O(tn)\), and (4) calculating \(h_i'\) in Step 6, which is \(O(tn)\). Hence, the final computation complexity is \(O(tn)\).

6 Evaluation

6.1 Numerical Analysis for Connection Loss

We have theoretically proven that our algorithm can learn the event confidence and trustworthiness ranking like the original centralized algorithms. This experiment then focuses on how the connection loss would impact FedTruthFinder quantitatively, since the unstable mobile network connection is a key characteristic for mobile crowdsensing. A practical mechanism should be able to fight against the unpredictable connection loss. In general, participants’ connection loss may bring two types of negative impacts to the iterative truth discovery algorithm.

- **A small number of sensed data for truth discovery.** While FedTruthFinder can learn an aggregate truth as long as more than \(t\) participants are online, the data sources for the truth would be decreased. This would also affect the performance of the learned truth.

- **Possible failure of the whole algorithm.** If a large number of participants lose the connection and only fewer than \(t\) participants remain online, then the whole running process of FedTruthFinder would fail and no result can be learned.

Specifically, we conduct the numerical analysis for two parts of FedTruthFinder respectively, i.e., event confidence computation and participant trustworthiness ranking. We vary the probability of one participant losing the connection (denoted as \(p_l\)). If \(p_l = 0.01\), a participant has 1% probability of dropping out of the crowdsensing campaign due to one-time connection loss. Then, if a participant needs to connect to the server for \(n\) times, it has \(1 - (1 - p_l)^n\) probability to lose the connection. In the experiment, we test \(p_l = 0.01/0.05/0.1\) to represent good/moderate/bad connection scenarios.
Figure 5: Failure probability of trustworthiness ranking.

Figure 6: Detection accuracy of FedTruthFinder.

6.1.1 Event Confidence Computation

To compare with FedTruthFinder, we consider the state-of-the-art way to do iterative truth discovery with an SSS-based secure aggregation (SA) protocol [1,34], denoted as SA, which can also tolerate a certain level of participant connection loss. In brief, SA leverages a double-masking method to ensure that the truth discovery can run when some users lose the connection. However, not like FedTruthFinder which only needs a one-time connection for each participant to finish one iteration of $\rho$-computation, SA needs a two-time connection (double-masking).

Figure 4 shows the number of sensed data for truth discovery in each iteration for FedTruthFinder and SA (the total number of data is set to 100). Literature has shown that the number of iterations for truth discovery is often smaller than 10 [36] and thus we set the number of iterations up to 10. FedTruthFinder can always obtain more sensed data than SA as FedTruthFinder needs fewer connections. Especially, when the network connection condition is bad ($p_l = 0.1$), the performance improvement of FedTruthFinder over SA is more significant.

Figure 5 shows the algorithm failure probability (i.e., fewer than $t$ users are online) for FedTruthFinder and SA (we set the number of participants to 100 and $t$ to 50; we do not plot $p_l = 0.01$ as both methods are successful almost all the time). FedTruthFinder can significantly reduce the failure probability compared to SA. For example, when the network connection quality is moderate ($p_l = 0.05$), FedTruthFinder has around 99% probability to finish successfully for 10 iterations; however, SA has only around 1% probability. For the bad connection scenario ($p_l = 0.1$), SA will fail with more than 20% probability from iteration 3, while FedTruthFinder can keep working well until iteration 6. This reveals that, even if both FedTruthFinder and SA cannot finish all the ten iterations due to a bad network connection condition, FedTruthFinder can run a larger number of iterations, making the truth more reliable.
6.1.2 Participant Trustworthiness Rank

As none of the prior studies have addressed the privacy-preserving trustworthiness ranking problem, we cannot directly find a baseline method to compare. Meanwhile, our proposed trustworthiness ranking algorithm is inspired by the basic idea from [22] while significantly enhancing the capability to tolerate participants’ connection loss. To this end, we compare FedTruthFinder and [22] when certain participants lose connections.

In federated trustworthiness ranking, $t$ is the key parameter related to how many user groups are created, which significantly impacts the algorithm success probability (Theorem 5.3). Suppose the total number of users is 100, we set $t = 10/15/20/25$. The algorithm failure probability is shown in Figure 5. With the increase of $t$, the failure probability of FedTruthFinder rises. This fits our expectation as a larger $t$ means that more user groups are generated and the user number per group is reduced. As FedTruthFinder needs at least one user online for each group, smaller user number per group means that the robustness against connection loss is weakened, leading to higher failure probability. Compared to [22], our algorithm significantly increases the success probability when connection is unstable. When $p_l = 0.1$ and $t = 10$, the failure probability of our ranking algorithm is 0.04%, but [22] is 96.18%. Hence, our algorithm could be an appropriate choice for ranking crowdsensing participants’ trustworthiness scores considering the unstable mobile network connection environment.

6.2 Evaluation of Traffic Light Detection

We also test FedTruthFinder for traffic light detection, a representative crowdsensing task [16, 25]. We focus on the truth discovery accuracy and the runtime efficiency of FedTruthFinder, which has not been evaluated in the previous numerical analysis.

6.2.1 Data and Tasks

To evaluate FedTruthFinder on the traffic light detection task, we leverage a real-life open dataset including taxis’ trajectories. Specifically, the dataset contains time-stamped GPS trajectories from 536 taxis in San Francisco, U.S. in one month of 2008 [18]. Following [16], we manually label 96 traffic light detection event positions using the Street View of Google Maps (Figure 7). Then, we randomly select some taxis as participants; their trajectories in the dataset are used to simulate their activities — if a taxi stops around an event’s location, it may report the data. The report error rate (indicating trustworthiness) of each taxi is randomized in $[0, 0.5]$. The default participant number is 60 and the connection loss probability is 0.05. The event confidence function is set to ‘logistic’ as it performs better than ‘sum’. $t$ in SSS is set to half of the total participant number. To increase the randomness, each taxi randomly reports 20% of the events, and then each setting of the experiment is repeated by 50 times.

6.2.2 Experiment Platform

Our platform is an Alibaba cloud server with CPU of Intel Xeon Platinum 8163 (12 cores, 2.5GHz) and 24GB memory. The operating system is Ubuntu 20.04. FedTruthFinder is implemented by Rust 1.56. Docker is adopted to simulate the crowdsensing server and participants.

6.2.3 Truth Discovery Accuracy

Figure 6(a) and 6(b) plot the accuracy regarding the number of participants and connection loss probability, respectively. Specifically, we compare FedTruthFinder with and without the adaptive truth updating technique (Sec. 4.2.1). For the adaptive updating, we try $\alpha = 1/2/3$ (Eq. 9), and find $\alpha = 3$ performs the best. The adaptive updating ($\alpha = 3$) can consistently improve the accuracy with different participant numbers and connection losses. Specifically, with more participants and higher connection losses, the improvement is more significant. When the

---

1https://www.docker.com/
connection loss probability increases, the accuracy decreases gradually. This again verifies the effectiveness of FedTruthFinder over SA [34] — FedTruthFinder reduces the communication times per truth discover iteration compared to SA, which is conceptually equivalent to the reduction of connection losses in practice.

6.2.4 Runtime Efficiency

Figure 8(a) and 8(b) record each participant’s data transmission amount and computation time, respectively. Note that the computation time is mostly spent in the truth finding step, while the trustworthiness ranking takes only $\sim 0.01$s. The results show that the data transmission amount and computation time are both small, verifying the practicality of FedTruthFinder.

7 Related Work

Truth discovery is a traditional research direction as we may often receive diverse and even conflicting information about one event [7]. In the pioneering research [36], authors discuss the truth discovery problem when there
are many conflicting facts about one subject on different websites. Besides information from websites, truth
discovery is also important in many other areas such as social sensing [26] and crowdsourcing [6, 33].

Mobile crowdsensing [39], as a particular type of crowdsourcing that needs workers to do location-based
sensing tasks, would also face the truth discovery problem [24]. Meanwhile, privacy protection is also an
important issue to consider in crowdsensing, especially for location privacy [4, 30, 27, 32, 29, 28]. Most prior
research focuses on protecting crowdsensing participants’ location privacy in task allocation [27, 32, 28] or for
particular crowdsensing tasks such as missing data inference [30, 29].

Recently, some studies investigate the privacy-preserving truth discovery in crowdsensing [13, 15, 14, 38, 37,
34]. One research direction is applying data perturbation methods such as differential privacy to participants’
sensed data [8, 9], but these methods degrade the truth finding accuracy. Another research direction follows the
federated learning [35] paradigm that participants’ raw data will not be directly sent to the server with certain
encryption techniques, while the aggregation results (i.e., detected truths) can be accurately learned. However, the
existing privacy-preserving truth discovery methods usually suffer from certain assumptions which may not stand
in reality, e.g., online/non-concluding participants [13, 15, 14], or third-party non-concluding servers [38, 37].
Moreover, no prior work considers hiding participants’ completed tasks or tracking participants’ trustworthiness
in a privacy-preserving manner, which has been addressed by our work.

Table 15 summarizes the characteristics of our work and representative related work published in top venues
recently. In particular, our work is the first privacy-preserving crowdsensing truth discovery research that
considers (i) providing a feasible solution to participant trustworthiness assessment when the trustworthiness
scores are not revealed, and (ii) hiding participants’ completed tasks to provide stronger privacy protection.
Moreover, when dealing with the connection loss during the iterative crowdsensing truth discovery process, our
work (i) proposes an adaptive event confidence updating function to reserve the data contributions of drop-out
participants to avoid the truth bias toward alive participants, and (ii) designs an SSS-based scheme to defend
against participants’ collusion attacks while ensuring the high communication efficiency.

8 Conclusion

In this paper, we propose FedTruthFinder, a crowdsensing federated truth discovery mechanism that can not only find aggregate truth from multiple participants’ sensed data, but also rank participants’ trustworthiness in a privacy-preserving manner. The primary characteristic of FedTruthFinder is its capability to tolerate network connection loss of participants in both event confidence calculation and participant trustworthiness ranking. As a byproduct, our proposed federated ranking algorithm can also serve other applications when the privacy-preserving data ranking is needed and the network connections are unstable. Following most related papers, this work assumes participants to be semi-honest; in the future, we would explore the more challenging scenario that participants may behave maliciously.

9 Appendix

9.1 Theoretical Proof

Proof of Lemma 5.1. It is clear that,
\[
\sum_{k=1}^{2t+1} r_k(0) \tau_k(0) = \sum_{k=1}^{2t+1} r_k \tau_i^k
\]
(97)

Besides, both \(r_k(x)\) and \(\tau_k(x)\) are \(t\)-degree polynomials, and thus the degree of \(\sum_k r_k(x) \tau_k(x)\) is \(2t\).

Proof of Theorem 5.1. With Lemma 5.1, for \(N = 2t+1\) groups, \(\gamma(gid(u_j)) = \sum_{k=1}^{2t+1} r_k(gid(u_j)) \tau_k(gid(u_j))\)

(Step 4) is:

\[
\begin{pmatrix}
1 & 1 & 1^2 & \ldots & 1^{2t} \\
1 & 2 & 2^2 & \ldots & 2^{2t} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & N & N^2 & \ldots & N^{2t}
\end{pmatrix}
\begin{pmatrix}
h_i \\
a_{i1} \\
a_{i2t}
\end{pmatrix}
=
\begin{pmatrix}
\gamma(1) \\
\gamma(2) \\
\vdots \\
\gamma(N)
\end{pmatrix}
\]

then,

\[
\begin{pmatrix}
h_i \\
a_{i1} \\
a_{i2t}
\end{pmatrix}
=
\begin{pmatrix}
1 & 1 & 1^2 & \ldots & 1^{2t} \\
1 & 2 & 2^2 & \ldots & 2^{2t} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & N & N^2 & \ldots & N^{2t}
\end{pmatrix}
^{-1}
\begin{pmatrix}
\gamma(1) \\
\gamma(2) \\
\vdots \\
\gamma(N)
\end{pmatrix}
\]

so,

\[
h_i = \sum_{g=1}^{N} \lambda(g) \gamma(g)
\]

In Step 5, \(h_i(g) = \lambda(g) \gamma(g)\) is shared with \((t+1,n)\)-SSS to all the participants from every group \(g \in [1, 2t+1]\). Hence, according to the additive homomorphism property of SSS [21], we can easily recover \(h_i\) by receiving \(t+1\) participants’ \(h_i^t(k) = \sum_{g=1}^{2t+1} h_i(g, k)\).

\(\square\)

Proof of Theorem 5.2. As \(\tau_i > 0\) and \(r_k > 0\), \(h_i = \sum_k r_k^t \tau_i^k\) will keep the same ranking as \(\tau_i\).

\(\square\)

Proof of Theorem 5.3. For Step 3 to 5, if there is at least one user in every group, then the process can continue. So the probability of failure incurred by one specific group \(g\) is all the users in \(g\) losing the connections,
i.e., \( p^{n_g} \leq p^{n/(2t+1)} \) (\( n_g \) is the user number in \( g \)). So for \( g \), the probability of at least one user online ≥ \( 1 - p^{n/(2t+1)} \). With \( 2t + 1 \) groups, the success probability ≥ \( (1 - p^{n/(2t+1)})^{2t+1} \).

**Proof of Theorem 5.4.** This is based on the property of \((t + 1, n)\)-SSS in Step 5.

**Proof of Theorem 5.5.** In Step 2, \( \tau_k^t (k = 1\ldots2t + 1) \) is shared with \((t + 1, 2t + 1)\)-SSS. So, if \( t \) participants collude, they can get at most \( t \cdot (2t + 1) \) equations when \( t \) participants are from \( t \) groups. However, the number of unknown parameters (including \( \tau_i \) and \( t \) random coefficients for sharing each \( \tau_i^k \)) is \( t \cdot (2t + 1) + 1 \). Hence, these \( t \) collusive participants cannot recover other participants’ \( \tau_i \).

9.2 Mechanism Extension to Multi-class and Continuous-value Events

**Multi-class Events.** For a multi-class event (\( m \) classes), we can see it as \( m \) binary events, so that our method can be directly applied.

**Continuous-value Events.** For continuous-value events, following the literature, we may adopt other proper event confidence and participant trustworthiness updating functions such as CRH \([34, 41]\). Specifically, suppose that the discovered truth sensed value of a continuous event \( e_j \) is \( \rho_j \), and \( u_i \)’s sensed data of \( e_j \) is \( \hat{\rho}_{ij} \), then the event truth (confidence) and participant trustworthiness updating functions can be:

\[
\rho_j = \frac{\sum_{u_i \in \mathcal{U}_{e_j}} \tau_i \cdot \hat{\rho}_{ij}}{\sum_{u_i \in \mathcal{U}_{e_j}} \tau_i}
\]

\[
\tau_i = \log\left(\sum_{u_i \in \mathcal{U}} \sum_{e_j \in \mathcal{E}_{u_i}} \frac{(\rho_j - \hat{\rho}_{ij})^2}{|\mathcal{E}_{u_i}|}\right) - \log\left(\sum_{e_j \in \mathcal{E}_{u_i}} \frac{(\rho_j - \hat{\rho}_{ij})^2}{|\mathcal{E}_{u_i}|}\right)
\]

where \( \mathcal{U}_{e_j} \) is the set of users who sense \( e_j \), and \( \mathcal{E}_{u_i} \) is the set of events that \( u_i \) has sensed. For \( \rho \)-computation, following Sec. 4.1 we can just adapt \( d_{ij} \) and \( s_{ij} \) according to Eq. 98 (the participant \( u_i \notin \mathcal{U}_{e_j} \) can still send \( d_{ij} = s_{ij} = 0 \) to protect her task completion information). For \( \tau \)-computation, Eq. 99 requires \( \sum_{u_i \in \mathcal{U}} \sum_{e_j \in \mathcal{E}_{u_i}} \frac{(\rho_j - \hat{\rho}_{ij})^2}{|\mathcal{E}_{u_i}|} \), which can be done with the same SSS-based method as \( \rho \)-computation. In particular, each participant \( u_i \) can send \( \sum_{e_j \in \mathcal{E}_{u_i}} \frac{(\rho_j - \hat{\rho}_{ij})^2}{|\mathcal{E}_{u_i}|} \) by secret shares, and then the server can compute the sum in a privacy-preserving manner. In a word, for continuous-value events, our mechanism can still work without revealing each participant’s raw sensed data and completed tasks.
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Abstract

Despite proven effectiveness of federated learning (FL) as a solution to private model training, FL has had limited success in the domains of ranking and recommendation systems. This is primarily due to the fact that modern recommendation systems, particularly in the context of on-line advertising, rely on large neural networks that cannot be feasibly trained on user devices. However, given increasing privacy regulations and evolving users’ preferences, it is imperative for advertising platforms to invest in private learning solutions like FL that support training highly accurate models with strong privacy guarantees.

In this paper, we propose Federated Ensemble Learning (FEL) as a solution to address the large memory requirement for recommendation systems subject to label privacy. FEL enables scalable label-private recommendation model training by simultaneously training multiple smaller FL models on disjoint carefully selected clusters of client devices. The output of these models is aggregated with a neural network trained either on server-side data or via a second stage of private on-device training. Our experimental results demonstrate that FEL leads to 0.43–2.31% model quality improvement over traditional on-device federated learning — a significant improvement for ranking and recommendation system use cases.

1 Introduction

Federated learning (FL) has emerged as an effective approach to address consumer privacy needs by allowing edge devices to collaboratively train a machine learning (ML) model, while the raw data samples remain on-device [5, 20]. While FL has been deployed for a variety of machine learning tasks, such as smart keyboard [11], personalized assistant services [17], computer vision [27], healthcare [45], it has seen limited adoption for ranking and recommendation tasks [32, 42]. This is due to the fact that constrained client resources in FL prevent training a large, high-accuracy recommendation model (often in the order of GBs or TBs [30, 53]), while meeting the privacy requirement. However, recommendation models need to achieve a strong user privacy and a high accuracy at the same time[^1].

Furthermore, in contrast to conventional privacy settings of FL, a unique characteristic of modern recommendation systems is that models are usually trained on public features but with private labels. For instance, features

[^1]: A recent study from Baidu [53] indicates that even a 0.1% accuracy drop is considered unacceptable for its ranking and recommendation tasks.
such as user profiles and product catalogs are known to advertising platforms, but the labels, i.e., transaction
details, are considered third-party (private) data. Matching cross-site or cross-app data is privacy-sensitive and
and can be subject to regulation and user-device policies. This new label-only privacy setting has gained significant
interest from both academia and industry recently [13, 33].

Focusing on the new label-only privacy requirement, we propose a new FL framework called Federated
Ensemble Learning (FEL). FEL addresses the key limitations of FL for ranking systems in the novel setting of
label privacy.

FEL proceeds in three stages: first, users are clustered into groups of similar behaviors using public features;
second, a leaf model is learned for every cluster of users, simultaneously with other clusters using FL with global
differential privacy (DP); and third, the leaf models (or parts of them) are concatenated to form a back-bone for a
larger server model that can be trained on public data on the server or on private data on user devices. The insight
behind FEL is that if client device clusters are appropriately formed, leaf models can learn distinct, potentially
complementary, representations from each cluster, which are later combined to enhance the overall prediction
capability. At each stage, the FEL framework ensures that the resulting ensemble satisfies the privacy goals by
adapting the noise characteristics of DP for each leaf. We use composition theory to estimate the privacy cost of
the ensemble aggregation layer and to automatically tune the noise added.

FEL excels when the number of observations per user is small, but the number of users is high (e.g., in the
order of billions) — a setting that is common for recommendation and ranking tasks. We have deployed FEL
in the production environment of a large-scale ranking system. We show that the deployed recommendation
task achieves 0.43% precision gain compared to the vanilla FL baseline in the production environment, which
is significant in the context of production ranking and recommendation systems. We observe significant gains of
1.55–2.31% using the open-source datasets, Ads click prediction [46] and image classification [29]. In addition,
we show that FEL outperforms standard FL in the presence of differential privacy (DP) noise by 0.66–1.93%.

2 Background: Federated Learning and Privacy Assumptions

FL trains a model collaboratively using client devices without requiring the raw data to be shared with service
providers. However, the key constraint in using vanilla FL training for recommendation and ranking tasks is the
limited model size it can support. In many federated recommendation and ranking tasks, the input space is large,
e.g., over 1,000 features, and the data distribution is multi-modal. To achieve high accuracy in this setting, we
have to increase the overall model capacity. However, FL can be applied only to sufficiently small models that
can be transmitted and trained on end-user devices.

Prior work studied increasing model capacity by leveraging client heterogeneity: training larger models on
devices that are more powerful, while sending smaller models to less capable devices. The smaller model can be
a subsampled model that is later aggregated to the supernet [6, 19, 9], or a different model that later transfers
its learned knowledge to the larger model with knowledge distillation [26, 23]. These approaches still limit the
model capacity as the model size is capped by the most powerful client devices that still cannot train GB-size
models.

Privacy Assumptions of FEL: FEL targets the label-only privacy setting, where the input is public (i.e., accessible
to the service provider) while the label is private. Several advertising, recommendation, and survey/analytics
applications fall into this category [13, 33, 37, 43].

Many recommendation tasks use features that are public from the perspective of the recommender system. Public features include user attributes that are explicitly shared at sign-up time (e.g., age or gender) [46], externally
observable user behavior (e.g., public movie reviews) [15], or item information that is provided by the item
vendors [38]. On the other hand, the labels of recommendation tasks may be considered private, e.g., user
conversion behavior [40, 13]. It is also possible to use a mixture of public and private features. FEL can be
further extended to incorporate private features (Section 3).
While user labels must be kept private, i.e., unknown to the service provider, there can be opt-in users who consent to sharing their private label information with the service provider to improve the service quality. FEL does not require the presence of opt-in users; however, having some opt-in user population can simplify the training algorithm (Section 3) and lower the privacy cost (Section 3.2).

To avoid statistical inference attacks targeting FL, differentially private (DP) noise is added either on device or during the aggregation step [12, 48, 51]. We target the user-level differential privacy, in which the trained model weights are similarly distributed with or without a particular user [34]. We assume an honest-but-curious provider for training FL, which uses either hardware-based encryption in a trusted enclave, or software-based encryption via multiparty computation for FL aggregation [36, 25].

3 Proposed Design: Federated Ensemble Learning (FEL)

Rather than training one model across all users, FEL proposes to train a distinct leaf model per user cluster and later aggregate the leaf models on the server to obtain a larger-capacity model. Ensemble methods similar in spirit have shown promising potential with classical machine learning algorithms, e.g., in the form of AdaBoost, random forest, and XGBoost [22]. We explored different variations in how the clients are clustered and how the leaf models are aggregated.

3.1 Federated Ensemble Learning

Figure 1 illustrates the proposed design of Federated Ensemble Learning (FEL). First, we cluster the clients into a desired number of clusters (Figure 1, Step 1). Then, we train a leaf model for each cluster using traditional FL (Figure 1, Step 2). After training, the server uses the ensemble of the leaf models for inference requests (Figure 1, Step 3). On each inference request, the server passes the public input features through all the leaf models. Then, the output of each leaf model and/or the output of the last hidden layer of each leaf model is passed to the ensemble aggregation layer, which outputs the final prediction. Below, we lay out how FEL forms clusters and implements ensemble aggregation, and how FEL can be extended to incorporate private features.

Forming Clusters: Client clusters can be formed based on distinctive characteristics of the users, e.g., a user’s age, location, or past preferences. Clusters can also be obtained by simple hashing, or through popular clustering approaches such as k-means or Gaussian mixture methods. Marketers have been forming clusters of clients to target each cluster more effectively, and those well-studied clustering methods can be adopted [4].

Rudimentary Ensemble Aggregation: A simplest way to implement ensemble aggregation is to collect the prediction output of each leaf model and perform typical aggregation methods, such as mean, median, or max, to generate the final prediction. This approach is similar to bagging technique leveraged in random forest [44].

Neural Network (NN)-based Ensemble Aggregation: NN-based ensemble aggregation uses a separate neural network that takes in the prediction and the output of the last hidden layer of all leaf models as input to generate the final prediction. We call this additional neural network model the over-arch model. The over-arch model is trained after all the leaf models are trained. The over-arch model can be trained in several different ways. In the presence of opt-in users, the server can simply use them to train the over-arch model. Otherwise, the server can again use FL to train the over-arch model on each client, where the server sends the output of the leaf models to the client, and the client uses it as an input to train the over-arch model locally.

Extending to Private Features: FEL can be extended to support private features only known to the clients. This can be done by (privately) training a separate leaf model (private leaf model) that only takes in private client-side features. The output of the private leaf model is used as an input to the ensemble aggregation layer along with other leaf models. When the private leaf model is used, part of the inference must happen on-device instead of entirely on the server. Specifically, the server sends outputs of the leaf models to each client, which ensembles them with its private leaf model output on-device for prediction. By performing the ensemble on-device, the input/output of the private leaf model is never exposed to the server. The private leaf model is trained with conventional FL as well.
Step 1. Cluster client devices

Step 2. Train leaf models using FL with clusters

Step 3. Use the ensemble of leaf models for inference

Figure 1: Federated Ensemble Learning architectures

3.2 Privacy Analysis for Federated Ensemble Learning

Ensuring data privacy is the utmost requirement and this work is the first to conduct privacy analysis for federated ensemble learning. Differential privacy for federated learning bounds how much the distribution of model parameters change between two datasets that differ in labels contributed by a single user [34]. We use a generalization of differential privacy [11] based on the Rényi divergence:

Definition 1 (Renyi Differential Privacy (RDP) [35]). A randomized mechanism \( M \) with domain \( D \) is \((\alpha, \epsilon)\)-RDP with order \( \alpha \in (1, \infty) \) iff for any two neighboring datasets \( D, D' \in D \):

\[
D_\alpha(M(D)||M(D')) := \frac{1}{\alpha - 1} \log E_{x \sim M(D')} \left[ \frac{\Pr[M(D) = x]}{\Pr[M(D') = x]} \right] ^\alpha \leq \epsilon.
\]

FEL is a multi-step process. To analyze the privacy bounds of a multi-step process, a common approach in differential privacy is to evaluate each process individually, then calculate the overall privacy bounds by composing all of the steps. In particular, we focus on two main composition theorems in differential privacy, sequential and parallel composition [10]. Formally we define:

Theorem 1 (Sequential Composition). Let there be \( n \) RDP-mechanisms \( M_i \) with \((\alpha_i, \epsilon_i)\)-RDP when being computed on a dataset \( D \) of the input domain \( D \). Then, the composition of \( n \) mechanisms \( M(M_1(D), \ldots, M_n(D)) \) is \((\alpha, \sum_{i=1}^n \epsilon_i)\)-RDP

Theorem 2 (Parallel Composition). Let there be \( n \) RDP-mechanisms \( M_i \) with \((\alpha_i, \epsilon_i)\)-RDP when being computed on disjoint subset \( D_i \) of the input domain \( D \). Then, the composition of \( n \) mechanisms \( M(M_1(D), \ldots, M_n(D)) \) is \((\alpha, \max_{i=1}^n \epsilon_i)\)-RDP

Sequential composition considers the case where a task uses the same users (even if different steps use different parts of the user’s data) in different steps of an algorithm. For example, if the algorithm has four steps each with a privacy cost \( \epsilon \) and uses the same users in all the steps, the total privacy cost of the algorithm would become \( 4\epsilon \). Parallel composition considers a case where each step is applied to different users. From the earlier example, if four disjoint sets of users were used for the four steps, the overall privacy cost would be \( \max(\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4) \), where \( \epsilon_k \) is the privacy cost of the \( k \)-th step. The compositions are tracked using RDP, which leads to tighter bounds than \((\epsilon, \delta)\)-DP.

When analyzing the privacy cost of training the leaf models, the parallel composition theorem applies as each leaf model is trained with a disjoint set of users. If training a leaf model with cluster \( i \in \{1, \ldots, N\} \) has a privacy cost \( \epsilon_i \), the privacy cost of the entire leaf model is \( \epsilon_{\text{leaves}} = \max(\epsilon_1, \ldots, \epsilon_N) \).

The privacy cost of the ensemble aggregation layer \( \epsilon_{\text{agg}} \) depends on the aggregation method that is used (mean, max, median, or NN-based). When using the mean, max, and median ensemble aggregation, \( \epsilon_{\text{agg}} = 0 \) as both theorems show that privacy cost increases only when the additional step (ensemble aggregation) uses user data. In this case, the total privacy cost \( \epsilon_{\text{tot}} \) is simply \( \epsilon_{\text{leaves}} \).
When the NN-based approach is used, however, user data is used to train the over-arch NN layer and \( e_{agg} > 0 \). Depending on exactly how the over-arch NN layer is trained, \( e_{tot} \) can be calculated in the following way. First, if the over-arch NN layer is trained with the users that trained the leaf models, sequential composition theorem applies (\( e_{tot} = e_{agg} + e_{leafs} \)). Second, if the over-arch NN layer is trained with a completely different set of users, the parallel composition theorem applies (\( e_{tot} = \max(e_{agg}, e_{leafs}) \)). Finally, if the over-arch NN layer is trained with opt-in users, \( e_{agg} = 0 \) because no private data is used, and \( e_{tot} = e_{leafs} \). In all cases, the privacy cost of FEL does not significantly deteriorate over the vanilla FL (which is similar to \( e_{leafs} \)).

4 Evaluation

In this section we would like to provide more details about our experiments. We first provide details about each dataset that was used. We then provide details about the model architectures that we used for each dataset.

4.1 Datasets for FEL

We explored three datasets for FEL: An internal production dataset that represents a real-world ads-ranking system, an external dataset that addresses a similar ads-ranking task, and an image classification dataset.

4.1.1 Production Dataset

Production dataset is an internal dataset that captures whether a user installs a mobile application after being shown a relevant advertisement item. A few hundred features are used as an input (the exact number cannot be disclosed) to predict a binary label (install/not-install). All the input features are public. For training, we use advertisement data from a random sample of 35 million users over a period of one month. Randomly selected 15 million users from the following week were used for testing.

4.1.2 Taobao CTR Dataset

The Taobao dataset contains 26 million interactions (click/non-click when an Ad was shown) between 1.14 million users and 847 thousand items across an 8-day period. The dataset uses 9 user features (e.g., gender or occupation), 6 item features (e.g., price or brand), and two contextual features (e.g., the day of week), which we assume to be all public to the service provider.

In the Taobao CTR dataset, 16 out of the 17 features are sparse, with a categorical value encoding instead of a continuous, floating point value. While server-based recommendation models use large embedding tables to convert these sparse features into a floating point embedding [54, 38, 8], training such embedding tables on device is complicated because of the large memory capacity requirement (e.g., in the order of GB to TB [53, 2, 52, 30]) and can leak private information more easily through gradients [40]. Thus, we assume an architecture where embedding tables are pre-trained with opt-in users and are hosted on the server, while the rest of the model is trained with FEL using sparse features translated through the pre-trained tables. We randomly selected 10% of the users as opt-in.

Our setup cannot achieve the accuracy that can be reached when we fully train the embedding tables, as we pre-train the embeddings and fix their weight during FL. However, our setup represents a practical FL setup where training embedding tables on-device is prohibitive, due to client resource limitations [49] and privacy concerns [40].

4.1.3 CelebA Smile Prediction Dataset

While FEL is originally designed for recommendation and ranking tasks, we study its generality to non-recommendation models with CelebFaces Attributes Dataset (CelebA) [29]. CelebA consists of 200, 288 images
belonging to 9,343 unique celebrities. Each image has 40 binary facial attribute annotations (e.g., bald, long hair, attractive, etc) and covers large pose variations and backgrounds. We defined distinguishing between smiling/non-smiling images as our target task.

The Taobao dataset contains 26 million interactions (click/non-click when an Ad was shown) between 1.14 million users and 847 thousand items across an 8-day period. The dataset uses 9 user features (e.g., gender or occupation), 6 item features (e.g., price or brand), and two contextual features (e.g., the day of week), which we assume to be all public to the service provider. The details on how we preprocess the dataset can be found in the appendix.

4.2 Model Architectures

**Production/Taobao Dataset:** For recommendation datasets (production/Taobao CTR), we use a model that consists of 3 fully-connected hidden layers. The number of units at each hidden layer is decreasing exponentially with a parameter K. For instance, if \( K = 4 \) and the input layer has 512 features, our neural network would have \([512, 128, 32, 8, 1]\) neurons. For each dataset, we tune K to obtain a resulting model of approximately 10MB. By doing so, it allows us to train a neural network even on older, low-tier devices with more limited memory capacity. ReLu is used as an activation function after each layer apart from the last one, where Sigmoid and binary cross-entropy was used.

For both datasets, we use synchronous FL with FedAvg \([34]\). We used the following hyperparameters for the Taobao dataset from an extensive hyperparameter search: client batch size of 32, 5 local epochs, 4096 clients per round, and a learning rate of 0.579 with SGD. Clients are selected at random and each only participates once (1 global epoch). The production dataset used similar hyperparameters.

For Taobao dataset’s server-side pre-trained embedding table, we use an embedding dimension of 32, and train it with the 10% opt-in users for 1 epoch using AdaGrad optimizer with learning rate of 0.01.

**CelebA Dataset:** For CelebA, we follow the setup of prior work \([39]\) and use a four layer CNN with dropout rate of 0.1, stride of 1, and padding of 2. We preprocess all images in train/validation/test sets; each image is resized and cropped to \(32 \times 32\) pixels, then normalized by 0.5 mean and 0.5 standard deviation. We use asynchronous FL with a client batch size of 32 samples, 1 local epoch, 30 global epochs, and a learning rate of 0.899 with SGD.

4.3 Evaluation Methodology

Our evaluation aims to answer the following questions:

- Can FEL improve the model prediction quality over vanilla FL? [Section 4.4]
- How do different ensemble aggregation methods affect the model accuracy? [Section 4.4]
- How do different clustering methods affect the model accuracy? [Section 4.5]
- How does FEL affect privacy compared to vanilla FL? [Section 4.6]

To answer these questions we used the three datasets presented in Section 4.1. To study recommendation and ranking tasks, we used a production dataset and an open-source, Taobao’s Click-Through-Rate (CTR) prediction dataset \([24]\). To study the effect of FEL on non-recommendation use-cases, we additionally studied the LEAF CelebA Smile Prediction dataset \([29]\). More details about these datasets and their associated model architecture can be found in Section 4.1.

Both the FL baseline and the FEL leaf models used the same set of hyperparameters. The FL baseline is trained using all the available client data. In FEL, the client data is clustered, and one leaf model is trained for each cluster. We vary the number of clusters from 3–10 and evaluate different clustering methods. When training the over-arch NN layer, a small subset of opt-in users is used.
Table 16: Explanation of different cluster methods in Figure 2 (right).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Config</th>
<th>Feature</th>
<th># clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Production</td>
<td>Clustering 1</td>
<td>Age</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Clustering 2</td>
<td>App</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Clustering 3</td>
<td>Location</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Clustering 4</td>
<td>Click ratio</td>
<td>10</td>
</tr>
<tr>
<td>Taobao [46]</td>
<td>Clustering 1</td>
<td>Age</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Clustering 2</td>
<td>Consumption</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Clustering 3</td>
<td>City level</td>
<td>5</td>
</tr>
<tr>
<td>CelebA [29]</td>
<td>Clustering 1</td>
<td># Attributes</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Clustering 2</td>
<td>K-means</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Clustering 3</td>
<td>K-means</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 17: FEL's prediction accuracy improvement over the baseline FL for different datasets. Following common practice of each dataset, Taobao uses AUC and CelebA uses accuracy as their metric. Production data’s baseline accuracy is not disclosed.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline FL</td>
<td>-</td>
<td>0.5418</td>
<td></td>
<td></td>
<td>90.75</td>
</tr>
<tr>
<td>FEL (Mean Best)</td>
<td>(+0.27%)</td>
<td>0.5522 (+1.92%)</td>
<td></td>
<td>91.68 (+1.02%)</td>
<td></td>
</tr>
<tr>
<td>FEL (Median Best)</td>
<td>(+0.29%)</td>
<td>0.5459 (+0.74%)</td>
<td></td>
<td>91.35 (+0.66%)</td>
<td></td>
</tr>
<tr>
<td>FEL (Max Best)</td>
<td>(-0.06%)</td>
<td>0.5418 (-0.1%)</td>
<td></td>
<td>91.46 (+0.78%)</td>
<td></td>
</tr>
<tr>
<td>FEL (NN-based Best)</td>
<td>(+0.43%)</td>
<td>0.5544 (+2.31%)</td>
<td></td>
<td>92.16 (+1.55%)</td>
<td></td>
</tr>
</tbody>
</table>

4.4 Prediction Quality Improvement of FEL

Overall, FEL achieves 0.43% and 2.31% prediction quality improvement over vanilla FL for production and Taobao datasets, respectively – a significant improvement for ranking and recommendation system use cases. For non-recommendation tasks (CelebA), FEL shows similar improvement of 1.55%, indicating that FEL can be generalized to non-recommendation use-cases as well. Table 17 summarizes the resulting prediction quality improvement of FEL compared to the baseline FL. We used accuracy for CelebA [39] and ROC-AUC (AUC) for Taobao [46]. We used normalized entropy for the production dataset, which we cannot disclose and only show the relative improvement. For different ensemble aggregation methods, we vary the clustering methods and report the best-accuracy results. Among the different ensemble aggregation methods, adding an over-arch NN layer provided the best prediction quality improvement, followed by mean and median.

4.5 Prediction Quality Improvement of Different Clustering Methods

Effects of the Number of Clusters: To understand the effect of the number of client clusters in the final model quality improvement, we varied the number of clusters in the Taobao dataset while using random clustering. Figure 2 (left) summarizes the result. There is an optimal setting for the number of clusters used in FEL. Going beyond the optimal setting for the number of clusters results in worse model accuracy. When the number of clusters is too small, the final model capacity is limited as there are not enough leaf models to ensemble. If the number of clusters is too large, each leaf model cannot learn enough information as the clients in each cluster are too few. The optimal number of clusters depends on the number of available devices that participate within each

---

2 [53] mentioned 0.1% model quality improvement as significant and [50] considered 0.23% as impactful in similar recommendation and ranking use-cases.

3 Taobao’s baseline AUC is 0.26% less than the baseline FL result presented at [40], potentially due to simpler model architecture and freezed pre-trained embedding tables.
cluster and, here, the number of partitions can be treated as a hyperparameter [21].

Effects of Features Used in Clustering: We also varied the clustering methods for each dataset and observed the effect on the final accuracy. We explored different clustering methods for different datasets and presented the best performing methods. Table 16 (Section 4.3) summarizes the clustering methods. Here, we show the result for the best performing over-arch NN-based ensemble aggregation for brevity. For the production dataset, we used user age, the app category where the ad was displayed, location (larger geographic regions), and previous click ratio of the users to cluster the users. For Taobao, we used user age, city level, and consumption level. For CelebA, we clustered the 40 binary attributes of each user using K-means clustering or simply used the number of present attributes.

Figure 2 (right) shows that clustering can affect the final model accuracy significantly. For the production dataset, clustering using the click ratio (Clustering 4) showed the best accuracy. For Taobao, clustering with city level showed the best accuracy (Clustering 3). For CelebA, using K-means clustering was the best (Clustering 3). The results show that clustering methods as well as the number of clusters are two important hyperparameters of FEL.
4.6 Evaluation Results with Differential Privacy

Table 18 shows the accuracy improvement of FEL compared to vanilla FL for two different levels of DP noise, along with the case of no DP noise ($\epsilon = \infty$). We assume the over-arch NN layer was trained with opt-in data and no DP noise added when training the over-arch NN layer. Table 18 shows that even when DP noise is added, FEL shows meaningful accuracy improvement over vanilla FL. Again, we observe that the over-arch NN layer and mean aggregations still provide the most significant gains. However, smaller $\epsilon$ leads to reduced accuracy gain, possibly due to larger injected noise. Another interesting observation is that the max ensemble aggregation improves the accuracy when DP noise is added, unlike the no-DP-noise case where it did not show any improvement. One possible reason is that DP noise mitigates the effects of outliers in training.

5 Related Work

**Ensemble Distillation.** Lin et al. [26] relied on unlabeled data generated by a generative model to aggregate knowledge from all heterogeneous client models, Gong et al. [14] focused on communication efficiency and privacy guarantee with one-shot offline knowledge distillation.

**Boosted Federated Learning.** Boosting and bagging are two prominent approaches for model ensemble learning. In Hamer et al. [16], an ensemble of pre-trained based predictors is fine tuned via federated learning, thus saving on communication costs. Luo et al. [31] suggest gradient boosting decision tree (GBDT) method, which takes the average gradient of similar samples and its own gradient as a new gradient to improve the accuracy of the local model.

**Local Ensemble Learning.** FedEnsemble uses random permutations to update a group of $K$ models, and then obtains predictions through model averaging, instead of aggregating local models to update a single global model [47]. Attota et al. [3] propose a multi-view ensemble learning approach aimed at maximizing the learning efficiency of different classes of attacks for intrusion detection tasks.

**Ensemble Aggregation.** FedBE takes a Bayesian inference perspective by sampling and combining higher-quality global models via Bayesian ensemble for robust aggregation [7]. FedGRU uses both secure parameter aggregation and cluster ensembles to scale [28]. Orhobor et al. [41] assigned users into pre-specified bins and trained different regressors on each bin, which were later ensembled.

Although these methods have their own merits, they do not address the problem of the recommender and ranking systems use cases, in which each user has only a small number of examples, and require user-level privacy guarantee. As a result, none of these studies leverages the variation across users and diversity of behavior in their proposals. Our approach trains models on separate user clusters, leveraging a large user base in recommender and ranking systems. Furthermore, our over-arch model approach provides extra gains both in terms of precision and privacy budget.

6 Conclusion

While Federated learning (FL) has achieved considerable success as a privacy-preserving solution for model training, its impact on ranking and recommendation systems, particularly in the context of digital advertising, remains limited. We introduce Federated Ensemble Learning (FEL) to increases the learning capacity of FL. FEL can be trained efficiently without introducing significant privacy concerns and can improve the prediction accuracy meaningfully compared to vanilla FL. This work demonstrates that FEL enables FL for demanding ranking and recommendation tasks. As future work, we plan to integrate unsupervised clustering approaches, so that the segmentation can happen automatically to optimize FEL’s learning performance. Finally, to minimize the cost of managing a number of leaf models, we plan to explore ways to automatically assess the quality of leaf models to pinpoint under-represented clusters and seek possible mitigation such as dynamic clustering and leaf retraining.
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Abstract

Sentiment analysis is a complex process that involves multiple modalities, which can provide more accurate and informative results than using a single modality. Although existing multimodal approaches have shown to be superior to mono-modal sentiment classification, they are not always practical in real-world scenarios where only mono-modal input is available, or where multimodal data is limited due to data scarcity or privacy concerns. To address this issue, we propose a novel approach that enhances mono-modal sentiment classification through federated transfer learning. Specifically, we focus on a practical industrial problem where text and speech data are owned by different affiliations, and we aim to bridge these modalities by sharing a cross-modal feature generator and phone classifier. Our proposed framework also incorporates differential privacy techniques to ensure privacy-preserving cross-modal transfer. Our experimental results on real-world spoken language sentiment classification corpora demonstrate the effectiveness of our proposed framework. We show that our approach can significantly improve the accuracy of mono-modal sentiment classification, even when only a limited amount of data is available.

1 Introduction

Sentiment classification has recently attracted significant interest due to its ability to automatically recognize the polarity of human emotional states or attitudes expressed in spoken or written language, which is crucial for improving the user experience in human-machine interaction. Communication among humans involves various modalities, including textual and acoustic content, facial expressions, and body gestures. However, single modality fails to capture sentimental information entirely and leads to inaccurate classification. To address this issue, researchers have proposed multi-modal sentiment or emotion classification approaches that utilize features from different modalities to enhance classification accuracy [12, 11]. Text, speech, and vision are three critical modalities for sentiment classification [29, 23], and previous research has proposed various fusion strategies to better utilize multiple modalities [33, 14]. Among these modalities, some researchers highlight the importance of text and speech modalities [20].

Despite the advantages of multi-modal sentiment classification, two obstacles hinder the application of traditional multi-modal sentiment classification in industry: data scarcity and user privacy. Collecting multi-modal data is challenging in real-world applications, and mono-modal speech and text data are often the only...
available options in call centers or text-based conversation systems. Furthermore, annotating parallel multi-modal data is costly and laborious. Moreover, user privacy has become an increasing concern, and many authorities have enacted regulations to protect data and model privacy, such as the EU General Data Protection Regulation (GDPR) [27] in 2018, followed by the US and China.

To address these challenges, we propose a novel federated machine learning paradigm for sentiment classification. Since mono-modal sentimental corpora are more accessible and cost-effective, it is worth enhancing mono-modal sentiment classification if we can leverage multiple corpora with different modalities, leveraging the complementarity of different modalities from multiple sources. To address user privacy concerns when using multiple corpora, we introduce federated learning [30], a collaborative machine learning paradigm where multiple parties jointly learn a global model without exposing their private local data. Our work focuses on scenarios where each party in the federation owns a single-modal sentimental corpus and aims to enhance their sentiment classification performance collaboratively. Further details on related work are provided in Section 2.

Our proposed framework enables multiple institutes with different modality corpora to collaborate and transfer their knowledge learned from their data in a privacy-preserving manner. The cross-modal transfer is based on the phone sequence, which can be obtained from both text and speech modalities, embedding both phonetic cues and lexical information. Our method takes mono-modal input but utilizes cross-modal transfer to expand the number of modalities. Using the phone sequence as the intermedium between speech and text modality has three benefits: 1) the phone sequence is easy to obtain for both textual and audio input without modifying the existing model significantly; 2) as an intermedium between speech and text, it preserves semantic meaning and speech characteristics; 3) it is straightforward to align the audio pieces and words using the phone sequence at the utterance level. The alignment allows us to enrich the raw text input with speech features learned from the audio modality and embed the acoustic features with semantic meanings learned from the text. During collaborative training, speech-side and text-side institutions join as a federation, only exchanging intermediate model parameters protected by the differential-privacy mechanism instead of sharing raw data or bare model parameters.

![Figure 1: The Joint-view of Cross-modal Transfer Learning Framework of Text and Speech module](image)

**2 Related Work**

### 2.1 Multi-modal Sentiment Analysis

Multi-modal sentiment and emotion analysis often involve multiple modalities, such as text, speech, and vision [29] [23]. Different approaches have been proposed to leverage the information from multiple modalities more
effectively [33, 14, 21], showing that well-designed fusion strategies significantly affect the model performance. Other research works have further explored two-modal sentiment analysis, such as visual-audio fusion [16, 29] and textual-audio fusion [12, 20]. These works typically focus on model architecture design or representation extraction. In contrast, our proposed method enhances mono-modal sentiment classification by a novel federated cross-modal transfer framework, where each party in the federation owns data in only one modality.

2.2 Cross-modal Transfer

Cross-modal transfer has been used in image classification since 2013 [25]. It allows an image classifier to classify a given image class, even if it has not been seen in the training data. Cross-modal transfer leverages the textual description of the object, forces the textual modal and visual modal embedding to map into the same space, and hence allows zero-shot inference with only a textual description of the unseen class. Existing cross-modal transfer methods for sentiment classification often focus on fusing audio and visual modalities based on the correlation between speech and facial expression [2, 6]. Our approach differs in that it focuses on the semantic complementarity between speech and spoken words. We use phonetic features as an intermediary to connect audio and textual information. For example, when in intense emotion, the pronunciation of words may have distortion, which cannot be observed in the text generated by automatic speech recognition (ASR) but can be captured in the phone sequence.

2.3 Federated Learning

Federated learning was first proposed by Google researchers in 2016 [15] as a way to learn a global model without explicitly gathering data from different clients. Federated learning has since been extended to various architectures [30, 31], such as horizontal federated learning, vertical federated learning, and federated transfer learning, with different privacy protection approaches, such as differential privacy [7], homomorphic encryption [22], and multiparty security computation [32]. Among these privacy and security protection techniques, differential privacy has emerged as a widely adapted approach for deep learning because it is practical in terms of computational efficiency. Differential privacy for deep learning is a mechanism that injects deliberately generated noise into the model during the training phase, which offers strong and robust guarantees to bound the probability of revealing raw data under a reasonable threshold. However, there is a tradeoff between high utility and high privacy protection, as injecting more noise into the model leads to less utility. To achieve higher privacy protection, we apply differential privacy to our proposed method, and to maintain high utility, the noises are only injected into a small portion of the model parameters that are shared across parties. Our proposed framework is well-suited for federated learning as it allows two parties to collaborate and share knowledge while keeping sensitive data locally, which effectively relieves the challenges of data scarcity and data privacy in sentiment classification.

3 Federated Cross-modal Transfer

3.1 Settings and Notations

For simplification, we describe our setting as consisting of two parties, and we can easily extend it to the multi-party scenario. We summarize our cross-modal transfer framework in the form of the flow chart in Fig. 1, where the red block stands for text modality and the blue one for speech modality. The circled numbers state the general steps of cross-modal joint learning.

Denote datasets for text-side and speech-side parties as $D_t = \{w_i, y_i\}_{i=1}^{N_t}$ and $D_s = \{s_i, y_i\}_{i=1}^{N_s}$, respectively, consisting of pairs of the text $w$ or speech $s$ and the label $y$, where $N_t$ and $N_s$ are the numbers of training instances of the text-side party and the speech-side party. We use subscripts $(\cdot)_s$, $(\cdot)_t$ to distinguish where a
variable belongs to. As a decentralized federated learning setting, this framework does not involve a central orchestrator, two parties directly set up connections and exchange parameters with each other.

3.2 Phone as Intermedium

We use phone-level information as an intermedium between text and speech modalities in this work. Phones are the units of speech that constitutes the pronunciation of words. The phone sequence captures the speech pronunciation of a sentence or a word, including the tones and pronunciation variation, such as stress and rhythm, which implies a speaker’s sentiment. Phonetic cues have been used to enhance multi-lingual text classification [24] and text representation learning [19], as phones entail more semantic and sentiment cues than text. On the other hand, the phone sequence is obtainable from both speech and text sides, making it a good bridge to connect the two modalities. For example, a classic DNN-HMM hybrid ASR system can conduct the speech-to-phone transformation to produce the phone sequence of a given speech as the byproduct. The text can also be transformed into a phone sequence with the lexicon representing the “standard” pronunciation of the text, denoting this process as text-to-phone.

3.3 Federated Cross-modal Transfer Framework

As shown in Fig. 1, our federated cross-modal transfer framework involves two parties and can be summarized in 5 steps. For clarity, we denote the speech-side (blue block) as client-s, and the text-side (red block) as client-t. Client-s and client-t are two independent institutes that collaboratively enhance their mono-modal sentiment classifier with federated cross-modal transfer with each following the Alg. 5 and 6 respectively.

Algorithm 4 Federated cross-modal transfer

Require: two parties client-s and client-t with speech sentiment corpus and text sentiment corpus respectively;
1: client-s conducts lines 1-5 in Alg. 5 for initialization;
2: client-t conducts lines 1-2 in Alg. 6 for initialization;
3: while not reach maximum rounds do
4: client-s conducts lines 7-12 in Alg. 5 and client-t conducts lines 4-9 in Alg. 6 parallelly;
5: client-s sends $\phi^{(s)}_{tpe}, f^{(s)}_p, f^{(s)}_m$ to client-t;
6: client-t sends $\phi^{(t)}_{tpe}, f^{(t)}_p, f^{(t)}_m$ to client-s;
7: client-s conducts lines 13 to update $\phi^{(s)}_{tpe}, f^{(s)}_p, f^{(s)}_m$;
8: client-t conducts lines 10 to update $\phi^{(t)}_{tpe}, f^{(t)}_p, f^{(t)}_m$;

Step 1. The workflow of the proposed framework starts with client-s training a mono-modal speech sentiment classifier. Then client-s build a Speech-Phone-Extractor (SPE) that embeds the speech signal-level information to phonemes. The speech classifier ($f_s$) and text classifier ($f_t$) are implemented with mono-modal models mentioned in Section 4.4.

Step 2. To avoid missing the focus on our framework, we propose a vanilla SPE practice, which represents a phone with its responding $f_s$ averaged by utterances where this appears.

Step 3. Sharing SPE helps client-t build a homogeneous phone classifier as client-s, which allows two clients to start federated learning, even though their input modalities are different.

Step 4-5. Client-s and client-t have different input modalities and mono-modal models while sharing the same phone classifier and the modal-fusion weights. The input of client-s is a piece of speech features $x$, noted as $s = [x_1, x_2, \ldots, x_T]$, extracted from the raw audio wave, where $T$ is the number of frames. The input of client-t is a sentence, i.e., a word sequence $w = [w_1, w_2, \ldots, w_L]$, where $L$ is the length of the sentence. We hence obtains
phone sequences from s and w with
\[ p_s = \text{speech-to-phone}(s), \]
\[ p_t = \text{text-to-phone}(w). \]  

(100)

Thereafter, each client has two input sequences: speech/text sequence and phone sequence. The speech/text sequence is fed into the mono-modal model, i.e,
\[ o_s = f_s(s), \quad o_t = f_t(w). \]  

(101)

Processing phone sequence is identical for the two clients, so we ignore the superscript of the models \( \phi_{tpe}^{(s)}, f_p^{(s)}, f_m^{(s)} \). We extract the distributed speech-phone representation \( r_{sp} \) and text-phone representation \( r_{tp} \) of the given phone sequence \( p \),
\[ r_{sp} = \phi_{spe}(p), \quad r_{tp} = \phi_{tpe}(p). \]  

(102)

The phone representations from two modalities are concatenated and fed into the phone classifier, i.e,
\[ r_p = [r_{sp}; r_{tp}], \quad o_p = h_p(r_p) \]  

(103)

We apply the late fusion (a.k.a., decision-level fusion) strategy [33] to combine information from different modalities, i.e,
\[ y = f_m(o_s, o_p), \quad y = f_m(o_t, o_p). \]  

(104)

We compute the cross-entropy loss with the output \( y \) and label \( l \) as well as the gradients of parameters through Eq. (100)-(104). The training data of text and speech are store at each client isolatedly, and the two clients only share \( \phi_{tpe}^{(s)}, f_p^{(s)}, f_m^{(s)} \) to each other. \( \phi_{tpe}^{(s)} \) represents \( \phi_{tpe}^{(s)} \) and \( \phi_{tpe}^{(t)} \), for simplicity, as well as \( f_p^{(s)} \) and \( f_m^{(s)} \). All models are updated with the Stochastic Gradient Descent optimization algorithm (SGD). To achieve differentially private models, the shared models are updated with the differentially private version of SGD that provides privacy protection of the released model [1], noted as DP-SGD. In more detail, we inject Gaussian noise [8] to the parameters during optimization. The scale of noise is related to the privacy budget \( (\epsilon, \delta) \) indicating the probabilities of leaking privacy. A larger privacy budget allows less model perturbation.

Each client conducts local training using their local data, and conducts weighted average over parameters of \( \phi_{tpe}^{(s)}, f_p^{(s)}, f_m^{(s)} \). As a decentralized federated learning scheme, two parties directly exchange differentially private parameters of shared models with each other without the need for a central server [31]. Within each party, the weighted averaging follows Eq. (105), i.e,
\[ \phi_{tpe}^{(s)} = \phi_{tpe}^{(t)} = \frac{(|D_s| \cdot \phi_{tpe}^{(s)} + |D_t| \cdot \phi_{tpe}^{(t)})}{(|D_s| + |D_t|)}, \]  
\[ f_p^{(s)} = f_p^{(t)} = \frac{(|D_s| \cdot f_p^{(s)} + |D_t| \cdot f_p^{(t)})}{(|D_s| + |D_t|)}. \]  

(105)

4 Experiments

4.1 Experimental Setup

In this study, we assess the performance of our proposed framework on two public multi-modal datasets, namely MOSI [34] and MOSEI [35], which are available in the CMU Multimodal Data SDK [36].

https://github.com/A2Zadeh/CMU-MultimodalDataSDK
Algorithm 5 DP cross-modal transfer (client-s)

Require: local training data $D_s$
1: initialize the local speech classifier ($f_s$);
2: train $f_s$ with local training data;
3: build SPE $\phi_{spe}^{(s)}$ with $f_s$ according to Alg. 7;
4: share $\phi_{spe}^{(s)}$ to client-t;
5: initialize TPE $\phi_{tpe}^{(s)}$, phone-classifier $f_p^{(s)}$, and model-fusion function $f_m^{(s)}$;
6: while not reach maximum rounds do
7: for local training iteration $i$ do
8: sample $(s, l)$ from local training data;
9: compute gradients of $f_s$, $\phi_{tpe}^{(s)}$, $f_p^{(s)}$, and $f_m^{(s)}$ with $(s, l)$ according to Eq. (100)-(104);
10: update parameters of $f_s$ with SGD;
11: update parameters of $\phi_{tpe}^{(s)}$, $f_p^{(s)}$, and $f_m^{(s)}$ with DP-SGD;
12: send differentially private parameters of $\phi_{tpe}^{(s)}$ and $f_p^{(s)}$ to client-t;
13: receive differentially private parameters of $\phi_{tpe}^{(s)}$ and $f_p^{(s)}$ from client-t;
14: update $\phi_{tpe}^{(s)}$ and $f_p^{(s)}$ according to Eq. (105);
return $\phi_{spe}^{(s)}$, $\phi_{tpe}^{(s)}$, $f_p^{(s)}$, and $f_m^{(s)}$;

Algorithm 6 DP cross-modal transfer (client-t)

Require: local training data $D_t$
1: receive $\phi_{spe}^{(s)}$ from client-t;
2: initialize $\phi_{tpe}^{(t)}$, $f_p^{(t)}$, $f_m^{(t)}$, and text classifier ($f_t$);
3: while not reach maximum rounds do
4: for local training iteration $i$ do
5: sample $(w, l)$ from local training data;
6: compute gradients of $f_t$, $\phi_{tpe}^{(t)}$, $f_p^{(t)}$, and $f_m^{(t)}$ with $(w, l)$ according to Eq. (100)-(104);
7: update parameters of $f_t$ with SGD;
8: update parameters of $\phi_{tpe}^{(t)}$, $f_p^{(t)}$, and $f_m^{(t)}$ with DP-SGD;
9: send differentially private parameters of $\phi_{tpe}^{(t)}$ and $f_p^{(t)}$ to client-s;
10: receive differentially private parameters of $\phi_{tpe}^{(t)}$ and $f_p^{(t)}$ from client-s;
11: update $\phi_{tpe}^{(t)}$ and $f_p^{(t)}$ according to Eq. (105);
return $\phi_{tpe}^{(t)}$, $f_p^{(t)}$, and $f_m^{(t)}$;
4.2 Dataset Description

Table 19 presents a summary of the datasets, including their size and label distributions. For both datasets, we leverage the training set to train the model and the validation set to fine-tune the hyperparameters. The evaluation of the models is performed on the test set using the hyperparameters chosen through the validation set.

4.3 Baseline Models and Evaluation Metrics

To demonstrate the efficacy of our framework, we compare it with two classes of representative mono-modal sentiment classification methods, i.e., Textual Modal Model and Audio Modal Model, referred to as baseline models. We also perform experiments in the centralized oracle settings. To control for variables, the oracle settings employ the neural network model proposed in this study, but its inputs (text and speech) are aligned per utterance. The oracle settings are ideal but impractical, and they indicate the model’s full potential. To further validate the compatibility of our framework with state-of-the-art models, such as BERT [5] and Transformer, we substitute the mono-modal text model with pre-trained BERTLarge and the speech model with a standard Transformer [26].

All models are tuned with the validation set, and the evaluation metrics are F1-scores reported on the testing sets, which includes four testing sets obtained from two modalities and two datasets.

Table 19: The statistics of the reference label distribution

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MOSI</th>
<th>MOSEI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>1283 605:678‡</td>
<td>16331 8279:8052</td>
</tr>
<tr>
<td>Valid</td>
<td>299 105:124</td>
<td>1871 939:932</td>
</tr>
<tr>
<td>Test</td>
<td>686 409:277</td>
<td>5057 2375:2287</td>
</tr>
</tbody>
</table>

‡ positive-negative count of reference labels

4.4 Implementation

We provide details of the implementation of our proposed framework, specifically focusing on the phone feature extractor and the acoustic phone feature mapper.

The textual phone feature extractor ($\phi_{tp}$) leverages the Forward-Maximum-Matching (FMM) algorithm to translate an utterance $w$ to the corresponding phone sequence $p_t$, with the help of a lexicon.

To recover the acoustic feature from the phone sequence, we propose a concise acoustic phone feature mapper ($\phi_{sp}$). We build a mapper from each context-free phone to an acoustic feature, either from MFCCs or openSMILE [9], following Algorithm 7. For a given phone sequence $p_s$, we generate a sequence of acoustic feature vectors $R_s$. We obtain an utterance vector by taking the mean over $R_s$.

As we focus on the sentiment classification task, the sentiment labels in the datasets are normalized to positive (intensity $> 0$) and negative (intensity $\leq 0$). For the acoustic model, we use a handcrafted feature set extracted by openSMILE [9]. This produces a set of features that indicate intensity, loudness, Mel-frequency cepstral coefficients (MFCCs), and pitch. openSMILE extracts 384-dimensional acoustic features for every 100ms-frame. The maximum sequence lengths for words, phones, and acoustic features are all limited to 800.

We have implemented the Textual Modal Model using a multi-layer bi-directional GRU model [4], referred to as BiGRU. For the Audio Modal Model, we have used a Convolutional Neural Network [10] (CNN). Furthermore, to ensure a fair comparison between different settings, we have limited the training iteration at each epoch to 1000.

2We used the IS09 configuration from https://github.com/naxingyu/opensmile/blob/master/config/
Algorithm 7 Build speech-phone-extractor

Require: an utterance-level acoustic feature extractor $M_s$ for speech classification, and a set of speech $\mathbf{X}_s$, a vocabulary of phone $V$

1: $P_s = \text{speech-to-phone}(\mathbf{X}_s)$;
2: for each phone $p$ in $V$ do
3: $P_{sp} = \{p_s | p \in P_s, \forall p_s \in P_s\}$;
4: $R_{sp} = \{M_s(p_s) | p_s \in P_{sp}\}$;
5: $r_{sp} = \sum_{r \in R_{sp}} r / |R_{sp}|$;
6: $map[p] = r_{sp}$;
7: $\phi_{spe}(p) := (map[p_j] | p = [p_1, ..., p_j, ..., p_N])$; return $\phi_{spe}$

The proposed framework and baselines have been implemented using PyTorch [18], and the differential private algorithm has been applied using PyVacy [28]. We have used the differentially private optimizer [1] to train the shared phone classifier. In the differential privacy settings, we have set all $\delta$ to $10^{-5}$, and we have varied $\epsilon$ to evaluate both protection and performance. All experiments have been conducted on a machine equipped with an Intel(R) Xeon(R) CPU E5-2630, 128 GB RAM, and 4 NVIDIA GeForce GTX TiTian XP GPUs.

4.5 Experimental Results

Table 20: The F1-score of cross-modal transfer under different privacy budgets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Baseline (Mono-modal)</th>
<th>Oracle (Centralized)</th>
<th>$\epsilon = 1$</th>
<th>$\epsilon = 5$</th>
<th>$\epsilon = 10$</th>
<th>$\epsilon = 15$</th>
<th>$\epsilon = \infty$</th>
<th>Avg. #Turn</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOSI-MOSI</td>
<td>55.61</td>
<td>59.23</td>
<td>57.59</td>
<td>57.56</td>
<td>57.53</td>
<td>57.50</td>
<td>56.77</td>
<td>3</td>
</tr>
<tr>
<td>MOSEI-MOSEI</td>
<td>62.02</td>
<td>66.91</td>
<td>63.54</td>
<td>65.84</td>
<td>65.82</td>
<td>65.71</td>
<td>65.73</td>
<td>4.8</td>
</tr>
<tr>
<td>MOSI-MOSEI</td>
<td>55.61</td>
<td>N/A</td>
<td>57.65</td>
<td>57.53</td>
<td>58.04</td>
<td>58.01</td>
<td>57.88</td>
<td>7.2</td>
</tr>
<tr>
<td>MOSEI-MOSI</td>
<td>62.02</td>
<td>N/A</td>
<td>65.86</td>
<td>65.56</td>
<td>65.88</td>
<td>65.86</td>
<td>65.58</td>
<td>5.8</td>
</tr>
<tr>
<td>MOSI-MOSI</td>
<td>57.42</td>
<td>65.23</td>
<td>63.32</td>
<td>61.59</td>
<td>61.33</td>
<td>60.81</td>
<td>61.97</td>
<td>4.2</td>
</tr>
<tr>
<td>MOSEI-MOSEI</td>
<td>68.53</td>
<td>70.91</td>
<td>70.30</td>
<td>70.54</td>
<td>70.51</td>
<td>69.98</td>
<td>69.73</td>
<td>5</td>
</tr>
<tr>
<td>MOSI-MOSEI</td>
<td>68.53</td>
<td>N/A</td>
<td>69.74</td>
<td>70.04</td>
<td>69.95</td>
<td>69.73</td>
<td>69.76</td>
<td>6.8</td>
</tr>
<tr>
<td>MOSEI-MOSI</td>
<td>57.42</td>
<td>N/A</td>
<td>62.01</td>
<td>62.86</td>
<td>62.31</td>
<td>60.16</td>
<td>60.38</td>
<td>6.8</td>
</tr>
</tbody>
</table>

Table 20 presents the performance of four data settings with varying privacy budgets. The first column provides the details of the four settings in the form of speech-side and text-side data. In addition to transferring between identical data distributions (MOSI-MOSI and MOSEI-MOSEI), we also validate our framework’s effectiveness for non-IID and imbalanced distributions (MOSEI-MOSI and MOSI-MOSEI), which are more realistic in real-world scenarios. The columns from $\epsilon = 1$ to $\epsilon = \infty$ display the results under different parameter settings. The larger the value of $\epsilon$, the weaker the privacy protection, and the less noise injected into the framework. According to [17], $\epsilon$ between 6 and 14 is practical in real-world applications. When $\epsilon = \infty$, the model is trained without any differential privacy protection (e.g., FedAvg).

The results in Table 20 show that our federated cross-modal transfer framework enhances performance in all settings. Moreover, we observe that our framework effectively improves the performance of mono-modal inputs to reach the ideal level of aligned multimodal inputs, as compared to the oracle settings. For instance, under-setting $\epsilon = 5$, our framework achieves absolute accuracy improvements of 3.82% and 2.01% over the baselines in

Note that the training data of speech-side and text-side are neither parallel nor aligned.
MOSEI and MOSE datasets, respectively. The results also suggest that the improvement is more significant for the side with less training data (as shown in the MOSI-MOSI and MOSEI-MOSI results from Table 20). The numbers in the last column demonstrate that our framework converges within a few rounds, indicating low network overload. Furthermore, we find that stricter privacy protection does not necessarily lead to performance decreases. In fact, smaller privacy budgets may provide excellent performance, where the injected noise acts as regularization for the model, avoiding overfitting. Importantly, our proposed framework is fully compatible with secure-enhanced schemes such as homomorphic encryption [13] and secure multi-party computing [3].

Table 21: F1-score of large-scale models under different privacy budgets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Baseline (Mono-modal)</th>
<th>Oracle (Centralized)</th>
<th>$\epsilon = 1$</th>
<th>$\epsilon = 5$</th>
<th>$\epsilon = 10$</th>
<th>$\epsilon = 15$</th>
<th>$\epsilon = \infty$</th>
<th>Avg. #turn</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOSI-MOSI</td>
<td>56.98</td>
<td>66.13</td>
<td>60.77</td>
<td><strong>60.96</strong></td>
<td>60.32</td>
<td>59.53</td>
<td>57.17</td>
<td>2</td>
</tr>
<tr>
<td>MOSEI-MOSEI</td>
<td>62.01</td>
<td>70.22</td>
<td>66.14</td>
<td><strong>66.81</strong></td>
<td>66.22</td>
<td>66.44</td>
<td>66.73</td>
<td>4.4</td>
</tr>
<tr>
<td>MOSI-MOSEI</td>
<td>56.98</td>
<td>N/A</td>
<td>60.12</td>
<td>60.33</td>
<td><strong>61.11</strong></td>
<td>60.01</td>
<td>59.88</td>
<td>6</td>
</tr>
<tr>
<td>MOSEI-MOSI</td>
<td>62.01</td>
<td>N/A</td>
<td>67.16</td>
<td><strong>67.86</strong></td>
<td>66.28</td>
<td>65.98</td>
<td>65.38</td>
<td>4.6</td>
</tr>
<tr>
<td>MOSI-MOSI</td>
<td>72.26</td>
<td>75.32</td>
<td><strong>73.12</strong></td>
<td>72.99</td>
<td>72.53</td>
<td>71.81</td>
<td>70.97</td>
<td>4.2</td>
</tr>
<tr>
<td>MOSEI-MOSEI</td>
<td>74.20</td>
<td>78.38</td>
<td>76.60</td>
<td><strong>77.45</strong></td>
<td>77.23</td>
<td>76.89</td>
<td>76.73</td>
<td>8</td>
</tr>
<tr>
<td>MOSI-MOSEI</td>
<td>74.20</td>
<td>N/A</td>
<td>76.47</td>
<td><strong>77.23</strong></td>
<td>76.95</td>
<td>76.83</td>
<td>76.76</td>
<td>10.8</td>
</tr>
<tr>
<td>MOSEI-MOSI</td>
<td>72.26</td>
<td>N/A</td>
<td>73.20</td>
<td><strong>74.16</strong></td>
<td>73.93</td>
<td>73.71</td>
<td>73.88</td>
<td>6.8</td>
</tr>
</tbody>
</table>

In order to evaluate the potential of our proposed framework on large-scale models, we replaced the simple CNN speech model and BiGRU text model with a standard Transformer and a pre-trained BERTLarge model, respectively. The results are presented in Table 21 which shows four settings with two testing sets under different privacy budgets, following the same format as the baseline models. Our findings are interesting. Firstly, we observed that the performance on the text-side testing set is significantly improved by using a pre-trained model. Nevertheless, our federated cross-modal transfer still helps improve the mono-modal performance, approaching the oracle performance. On the other hand, upgrading the speech-side model to a Transformer does not yield a remarkable improvement, and the performance boost provided by our framework remains consistent with the baseline models. Furthermore, we noted that when the models are larger, weaker DP protections are more likely to result in overfitting (as seen in the last few columns of Table 21).

5 Conclusions

In this paper, we have proposed a framework for privacy-preserving cross-modal sentiment classification, which leverages the power of multi-modal input features and models trained on different modalities to enhance performance. Our experimental results, both on classic and large-scale models, demonstrate the efficacy of our framework in achieving higher accuracy in sentiment classification, alleviating data scarcity issues, and preserving data privacy for all parties involved. Our work represents a promising initial exploration into knowledge transfer among private modality data, which may hold great potential for improving mono-modal performance via federated cross-modal transfer. However, we acknowledge that this approach also presents challenges, such as privacy protection and communication efficiency, which require further research. We hope that this work will inspire future investigations in this area.
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Abstract

Federated learning (FL) enables building robust and generalizable AI models by leveraging diverse datasets from multiple collaborators without centralizing the data. We created NVIDIA FLARE as an open-source software development kit (SDK) to make it easier for data scientists to use FL in their research and real-world applications. The SDK includes solutions for state-of-the-art FL algorithms and federated machine learning approaches, which facilitate building workflows for distributed learning across enterprises and enable platform developers to create a secure, privacy-preserving offering for multiparty collaboration utilizing homomorphic encryption or differential privacy. The SDK is a lightweight, flexible, and scalable Python package. It allows researchers to apply their data science workflows in any training libraries (PyTorch, TensorFlow, XGBoost, or even NumPy) in real-world FL settings. This paper introduces the key design principles of NVFlare and illustrates some use cases (e.g., COVID analysis) with customizable FL workflows that implement different privacy-preserving algorithms.

1 Introduction

Federated learning (FL) has become a reality for many real-world applications. It enables multinational collaborations on a global scale to build more robust and generalizable machine learning and AI models. In this paper, we introduce NVIDIA FLARE (NVFlare), an open-source software development kit (SDK) that makes it easier for data scientists to collaborate to develop more generalizable and robust AI models by sharing model weights rather than private data. While FL is attractive in many industries, it is particularly beneficial for healthcare applications where patient data needs to be protected. For example, FL has been used for predicting clinical
outcomes in patients with COVID-19 [7] or to segment brain lesions in magnetic resonance imaging [39, 38]. NVFlare is not limited to applications in healthcare and is designed to allow cross-silo FL [18] across enterprises for different industries and researchers.

In recent years, several efforts (both open-source and commercial) have been made to bring FL technology into the healthcare sector and other industries, like TensorFlow Federated [11], PySyft [48], FedML [14], FATE [25], Flower [3], OpenFL [33], Fed-BioMed [40], IBM Federated Learning [27], HP Swarm Learning [42], FederatedScope [44], FLUTE [8], and more. Some focus on simulated FL settings for researchers, while others prioritize production settings. NVFlare aims to be useful for both scenarios: 1) for researchers by providing efficient and extensible simulation tools and 2) by providing an easy path to transfer research into real-world production settings, supporting high availability and server failover, and by providing additional productivity tools such as multi-tasking and admin commands.

2 NVIDIA FLARE Overview

NVIDIA FLARE – or short NVFlare – stands for “NVIDIA Federated Learning Application Runtime Environment”. The SDK enables researchers and data scientists to adapt their machine learning and deep learning workflows to a federated paradigm. It enables platform developers to build a secure, privacy-preserving offering for distributed multiparty collaboration.

NVFlare is a lightweight, flexible, and scalable FL framework implemented in Python that is agnostic to the underlying training library. Developers can bring their own data science workflows implemented in PyTorch, TensorFlow, or even in pure NumPy, and apply them in a federated setting. A typical FL workflow such as the popular federated averaging (FedAvg) algorithm [28], can be implemented in NVFlare using the following main steps. Starting from an initial global model, each FL client trains the model on their local data for a while and sends model updates to the server for aggregation. The server then uses the aggregated updates to update the global model for the next round of training. This process is iterated many times until the model converges.

Though used heavily for federated deep learning, NVFlare is a generic approach for supporting collaborative computing across multiple clients. NVFlare provides the Controller programming API for researchers to create workflows for coordinating clients for collaboration. FedAvg is one such workflow. Another example is cyclic weight transfer [5]. The central concept of collaboration is the notion of “task”. An FL controller assigns tasks (e.g., deep-learning training with model weights) to one or more FL clients and processes results returned from clients (e.g., model weight updates). The controller may assign additional tasks to clients based on the processed results and other factors (e.g., a pre-configured number of training rounds). This task-based interaction continues until the objectives of the study are achieved.

The API supports typical controller-client interaction patterns like broadcasting a task to multiple clients, sending a task to one or more specified clients, or relaying a task to multiple clients sequentially. Each interaction pattern has two flavors: wait (block until client results are received) or no-wait. A workflow developer can use these interaction patterns to create innovative workflows. For example, the ScatterAndGather controller (typically used for FedAvg-like algorithms) is implemented with the broadcast_and_wait pattern, and the CyclicController is implemented with the relay_and_wait pattern. The controller API allows the researcher to focus on the control logic without needing to deal with underlying communication issues. Figure 1 shows the principle. Each FL client acts as a worker that simply executes tasks assigned to it (e.g., model training) and returns execution results to the controller. At each task interaction, there can be optional filters that process the task data or results before passing it to the Controller (on the server side) or task executor (client side). The filter mechanism can be used for data privacy protection (e.g., homomorphic encryption/decryption or differential privacy) without having to alter the training algorithms.
Figure 1: NVFlare job execution. The **Controller** is a Python object that controls or coordinates the **Workers** to get a job done. The controller is run on the FL server. A **Worker** is capable of performing tasks. **Workers** run on FL clients.

**Key Components**  
NVFlare is built on a componentized architecture that allows FL workloads to move from research and simulation to real-world production deployment. Some of the key components of this SDK include:

- **FL Simulator** for rapid development and prototyping.
- **NVFlare Dashboard** for simplified project management, secure provisioning, and deployment, orchestration.
- **Reference FL algorithms** (e.g., FedAvg, FedProx, SCAFFOLD) and workflows, like scatter and gather, cyclic, etc.
- **Privacy preservation** with differential privacy, homomorphic encryption, and more.
- **Specification-based API** for extensibility, allowing customization with plug-able components.
- **Tight integration** with other learning frameworks like MONAI [4], XGBoost [6], and more.

**High-Level Architecture**  
NVFlare is designed with the idea that less is more, using a specification-based design principle to focus on what is essential. This allows other people to be able to do what they want to do in real-world applications by following clear API definitions. FL is an open-ended space. The API-based design allows others to bring their implementations and solutions for various components. Controllers, task executors, and filters are just examples of such extensible components. NVFlare provides an end-to-end operation environment for different personas. It provides a comprehensive provisioning system that creates security credentials for secure communications to enable the easy and secure deployment of FL applications in the real world. It also provides an FL Simulator for running proof-of-concept studies locally. In production mode, the researcher conducts an FL study by submitting jobs using admin commands using Notebooks or the NVFlare Console – an interactive command tool. NVFlare provides many commands for system operation and job management. With these commands, one can start and stop a specific client or the entire system, submit new jobs, check the status of jobs, create a job by cloning from an existing one, and much more.
With NVFlare’s component-based design, a job is just a configuration of components needed for the study. For the control logic, the job specifies the controller component to be used and any components required by the controller.

3 System Concepts

A NVFlare system is a typical client-server communication system that comprises one or more FL server(s), one or more FL client(s), and one or more admin clients. The FL Servers open two ports for communication with FL clients and admin clients. FL clients and admin clients connect to the opened ports. FL clients and admin clients do not open any ports and do not directly communicate with each other. The following is an overview of the key concepts and objects available in NVFlare and the information that can be passed between them.

Workers and Controller NVFlare’s collaborative computing is achieved through the Controller/Worker interactions.

Shareable Object that represents a communication between server and client. Technically, the Shareable is implemented as a Python dictionary that could contain different information, e.g., model weights.

Data Exchange Object (DXO) Standardizes the data passed between the communicating parties. One can think of the Shareable as the envelope and the DXO as the letter. Together, they comprise a message to be shared between communicating parties.

FLComponent The base class of all the FL components. Executors, controllers, filters, aggregators, and their subtypes are all FLComponents. FLComponent comes with some useful built-in methods for logging, event handling, auditing, and error handling.

Executors Type of FLComponent for FL clients that has an execute method that produces a Shareable from an input Shareable. NVFlare provides both single- and multi-process executors to implement different computing workloads.

FLContext One of the most important features of NVFlare is to pass data between the FL components. FLContext is available to every method of all common FLComponent types. Through FLContext, the component developer can get services provided by the underlying infrastructure and share data with other components of the FL system.

Communication Drivers NVFlare abstracts the communication layers out so that different deployment scenarios can implement customizable communication drivers. By default, we use GRPC for data communication in task-based communication. However, the driver can be replaced to run other communication protocols, for example, TCP. The customizable nature of communication in NVFlare allows for both server-centric and peer-to-peer communication patterns. This enables the user to utilize both scatter and gather-type workflows like FedAvg [28], decentralized training patterns like swarm learning [42], or direct peer-to-peer communication as in split learning [12].

Fig. 2 compares the times for model upload and download from the client’s perspective using different communication protocols available in NVFlare using a model of ∼18MB in size.

The experiment runs in a multi-cloud environment with the server and eight clients running on Azure, while two clients run on AWS. One can observe that the global model download is slower as all clients are trying to
download the global model at the same time, and hence the server is more busy. In contrast, the clients’ model uploads happen at slightly different times and therefore are faster. One can also see how this multi-cloud setup causes the clients on AWS to take slightly longer during model download due to communication across different cloud infrastructures.

Figure 2: Comparison of GRPC and TCP communication drivers in NVFlare. The server is running on Azure. The clients are distributed between Azure and AWS. The message size is ~18MB. Communication times were measured over 100 rounds of FedAvg. Error bars indicate the 95% confidence intervals.

**Filters** Filters in NVFlare are a type of FLComponent that have a process method to transform the Shareable object between the communicating parties. A Filter can provide additional processing to shareable data before sending or after receiving from a peer. Filters can convert data formats and a lot more and are NVFlare’s primary mechanism for data privacy protection [24, 13]:

- `ExcludeVars` to exclude variables from shareable.
- `PercentilePrivacy` for truncation of weights by percentile.
- `SVTPrivacy` for differential privacy through sparse vector techniques.
- Homomorphic encryption filters used for secure aggregation.

As an example, we show the average encryption, decryption, and upload times when using homomorphic encryption for secure aggregation [23]. We compare raw data to encrypted model gradients uploaded in Table 22 when hosting the server on AWS [24] and connecting 30 client instances using an on-premise GPU cluster. One can see the longer upload times due to the larger message sizes needed by homomorphic encryption.

---


3 For reference, we used an m5a.2xlarge instance with eight vCPUs, 32-GB memory, and up to 2,880 Gbps network bandwidth.
Table 22: Federated learning exchanging homomorphic encrypted vs. raw model updates.

<table>
<thead>
<tr>
<th>Time in seconds</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encryption</td>
<td>5.01</td>
<td>1.18</td>
</tr>
<tr>
<td>Decryption</td>
<td>0.95</td>
<td>0.04</td>
</tr>
<tr>
<td>Enc. upload</td>
<td>38.00</td>
<td>71.17</td>
</tr>
<tr>
<td>Raw upload</td>
<td>21.57</td>
<td>74.23</td>
</tr>
</tbody>
</table>

**Event Mechanism**  
NVFlare comes with a powerful event mechanism that allows dynamic notifications to be sent to all event handlers. This mechanism enables data-based communication among decoupled components: one component fires an event when a certain condition occurs, and other components can listen to that event and processes the event data. Each **FLComponent** is automatically an event handler. To listen to and process an event, one can simply implement the `handle_event()` method and process desired event types. Events represent some important moments during the execution of the system logic. For example, before and after aggregation or when important data becomes available, e.g., a new “best” model was selected.

### 3.1 Productivity Features

NVFlare contains features that enable efficient, collaborative, and robust computing workflows.

**Multi-tasking**  
For systems with a large capacity, computing resources could be idle most of the time. NVFlare implements a resource-based multi-tasking solution, where multiple jobs can be run concurrently when overall system resources are available. Multi-tasking is made possible by a job scheduler on the server side that constantly tries to schedule a new job. For each job to be scheduled, the scheduler asks each client whether they can satisfy the required resources of the job (e.g., number of GPU devices) by querying the client’s resource manager. If all clients can meet the requirement, the job will be scheduled and deployed to the clients.

**High Availability and Server Failover**  
To avoid the FL server as a single point of failure, a solution has been implemented to support multiple FL servers with automatic cut-over when the currently active server becomes unavailable. Therefore, a component called **Overseer** is added to facilitate automatic cut-over. The **Overseer** provides the authoritative endpoint info of the active FL server. All other system entities (FL servers, FL clients, admin clients) constantly communicate (i.e., every 5 seconds) with the Overseer to obtain and act on such information. If the server cutover happens during the execution of a job, then the job will continue to run on the new server. Depending on how the controller is written, the job may or may not need to restart from the beginning but can continue from a previously saved snapshot.

**Simulator**  
NVFlare provides a simulator to allow data scientists and system developers to easily write new **FLComponents** and novel workflows. The simulator is a command line tool to run a NVFlare job. To allow simple experimentation and debugging, the FL server and multiple clients run in the same process during simulation. A multi-process option allows efficient use of resources, e.g., training multiple clients on different GPUs. The simulator follows the same job execution as in real-world NVFlare deployment. Therefore, components developed in simulation can be directly deployed in real-world federated scenarios.

### 3.2 Secure Provisioning in NVFlare

Security is an important requirement for FL systems. NVFlare provides security solutions in the following areas: authentication, communication confidentiality, user authorization, data privacy protection, auditing, and local
client policies.

**Authentication** NVFlare ensures the identities of communicating peers using mutual Transport Layer Security (TLS). Each participating party (FL Servers, Overseer, FL Clients, Admin Clients) must be properly provisioned. Once provisioned, each party receives a startup kit containing TLS credentials (public cert of the root, the party’s own private key and certificate) and system endpoint information, see Fig. 3. Each party can only connect to the NVFlare system with the startup kit. Communication confidentiality is also achieved with the use of TLS-based messaging.

**Federated Authorization** NVFlare’s admin command system is very rich and powerful. Not every command is for everyone. NVFlare implements a role-based user authorization system that controls what a user can or cannot do. At the time of provision, each user is assigned a role. Authorization policies specify which commands are permitted for which roles. Each FL client can define its authorization policy that specifies what a role can or cannot do to the client. For example, one client could allow a role to run jobs from any researchers. In contrast, another client may only allow jobs submitted by its researchers (i.e., the client and the job submitter belong to the same organization).

NVFlare automatically records all user commands and job events in system audit files on both the server and client sides. In addition, the audit API can be used by application developers to record additional events in the audit files.

**Client-Privacy** NVFlare enhances the overall system security by allowing each client to define its policies for authorization, data privacy (filters), and computing resource management. The client can change its policies at any time after the system is up and running without having to be re-provisioned. For example, the client could require all jobs running on it to be subject to a set of filters. The client could also change the number of computing resources (e.g., GPU devices) to be used by the FL client.
4 Federated Data Science

As a general distributed computing platform, NVFlare can be used for various applications in different industries. Here we describe some of the most common use cases where NVFlare was deployed.

4.1 Federated Deep Learning

A go-to example dataset for benchmarking different FL algorithms is CIFAR-10 [20]. NVFlare allows users to experiment with different algorithms and data splits using different levels of heterogeneity based on a Dirichlet sampling strategy [41]. Figure 4(a) shows the impact of varying alpha values, where lower values cause higher heterogeneity on the performance of the FedAvg.

Apart from FedAvg, currently available in NVFlare include FedProx [23], FedOpt [32], and SCAFFOLD [19]. Figure 4(b) compares an $\alpha$ setting of 0.1, causing a high data heterogeneity across clients and its impact on more advanced FL algorithms, namely FedProx, FedOpt, and SCAFFOLD. FedOpt and SCAFFOLD show markedly better convergence rates and achieve better performance than FedAvg and FedProx with the same alpha setting. SCAFFOLD achieves this by adding a correction term when updating the client models, while FedOpt utilizes SGD with momentum to update the global model on the server. Therefore, both perform better with the same number of training steps as FedAvg and FedProx.

Other algorithms available in or coming soon to NVFlare include federated XGBoost [6], Ditto [22], FedSM [45], Auto-FedRL [11], and more.

(a) FedAvg with increasing levels of heterogeneity (smaller $\alpha$ values).
(b) FL algorithms with a heterogeneous data split ($\alpha$=0.1).

Figure 4: Federated learning experiments with NVFlare.

4.2 Federated Machine Learning

Traditional machine learning methods, such as linear models, support vector machine (SVM), and k-means clustering, can be formulated under a federated setting.

With certain libraries, the federated machine learning algorithms need to be designed considering two factors: algorithm-wise, each of these models has distinct training schemes and model representations; and implementation-wise, popular libraries providing these functionalities (e.g., scikit-learn, XGBoost) have different APIs and inner logics. Hence, when developing an FL variant of a particular traditional machine learning method, several questions need to be answered at these two levels:
First, at the algorithm level, we need to break down the optimization process into individual steps/rounds (if possible) and have answers to three major questions:

1. What information should clients share with the server?
2. How should the server aggregate the collected information from clients?
3. What should clients do with the global aggregated information received from the server?

Second, at the implementation level, we need to know what APIs are available and how to utilize them in a federated pipeline to implement a distributed version of the algorithm.

A major difference between federated traditional machine learning and federated deep learning is that, for traditional machine learning methods, the boundary between “federated” and “distributed”, or even “ensemble”, can be much more vague than for deep learning. Due to the characteristics of a given algorithm and its API design, the concepts can be equivalent. Take XGBoost and SVM, for example: Algorithm-wise, XGBoost can distribute the training samples to several workers and construct trees based on the collected histograms from each worker. Such a process can be directly adopted under a federated setting because the communication cost is affordable. In this case, “federated” is equivalent to “distributed” learning. API-wise, some algorithms can be constrained by their implementation. Take scikit-learn’s SVM for instance. Although theoretically SVM can be formulated as an iterative optimization process, the API only supports one-shot “fitting” without the capability of separately calling the optimization steps. Hence a federated SVM algorithm using the scikit-learn library can only be implemented as a two-step process. In this case, “federated” is equivalent to “ensemble”.

For clarification, we provide the full formulation for tree-based federated XGBoost, illustrated in Fig. 5:

1. XGBoost, by definition, is a sequential optimization process: each step adds one extra tree to the model to reduce the residual error. Hence, federated XGBoost can be formulated as follows: each round of FL corresponds to one boosting step at the local level. Clients share the newly added tree trained on local data with the server at the end of local boosting.

2. The model representation is a decision/regression tree. To aggregate the information from all clients, the server will bag all received trees to form a “forest” to be added to the global boosting model.

3. With the updated global model from the server, each client will continue the boosting process by learning a new tree starting from the global model of the boosted forest.

Figure 5: Tree-based federated XGBoost: a “boosting of forests.”
4.3 Split learning

Split learning assumes a vertical data partitioning \[46\] that can be useful in many distributed learning scenarios involving neural network architectures \[12\].

As an introductory example, we can assume that one client holds the images, and the other holds the labels to compute losses and accuracy metrics. Activations and corresponding gradients are being exchanged between the clients using NVFlare, as illustrated in Fig. 6. We use a cryptographic technique called private set intersection (PSI) \[43\] to compute the alignment between images and labels on both clients. NVFlare’s implementation of PSI can be extended to multiple parties and applied to other use cases than split learning, e.g., requiring a secure and privacy-preserving alignment of different databases.

Using NVFlare’s capability to implement different communication patterns, we can investigate the communication speed-ups one can achieve by implementing split learning using direct peer-to-peer communication as opposed to routing the messages between the two clients through a central server.

The table in Fig. 6 compares the training speeds of split learning on the CIFAR-10 dataset in a local simulation scenario. First, we use the same PyTorch script to simulate split learning. Then, we implement two distributed solutions using NVFlare. One that routes the messages through the server and one using a direct peer-to-peer connection between the clients. As expected, the direct peer-to-peer connection is more efficient, achieving only a slight overhead in total training time compared to the standalone PyTorch script, which could not be translated to real-world scenarios.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Training Time [min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated PyTorch</td>
<td>19</td>
</tr>
<tr>
<td>Routing through server (TCP)</td>
<td>27</td>
</tr>
<tr>
<td>Peer-to-peer (TCP)</td>
<td>25</td>
</tr>
</tbody>
</table>

Figure 6: Simple split learning scenario using CIFAR-10. The table compares multiple communication patterns. Using 50,000 training samples and 15,625 rounds of communication with a batch size of 64.

4.4 Federated Statistics

NVFlare provides built-in federated statistics operators (Controller and Executors) that will generate global statistics based on local client statistics. Each client could have one or more datasets, such as “train” and “test” datasets. Each dataset may have many features. NVFlare will calculate and combine the statistics for each feature in the dataset to produce global statistics for all the numeric features. The output gathered on the server will be the complete statistics for all datasets in clients and global, as illustrated in Fig. 7.
(a) Federated statistics. Note the data of “site-4” violates the client’s privacy policy and therefore does not share its statistics with the server.

(b) Histogram visualization.

Figure 7: Federated statistics with NVFlare.

5 Real-world Use Cases

NVFlare and its predecessors have been used in several real-world studies exploring FL for healthcare scenarios. The collaborations between multinational institutions tested and validated the utility of federated learning, pushing the envelope for training robust, generalizable AI models. These initiatives included FL for breast mammography classification [35], prostate segmentation [37], pancreas segmentation [41], and most recently, chest X-ray (CXR) and electronic health record (EHR) analysis to predict the oxygen requirement for patients arriving in the emergency department with symptoms of COVID-19 [7].

(a) Mammography.  
(b) Prostate.  
(c) Pancreas.  
(d) CXR & EHR.

Figure 8: Real-world use cases of NVFlare.

6 Summary & Conclusion

We described NVFlare, an open-source SDK to make it easier for data scientists to use FL in their research and to allow an easy transition from research to real-world deployment. As discussed above, NVFlare’s Controller programming API supports various interaction patterns between the server and clients over internet connections, which could be unstable. Therefore, the API design mitigates various failure conditions and unexpected crashes of the client machines, such as allowing developers to process timeout conditions properly.

NVFlare’s unique flexibility and agnostic approach towards the deployed training libraries make it the perfect solution for integrating with different deep learning frameworks, including popular ones used for training large language models (LLM). With our dedication to addressing the current limitations of communication protocols, we are working towards supporting the communication of large message sizes, enabling the federated
fine-tuning of AI models with billions of parameters, such as those used for ChatGPT [31] and GPT-4 [30]. Moreover, our team is implementing parameter-efficient federated methods to adapt LLM models to downstream tasks [47], utilizing techniques such as prompt tuning [21] and p-tuning [25], adapters [16, 15], LoRA [17], showing promising performance. Our commitment to innovation and excellence in this field ensures that we continue to push the boundaries of what is possible with federated learning.

We did not go into all details of exciting features available in NVFlare, like homomorphic encryption, TensorBoard streaming, provisioning web dashboard, integration with MONAI [29, 4], etc. However, we hope that this overview of NVFlare gives a good starting point for developers and researchers on their journey to using FL and federated data science in simulation and the real world.

NVFlare is an open-source project. We invite the community to contribute and grow NVFlare. For more information, please visit the code repository at https://github.com/NVIDIA/NVFlare.
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Obituary for Professor Gio Wiederhold

Professor Gio Wiederhold passed away in the early hours of December 26, 2022, aged 86, just 10 weeks after an unexpected diagnosis of stage 4 liver cancer. Gio died at home, surrounded by his family members who had gathered for Christmas, including his wife of 56 years, Voy Wiederhold, and his sons John and Randy.

Gio was a great scholar, educator, and mentor. His influence on the database field is immense. As a pioneer in the database field, he wrote the influential 1977 textbook Database Design, one of the first in the field and adopted around the world. In his DARPA-supported Knowledge-Base Management Systems project in the early 1980s, Gio pioneered the concept of integrating databases and AI, a topic that is now enjoying a revival. Beginning in the 1970s, Gio also pursued the application of databases to medical informatics, another area just now entering the mainstream. In 1992, Gio introduced the notion of mediators (IEEE Computer) as a way of intelligently integrating information from large-scale heterogeneous sources such as databases, file systems, and repositories, a seminal idea for the nascent field of information integration. Gio continued to innovate after retirement from Stanford, most notably in establishing an approach for valuing software and the intellectual property of multinational firms.

Gio advised 36 PhD students at Stanford. Today, Gio’s academic descendants can be found in companies and universities all over the world, including early students Hector Garcia-Molina (the late Stanford professor), David Shaw (DE Shaw founder), Ramez Elmasri (the late textbook author and UT Arlington professor), Kyu-Young Whang (KAIST professor and Naver founder’s advisor), and Marianne Winslett (UIUC professor). Gio’s many subsequent students continue to lead the database field today.

An influential mentor, Gio always emphasized the practical aspects of research, encouraging people to develop both theoretical and engineering approaches to solve real-world problems. This outlook stemmed from his many years of experience in computing practice before he joined the Stanford University faculty.

Gio’s service to the professional community includes serving as the third Editor-in-Chief of ACM Transactions on Databases during 1985-1995, during which time he significantly contributed to making the new journal a top one in the field. Together with five colleagues, Gio co-founded the IEEE International Conference on Data Engineering in 1984. Perhaps the first venue to use the term data engineering, the conference was unique in focusing on engineering aspects of database research; today it stands as one of the three top-tier conferences in database research. Gio also served as the conference’s program committee chair, co-chair, and general chair in its early years. During 1991-1994, Gio served as the program manager for DARPA’s Knowledge-based Systems program, which collaborated with NSF to fund innovative new research related to information integration and digital libraries — including the project that led to the creation of Google.

In recognition of his many contributions, Gio received the IEEE Technical Community on Data Engineering’s Service Award in 2016. He was also a Fellow of the ACM, the IEEE, and the American College of Medical Informatics.

The many accomplishments and contributions listed above do not capture the full extent of Gio’s impact and influence on our community, nor his diligence and persistence. As Gio’s former students, we dearly miss him for his warm heart towards his students, colleagues, and friends, and above all, his love and kindness for everyone he knew. We are deeply saddened by Gio’s unexpected death and send our sincerest condolences to his surviving family and friends.
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