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Abstract

In the 38th IEEE International Conference on Data Engineering (ICDE), 2022, panel discussions were
introduced after paper presentations to facilitate in-depth exploration of research topics and encourage partici-
pation. These discussions, enriched by diverse perspectives from experts and active audience involvement,
provided fresh insights and a broader understanding of each topic. The introduction of panel discussions
exceeded expectations, attracting a larger number of participants to the virtual sessions.

This article summarizes the virtual panels held during ICDE’22, focusing on sessions such as Data Mining
and Knowledge Discovery, Federated Learning, Graph Data Management, Graph Neural Networks, Spatial
and Temporal Data Management, and Spatial and Temporal Data Mining. By showcasing the success of panel
discussions in generating inspiring discussions and promoting participation, this article aims to benefit the data
engineering community, providing a valuable resource for researchers and suggesting a compelling format of
holding research sessions for future conferences.

1 Introduction

The 38th IEEE International Conference on Data engineering (ICDE) was hosted in Kuala Lumpur, Malaysia
from May 9to May 12 virtually in 2022. To provide a platform for experts and thought leaders from different
backgrounds to explore different research topics thoroughly and promote participation, panel discussion was
conducted for each session after paper presentation in ICDE’22. The sharing of diverse perspectives from experts
and active audience participation enriched the discussion, providing a broader understanding of each topic and
offering fresh insights that are beneficial for future research directions. The introduction of panel discussions for
research paper presentation sessions also attracted more participants than expected for each virtual session.

Since the panel discussion introduced in ICDE’22 is quite successful in both generating inspiring discussions
and promoting participation of research sessions, it would benefit the data engineering community by summarising
the discussions of the panels of ICDE’22, and this format of conducting research sessions would be of interest to
future conferences. This article summarised the virtual panels held for some interesting sessions in ICDE’22. The
organizations of this paper is as follow: Section 2 and 3 summarises the Data Mining and Knowledge Discovery
session while Section 4 talks about the Federated Learning session. Graph Data Management session and Graph
Neural Network session are discussed in Section 5 and Section 6. Section 7 and Section 8 summarise the Spatial
Temporal Data Management session and Spatial and Temporal Data Mining session.

2 Data Mining and Knowledge Discovery

This section is a summary of the “data mining and knowledge discovery” virtual panel held at ICDE 2022 on
May 10th, 2022. The panelists were listed in alphabetical order as follows:

• Wei Ding (University of Massachusetts, Boston)

• Xuemin Lin (The University of New South Wales, Sydney)

• Jian Pei (Simon Fraser University, Vancouver)
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• Shashi Shekhar (University of Minnesota, Minneapolis-St. Paul)

• Xifeng Yan (University of California, Santa Barbara)

The goal of this panel was to gather the world-renowned data mining experts to discuss the achievements and
future directions of data mining, which centered around the following questions:

2.1 What are the achievements of data mining in the past 10 years?

The panelists initiated the panel discussion by showing some statistics on publications between 2012 and 2021
that they obtained by searching three keyword phrases “machine learning,” “data mining” and “deep learning,”
for which we use shorthand notations ML, DM and DL hereafter. The findings were that in terms of the number
of publications, (1) ML and DL started lower than DM, but now DM lags behind; (2) the United States led till
2019, broke a tie with China in 2020, and China led in 2021; (3) the top-5 most-published institutions in 2021
are University of Chinese Academy of Sciences, Harvard University, Tsinghua University, Shanghai Jiao Tong
University, and Stanford University. It is clear that China has made great progress in the last 10 years, but in
terms of the number of citations, Stanford University and Harvard University still lead the other institutions by a
large margin, indicating higher research impacts.

The panelists also commented that DM has made significant accomplishments in that (1) DM itself has
grown into a well-established area in the past 20 years, rather than a sub-field of another area such as database or
machine learning; and that (2) DM has become a tool that people would think of for solution when facing real
data and real applications. The panelists considered graph mining as one of the fastest-developing fields in DM,
witnessing the invention of newer and newer techniques in the past decade such as graph pattern mining, graph
embedding, graph neural networks, and the development of knowledge graph as an important sub-field, enabling
many real applications such as chemical compound design.

Furthermore, the panelists highlighted spatial data mining as an important achievement in data mining.
Spatial data mining is important due to the rise in spatial big data (e.g., remote sensing, census, maps) and
important applications such as smart city, climate change, environment, and social good. However, traditional
data mining methods face severe challenges in this context. For example, DBSCAN produces spurious patterns
in the presence of noise, spatial association rules are unstable due to the modifiable areal unit problem and
prediction methods exhibit lower accuracy and spatial bias. To overcome the limitations of one-size-fit-all
methods, spatial data mining has provided newer methods (e.g., colocations, significant DBSCAN, spatial
autoregression, spatial decision trees, spatial-variability aware neural networks) using the notions of neighbor
graphs, spatial autocorrelation, statistical significance testing, etc.

Lastly, the panelists also ranked text mining as an important field in DM that has demonstrated significant
progress.

2.2 What are the challenges of data mining?

The panelists pointed out a few challenges for data mining methods. A recent AAAS Science magazine article
titled “Taught to Test” [1] said that the current AI (e.g., DL, ML, DM) models perform well on benchmarks but do
not generalize well to other (out of sample) datasets. They may embarrass us in real applications due to overfitting
to biased benchmarks. For example, the ImageNet benchmark is receiving a lot of negative press because of
its racial and gender bias. DL has shown good results in engineering such as solving differential equations, but
has much room to improve in other applications such as self-driving cars, where their perception and sensor
suites are overwhelmed by adverse weather (e.g., rain, snow, dust). This holds similarly to other conventional
DM algorithms. For example, many papers have been published on spatial association rules, but their results are
unstable [2], varying dramatically across different choices for space partitioning for a given geospatial dataset.
As another example, the DBSCAN clustering algorithm may generate spurious results when there is background
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noise, the consequence of which can be very costly in applications such as finding crime or disease hotspots.
Furthermore, traditional prediction methods often assume that the data samples are drawn independently of each
other and from identical distributions. These assumptions are violated by spatial data, which often exhibit spatial
autocorrelation and spatial variability.

Most of the panelists agreed that the number of publications, citations and h-indexes are imperfect measures
of impact. For example, based on these metrics, Alan Turing (and about half of the Turing Award winners [3])
would not make it in the list of top 1000 computer scientists. These metrics are not fair to people working in
industry and government laboratories, which may prefer patents, products and policy innovations over conference
publications. Even for academics, these metrics are not normalized for community size and are not fair to
pioneering work in less-crowded but highly important fields. Furthermore, these metrics do not distinguish
between self-citation, community citations, conference paper citations, and journal paper citations. Thus, they
emphasized the importance of evaluating a DM research based on its transformative impact whether foundational
or societal. For example, social-media (e.g., Facebook) recommender algorithms are effective in catching people’s
attention, but they help spread misinformation and polarize the society, which is undesirable. There is a new trend
of responsible computing, and DM researchers may contribute by doing DM research for social good, on topics
such as climate change and fairness in AI.

2.3 What is the role of deep learning in data mining research?

Deep Learning (DL) is one of the fastest-developing areas in the past decade and half, so it would be interesting
to consider its impacts versus conventional data mining techniques. The panelists pointed out that an obstacle of
applying DL models in real applications is that they give blackbox predictions, while people need explainable
rules for decision making. In fact, a recent work from Dr. Xifeng Yan’s group, BERTRL (BERT-based Relational
Learning), showed that association rules can outperform graph neural networks, and it is a promising solution to
combine DL with association rule mining where the former filters out unrelated patterns so that the latter can
mine the most important rules. In text mining, concepts such as language models and n-grams can all be regarded
as a kind of association rules, except that conventional DM methods require explicit definition of association,
while DL methods implicitly encode rules in the networks using embeddings. In principle, we can apply any
methods as long as we are able to solve problems for users by delivering explainable rules.

The panelists further commented that DM is different from ML in that DM pays more attention to knowledge
discovery from data, and to the communication between data owners, data users and domain experts.

Lastly, the panelists suggested that DL and DM are complementary. For example, DL may pre-process image
or video data to identify objects, their types (e.g., vehicles) and trajectories, which are then mined by (spatial)
DM techniques to identify patterns such as hotspots and their proximal and distant correlates (e.g., colocations,
teleconnections), etc. In other words, DL may extend the reach of DM to image and video data. In addition, DL
may be used to construct new features to improve performance of DM classifiers.

2.4 What are the promising future directions of data mining research?

Dr. Wei Ding is currently serving as a program director of National Science Foundation (NSF), and based on her
experience, several directions are seeing growing interest and encouraged by NSF, including (1) DM research for
Medical and Health Sciences, (2) Fairness in AI such as NSF’s FAI program, (3) AI-enabled scientific discovery,
and (4) software and hardware codesign for AI research targeting extreme scalability. NSF is interested in a
broader range of novel machine learning topics and areas, not just DL; in addition, collaborations with domain
scientists and industry partners are important, rather than research works that are only verified on toy datasets.

The panelists also considered text mining as a promising direction, since text data is everywhere and thus
easy to obtain for knowledge discovery, and there have been great breakthroughs in NLP such as transformer
models like the powerful GPT-3. The panelists envisioned that a knowledge-grounded language model would be
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an important direction in text mining research, which encourages the convergence of language models, knowledge
representation, and rule-based reasoning.

The panelists highlighted the promise of spatiotemporal data mining due to the rise in valuable spatiotemporal
big data (e.g., smartphone trajectories, vehicle on-board-diagnostic data, daily scan of Earth from nano-satellites),
foundational DM challenges (e.g., temporal non-stationarity, missing data) and socially important applications
such as climate change (e.g., forecast sea-level rise and impact), public safety (e.g., monitoring forest fires, flood
prediction), public health (e.g., identifying emerging hotspots and predict spread of infectious diseases), and
understanding spatiotemporal patterns of lives.

3 Data Mining and Knowledge Discovery 3

The “Data Mining and Knowledge Discovery 3” track includes 12 interesting papers with topics ranging
from recommender systems, intent mining, trajectory and time series analytics, rule learning, forecasting,
planning, and IoT. A panel discussion follows the paper presentation, where the panelists consist of experts
from both academia and industry, including Peilin Zhao (Tencent AI Lab), Ce Zhang (ETH Zurich), Xue
Wang (Alibaba DAMO Academy), Jieming Shi (The Hong Kong Polytechnic University), and Boyang Han (JD
Intelligent Cities Research). The panel experts share their visions on future research directions in data mining
and knowledge discovery and also outline potential application areas that may significantly benefit from such
research, summarized as follows.

First, many industrial sectors are undergoing digitalization transformation, providing plenty of unique
opportunities for data mining and knowledge discovery (DMKD) research. Novel DMKD techniques will play a
more significant role during the transformation. For example, DMKD techniques are now playing a significant
role in drug discovery, especially in the stages before pre-clinical trials. In addition, being able to extract data
from knowledge is essential for enhancing current intelligent city management, where knowledge fusion, reusing,
and transferring are key techniques.

Second, compared to inventing new and better DMKD techniques, how to ensure DMKD techniques accessible
and affordable to end users is also important. For instance, time series exist in a wide variety of application
domains, and different types of time series analytics models also exist. It can be challenging for domain users to
make the right decisions on the analytics models. Thus, automated processes for deploying the most appropriate
DMKD techniques for different application domains are called for. In addition, means to reduce computational
cost and operational cost are also important.

We believe that data mining and knowledge discovery will continue to be a very hot research area in academia
and we will also face many challenging issues when deploying the research results in real world industrial settings,
which will inspire further innovation. Thus, we expect to see more and closer collaborations between academia
and industry.

4 Federated Learning

In ICDE 2022, the “Federated Learning" track includes 16 interesting research papers. Recently, federated
learning (FL) has raised significant attention in both academic and industrial communities [4–6]. In contrast to
traditional training paradigm, federated learning is a distributed model training paradigm that enables learning
private data knowledge by communicating local model updates rather than gathering the raw data. Serving as
an efficient learning scheme for communication and privacy protection, FL has shown its potential to facilitate
real-world applications, such as pre-training [7], object detection [8], bio-metrics [9], medical image analysis [10],
healthcare [11, 12], finance [13], smart manufacturing [4], and others.

Although FL has demonstrated empirical success in handling the system heterogeneity and data heterogeneity
challenges, and there are still many key open issues need to be explored.
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• Federated online learning: As artificial intelligence IoT (AIoT) devices have been widely deployed in our
daily life, a large-scale streaming data needs to be analysis. Most of the existing FL algorithms performs
well on statistic analysis. How do design an efficient FL to support online learning is becomes a crucial
challenge in AIoT domain.

• Incentive mechanism design: The performance of FL usually benefits from more participants joining the
training. How to encourage more devices to provide the trained local model is a very interesting direction.

• Fairness in Federated Learning: The performance of the global model on each local device are usually
different. How to train a fair classifier on decentralized data is very important for each local client.

• Block-chain in Federated Learning: As FL suffers from shortcomings such as single-point-failure and
malicious data, block-chain provides a secure and efficient solution for the deployment of FL. Currently, a
block-chain based federated Learning system in used in Web 3.0 scenarios.

Besides the federated learning, federated database systems are also caught lots of attention by the privacy-
preserving features [14, 15]. Since the constituent database systems remain autonomous, a federated database
system is a contrastable alternative to the task of merging several disparate databases [16]. The federated database
system is basically used when there is some global view or schema of the federation of the database which is
basically shared by the applications. The heterogeneity issues of federated database system are differences in data
model and data conflicts.

5 Graph Data Management

In ICDE 2022 Graph Data Management session, eleven papers about graph management and analysis were
presented, covering a wide range of topics, including: distributed graph analytics, knowledge graphs, graph
pattern and isomorphism, influence maximization, and graph learning. Moreover, we have invited four experts in
this area:

• Prof. Byron Choi (Hong Kong Baptist University);

• Prof. Arijit Khan (Aalborg University, Denmark);

• Prof. Sibo Wang (Chinese University of Hong Kong); and

• Prof. Yixiang Fang (Chinese University of Hong Kong Shenzhen)

They share their invaluable views on the following two questions below:

5.1 What makes you feel interested/excited in working in this area?

The experts think that graph problems are interesting because they enable the integration of theories and practice.
Byron said that there are lot of computational challenges, in particular the need to provide easy-to-use querying
tools. Arijit said that graphs are inherent in many areas and systems in the industry, and each of them have domain-
specific problems. Sibo explained that it is interesting to develop practial linear-time or sublinear solutions for
large graphs, as well as studying multi-core and distributed computing paradigm. Yixiang likes graph problems
because the solutions can be used in real graph data.
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5.2 What is the most important problem in big graph data in the next 5-10 years?

Byron pointed out that given the variety of graph databases, there is lack of standard for graph query interfaces, so
it is crucial to provide standardization for query languages and interfaces. It is also important to develop intuitive
querying tools to explore graph data. Arijit followed up by pointing out that graph systems should be designed to
allow users to understand graph query answers, and provide feedback to the system, to allow interaction between
users and systems. In Sibo’s view, the next problem is machine learning on graphs, which involves defining
abstractions and atomic operations for graph learning. This can only be done by leveraging expertise in graph
algorithms, graph learning, and graph systems. Yixiang pointed out that the next problems involves the study of
the building and use of complex networks (e.g., knowledge graphs and multi-graphs) in downstream applications.

There are also active discussions among the audience, raising questions about the user-friendliness problem
of existing graph query languages such as SPARQL. Experts responded by explaining that NLP and keyword
search may provide better graph management and visualization tools. It is also important to be able to provide
explanation to the query answers returned. Among the audience, Prof. Ashraf Aboulnaga said that their group has
developed a programmer-friendly option to access RDF graphs, called RDFFrames [17]. To conclude, the session
gives a nice overview of the latest development of graph management. We would also like to thank the experts for
their effort for suggesting their visions about the important and emerging research problems in the next few years.

6 Graph Neural Networks

In ICDE 2022 Graph Nerual Networks session, a number of papers on graph neural networks (GNNs) were
presented, ranging from model design, analysis and applications of GNNs. Moreover, five panel experts in this
area extensively discussed the research on GNNs.

• Dr. Yixiang Fang (Session chair, The Chinese University of Hong Kong, Shenzhen);

• Dr. Xiao Wang (Beijing University of Posts and Telecommunications);

• Dr. Rong Zhu (Alibaba DAMO Academy);

• Dr. Jieming Shi (The Hong Kong Polytechnic University);

• Dr. Wenqing Lin (Tencent).

In particular, they have extensively discussed the following five future research directions on GNN:

6.1 Theoretical foundation of GNNs

Unlike traditional graph mining models, GNNs provide an automatic paradigm to summarize structure and label
information of graph data into hidden representations. However, the boundary of the expressive power of GNNs
is still unknown. Existing works try to analyze GNNs’ expressive power using Weisfeiler-Lehman isomorphism
test. The 1-hop neighbor based GNNs (e.g., GraphSage, GAT and GCN) cannot do many simple tasks (e.g.,
triangle counting). It is still unclear whether complex forms of GNNs could mitigate this gap. Only when we
develop more powerful tools to analyze the capacity boundary of GNNs, we can better know the strengths and
weaknesses of GNNs compared to previous models.
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6.2 Interpretability of GNNs

How to explain the learned embedding vectors of GNNs is another challenging task. Unlike traditional models,
GNNs cannot tell which motif and/or which label plays important roles in the resulting knowledge. This prevents
GNNs to be used in some scenarios that are with serious effect, such as medicine and financial applications.
Therefore, it is crucial to understand the underlying mechanisms of the models in human terms.

6.3 Killer applications of GNNs

Although GNN has received much attention recently, we have not witnessed any killer application that must
rely on GNNs. Unlike PageRank which lays the foundation of web page search engine, GNN has not proved its
importance in such a widely application scenario. We admit GNNs have advantages in automatic learning, but
still lack killer applications. Thus, we should calm down to think deeper on the importance and roles of GNNs in
more real applications.

6.4 Efficiency issues of GNNs

Nowadays, big graphs are prevalent in various areas. Nevertheless, most of existing GNN models cannot process
large graphs at scale. Consequently, how to build GNN models that achieve both high efficiency and strong
scalability without sacrificing accuracy on large graphs is an important future research direction.

6.5 Trustworthy GNNs

Current GNNs still mainly focus on the performance improvement. However, when we deploy GNNs to the
real world scenarios, especially some risk-sensitive areas, the accuracy is not the only metric to evaluate the
GNNs. Whether the GNNs are trustworthy is an important factor. For example, how to generalize the GNNs
to the out-of-distribution graphs, i.e., how can we ensure that the performance of GNNs keeps stable when the
distribution of test graphs changes. Besides, the robustness and fairness of GNNs are also very important in real
applications.

In addition, many other related issues of GNN, including general frameworks, auto-search of parameters,
benchmarks, and platforms/systems, have also been briefly discussed.

7 Spatial and Temporal Data Management

The 38th IEEE International Conference on Data Engineering (ICDE 2022) was held in May 9-12, 2022 as a
virtual event. ICDE2022 Session “Spatial and Temporal Data Management” was chaired by Nikos Mamoulis and
ran between 14:30 and 16:10 Malay time. The panelists include six experts in this area:

• Dr. Panagiotis Bouros (Johannes Gutenberg University)

• Dr. Anton Dignös (Free University of Bozen-Bolzano)

• Dr. Nikos Mamoulis (University of Ioannina)

• Dr. Matthias Renz (CAU University of Kiel)

• Dr. Raymond Chi-Wing Wong (The Hong Kong University of Science and Technology)

• Dr. Eleni Tzirita Zacharatou (IT University of Copenhagen)
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The session included 11 papers, naturally partitioned into 4 sub-sessions, as follows:

Spatial Data:

• A Machine Learning-Aware Data Re-partitioning Framework for Spatial Datasets

• Example-based Spatial Search at Scale

• SPADE: GPU-Powered Spatial Database Engine for Commodity Hardware

Spatial Crowdsourcing:

• Bilateral Preference-aware Task Assignment in Spatial Crowdsourcing

• Human-Drone Collaborative Spatial Crowdsourcing by Memory-Augmented Distributed Multi-Agent
Deep

• Influence-aware Task Assignment in Spatial Crowdsourcing

Trajectory Data:

• Maximizing Range Sum in Trajectory Data

• Workload-Aware Shortest Path Distance Querying in Road Networks

Temporal and Time-Series Data:

• Provenance in Temporal Interaction Networks

• Constructing Compact Time Series Index for Efficient Window Query Processing

• iTemporal: An Extensible Generator of Temporal Benchmarks

Papers in the first sub-session apply data preprocessing to assist spatial ML tasks, study spatial pattern
queries and use modern hardware to accelerate spatial data management. Papers about spatial crowdsourcing
studied how to incorporate more information (e.g., drone data, influence of objects and preferences from people)
for matching tasks with human in a more realistic setting. Papers in the third sub-session, study problems for
road-network applications (i.e., range sum maximization over trajectory data, shortest path queries). Papers in the
last sub-session are on various topics related to temporal and time-series management (i.e., computing provenance
information in temporal networks, time-series indexing, temporal benchmark generation).

The authors of each paper took about 5 minutes to present their work. After the end of all presentations, the
session chair coordinated a discussion between the audience, the invited panel members, and the authors, which
included Q&A and a discussion about future directions on the topics.

7.1 Categorization and Summary of the Papers

Based on their focus, we could categorize the papers of the session into the following classes:

1. Application-oriented paper(s)

2. Paper(s) on Database Indexing

3. Paper(s) on Database Benchmarking

4. Paper(s) on Special Topics that involve Spatial, Temporal and Spatiotemporal Data
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This categorization gives us insights for trends and possible future directions for spatial and/or temporal data
engineering. Hence, one direction is to focus on real-life applications that manage spatial/temporal data, in order
to devise effective and efficient solutions for their needs. The second direction is indexing on spatial/temporal
data, which is a fundamental problem in our community. The third direction is to provide effective and
reliable benchmarks for spatial/temporal data management. The fourth direction is working on research about
combination of other research topics with spatial/temporal databases. Such topics include machine learning,
human involvement, graph search, and new technologies.

In addition to these four directions that stem directly from the categorization, panel members discussed further
research directions which are outlined in the following sections.

7.2 Spatial and Temporal Data Fusion

The increased availability of data and knowledge as well as the trend towards more interdisciplinary and trans-
disciplinary research approaches call for solutions unlocking the immense power of cross domain and multi-source
data fusion, i.e. the fusion of views representing the various perspectives on a scene of an excerpt of the real
world. Thereby, views vary among different disciplines, different data sets, data types and data sources including
models, and different abstraction of data ranging from measurement records over patterns up to knowledge
representations. For example, physicists and biologists have different perspectives on some scenes in the ocean,
such as the behavior of saline concentration and behaviour of living organisms. Also within the same scientific
discipline, there may be many varying views on entities of a general research topic. For example oxygen deficits
in coastal regions measured by remote sensing raster data vs. series of in-situ sensor measurements. Since most
scientific views are traditionally explored in isolation, they are also restricted to specific findings and often do
not allow a broad understanding of relationships and functional dependencies between multiple concepts such
as structural relationships among different scientific views. It was coined that research on heterogeneous data
integration and fusion for the spatial and temporal data has not been studied extensively in the literature. This
creates many opportunities for research. To pave the path towards cross-domain Fusion, a novel, fundamental
and systematic framework of methods is needed that enable the fusion of data, patterns, knowledge, etc.; i.e., the
fusion of multiple potentially heterogeneous views and stages of data from diverse domains. Initial approaches
for exploiting the power of machine learning to fusing data/views lifting up the potential of data analysis are
summarized in [18]. While most approaches have been proposed in the field of urban analytics, fusing traffic data
with other urban attributes [19–21], it increasingly attracts further scientific disciplines [22, 23]. However, most
existing solutions are isolated, often too narrow, ad-hoc approaches designed for specific applications. We need
more general, broader and systematic fusion concepts.

With the integration of diverse data sources, we also need solutions for the alignment of diverse types
and models of data, in particular spatial and temporal data occurs in different forms, scales and structures. In
heterogeneous data sources but also due to its particular nature, temporal data occurs in different forms. Interval
data is used to store state information over a period of time, e.g., an employment contract or a task allocated on a
manufacturing machine, event data is used to store a happening at a specific point in time, e.g., a warning issued
to an employee or a failure of a machine component, and time series data is used to store continuous variables or
parameters, e.g., stress levels of employees or sensor data related to manufacturing machines. While processing
and analysis techniques exist for temporal data, they usually focus on a single type, and do not consider the fusion
of the different form based on their nature, resulting in an incomplete picture for analysis. This, despite the fact
that different types of temporal data arise in the same application, for instance in [24] they consider benchmarks
that generate both time intervals and time points. In this setting, there is a need for research on data modeling
for being able to reference data entries based on their type and timestamp that belong together, research on data
processing for the efficient fusion of data entries that need to be analyzed together, and finally, analysis techniques
that consider all three types of temporal data.

Examples of interval, event and time series data from our “Spatial and Temporal Data Management” session.
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In [25] the input data is time series data, while the window sequence is interval data; in [24] they consider the
generation of interval data and event data or time series data; in [26] they consider event data and the windowing
approach (maybe also used for tracking over particular interesting time period) employs interval data.

7.3 Plug-and-Play Infrastructure

Most of the existing work in spatial data management, including papers in this “Spatial and Temporal Data
Management” session such as [27, 28], focuses on devising high-performance solutions to specific problems.
However, looking at the big picture, this is insufficient. In addition to those specialized tailor-made solutions,
we need to create an infrastructure that supports a “plug-and-play” functionality. Specifically, this infrastructure
should enable and ease the creation and composition of processing pipelines that leverage individual specialized
advances. In addition, the envisioned infrastructure should serve as a bridge between data management researchers
and domain experts. While today we have abundant access to spatio-temporal data, it is often hard to determine
what is interesting and challenging about this data without the knowledge of a domain expert. Therefore, to
foster interdisciplinary collaborations, the envisioned infrastructure should facilitate a feedback loop between
data management researchers and domain experts.

7.4 Spatial Data Management Beyond Vector Data

All the papers in the spatial data management sub-session [27–29] deal with objects that follow the vector
data model, which represents spatial features with their geometry. Typical geometries are points (e.g., GPS
locations), lines (e.g., roads and rivers) and polygons (e.g., regional boundaries). Nowadays, Earth Observation
(EO) satellites are another prominent source of spatial data. The number of EO satellites and their acquisition
rates are growing fast, resulting in an ever-increasing amount of collected satellite images. Satellite images
follow the raster data model, which represents the study area as a collection of granules (e.g., pixels). To enable
efficient data analyses, we need data management solutions that treat both data types as first-class citizens. For
example, tracking flooded residential areas during an ongoing flood event requires comparing water masks from
recent satellite images (rasters) with permanent water bodies (vectors). While there is some initial work towards
the efficient combination of vector and raster data [30], many open challenges remain in query execution and
optimization.

7.4.1 Spatial Query Optimization and Performance Tuning

Today, we observe a twofold evolution of spatial data systems and algorithms. From the one side, the application
domains become more and more diverse [27, 28, 31, 32], while systems incorporate new hardware technologies
in their design [29]. This twofold evolution creates new challenges in query optimization and performance
tuning. For example, the query optimizer proposed in [29] only considers the cost of the data transfer to the GPU
and lacks support for multiway queries and queries with multiple constraints. Further research is required to
develop query optimization and performance tuning techniques that can navigate a broad spectrum of application
requirements and hardware settings.

7.5 Privacy-Aware Compliant Spatial Crowdsourcing

The “Spatial and Temporal Data Management” session contained several papers that advance the state-of-the-art
in spatial crowdsourcing [33–35]. However, enriching existing solutions with privacy awareness and compliance
with regulatory restrictions (for example, with respect to the use of drones proposed in [34]) remains an open
research challenge.
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7.6 Road Networks and Trajectory Data

Road networks are spatial graphs used in a variety of real-life applications. Routing being one of them, lies in
the core of navigation systems, location-aware recommender systems for touristic and trip-planning scenarios
and logistics, among others. In its simplest and most fundamental form, the goal is to determine the shortest
or the fastest path between two locations in the network. A number of path-finding algorithms and indexing
techniques has been proposed in the past to efficiently process shortest paths queries. Performance and scalability
are traditionally the interesting objectives, while dealing with structural updates is less important as road networks
are very static, contrary to other types of graphs. In the dynamic aspect of routing, computing time-aware paths is
a timely challenge, where how to consider moving patterns in different times of the day and employ real-time
traffic are key challenges. With the proliferation of geo-positioning systems and mobile phones, the amount of
routing queries received by mobile applications has significantly increased. Under this, techniques for parallel
and batch processing such queries are important, but another interesting research question is how we can use
previous requests (i.e., a workload of routing queries) to optimize existing path-finding techniques and indices.
[32] focuses on how the spatial skewness of the query locations and the temporal locality of the time-aware
requests in an existing workload can be considered towards this direction.

Besides the actual graph of a road network, trajectories are another type of data used by modern location-aware
applications. In routing, trajectories can be used as train data for applying learning techniques to improve the
quality of the recommended paths. For example, previously followed paths by users or their friends can be used
to learn moving habits and patterns. Trajectories play a key role also in business placement scenarios where the
goal is to identify the best location for a company to open a store. Such scenario is studied in [31].

8 Spatial and Temporal Data Mining

In ICDE 2022, the “Spatial and Temporal Data Mining" session contains 12 research papers. The panelists
include five experts in this area:

• Dr. Zhifeng Bao (RMIT University)

• Dr. Jilin Hu (Aalborg University)

• Dr. Cheng Long (Nanyang Technological University)

• Dr. Raymond Chi-Wing Wong (The Hong Kong University of Science and Technology)

• Dr. Bin Yang (Aalborg University)

Spatial and temporal data, which refers to data that involves spatial information (e.g., coordinates) and/or
temporal information (e.g., time stamps), is continuously being generating in a wide range of applications in
urban cities (e.g., mobilities, commuting, traffic, planning and logistics), in geography (e.g., GIS and remote
sensing), in chemistry and biology (e.g., 3D molecular modeling), etc. Mining spatial and temporal data in these
applications would naturally facilitate these applications with more intelligence, effectiveness and/or efficiency.
At ICDE 2022, we have a dozen interesting papers published in this area of spatial and temporal data mining.
We also have a few experts, sharing their thoughts and visions of conducting research in this area. Next, we first
outline these ICDE 2022 papers in this area and then summarize the expert panels’ thoughts and visions of this
area.

The papers fall in three groups, namely (1) time series mining [36–40], (2) spatiotemporal prediction [41–
45] and (3) representation learning for spatial and/or temporal data [46, 47]. Specifically, [36, 37] propose
autoencoder networks for time series outlier detection, [38, 39] study shapelets of time series for tasks such as
time series classification, and [40] studies the backdoor attack on deep learning based time series classification
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models, [41–45] study various spatiotemporal prediction tasks (including activity prediction [41], urban crime
prediction [42], traffic prediction [43], docked bike prediction [44]) and the problem of setting the grid size for
spatiotemporal prediction models [45], and [46, 47] study the presentation learning problem for temporal paths
[46] and trajectory [47].

The panel experts share their visions and suggestions of conducting research in spatial and temporal data
mining for the next 5-10 years, which are summarized as follows. First, this area of research will continue to be
attractive with the new developments of technologies such as AI, 5G and metaverse. For example, metaverse
corresponds to a virtual physical space which naturally involves spatial data such as terrain data. Second,
researchers in this area can be more aggressive by taking a leading role in developing new technologies instead of
adopting those from other areas such as CNNs, GNNs, and word2vec. Third, developing generic frameworks
that are able to enhance a variety of existing models rather than yet another end-to-end model would make more
impact. Some examples of such generic frameworks include for turning ST-agnostic models to ST-aware models
and [48, 49] frameworks for automatically searching for models of time series forecasting. Fourth, collaborating
with industry more closely and conducting interdisciplinary research involving spatial and temporal data would
have significant potential and bring real impact. Fifth, existing spatial and temporal data mining solutions still
need to be improved in various aspects, including but limited to interpretability, scalability, sustainability, data
sparsity and uncertainty. All in all, we believe that spatial and temporal data mining will continue to be a hot
research area and involve many research problems to be solved ahead of the way.

9 Conclusion

In conclusion, the introduction of panel discussions at the 38th IEEE International Conference on Data Engineering
(ICDE) proved highly successful in generating inspiring discussions and promoting active participation. These
discussions enriched understanding, offered fresh insights, and attracted more participants than anticipated.
Summarizing the panels in this article benefits the data engineering community, providing a valuable resource
for researchers and conference organizers. The success of the panel discussions at ICDE’22 highlights their
effectiveness in fostering engagement and collaboration. The article suggests adopting this format for future
conferences, encouraging in-depth exploration of research topics and active involvement from diverse perspectives.
Acknowledgement: This article was compiled by the PC co-chairs (Gao Cong, Stratos Idreos, and Feifei Li) of
ICDE’22.
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