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Abstract

The Internet seems awash with information that is either inaccurate or shared with malicious intents, or
both. While this is not the first time that society has had to deal with this problem, certain features of
our modern, fast-paced, data-driven information ecosystem seem to exacerbate it. Thus it is extremely
important to equip journalists and fact-checkers, and of course the public at large, with tools to help them
deal with the proliferation of false and misleading information and to promote the quality of information
circulating online. In this paper we survey the state of the work in this area, focusing in particular on
the challenges stemming from dealing with the peculiar nature of social media data, and discuss recent
proposals to devise scalable and accurate signals of information quality.

1 Introduction

In recent years the Internet seems to have become the source and vehicle of many societal ills. The explosion of
hoaxes, conspiracy theories, and state-sponsored disinformation, has given prominence and extreme urgency to
the problem. But false and misleading information has existed also in the past. The style and themes of so-called
“fake news”1 websites, that came to prominence during the 2016 U.S. Presidential Elections, carry a striking
resemblance to those used by “yellow journalism” outlets from the early 20th century [2]. Thus it is important to
understand what elements of the problem are really novel and which are not.

There are a variety of classifications of information, including but not limited to: rumor, gossip, propaganda,
conspiracy theories, hoaxes, and satire. The distinction between many of these terms relies on a matter of
intention. For example, satire may be intentionally false for the purpose of amusement. However, a rumor can
simply be a misinterpretation of the available facts with no intention to mislead. Allowing for the additional
flexibility of rhetoric, such as sarcasm and persuasion, it becomes clear how difficult it can be to discern whether
information is being presented with the intention to inform, persuade, or entertain.

From a quantitative point of view, social media are obviously different from the media of the past like the
telegraph or the printed press: for one, they allow for a much faster and broader dissemination of information.
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But given the many striking similarities between then and now, one would be tempted to dismiss the whole
phenomenon of fake news and online misinformation as the same of yellow journalism or gossip: a problem
arising from fundamental human cognitive limits, and whose solution does not require any novel thinking or tools.
In this paper, we argue that this is not the case. There are several novel factors at play at the nexus of the social,
cognitive, and algorithmic levels, which require us to think in creative ways to address this fundamentally new
societal problem. Many of these solutions could come from the field of data engineering, as we outline next.

2 The prevalence and sources of online misinformation

The introduction of the World Wide Web in the early 90s has dramatically lowered the barriers of entry to mass
communication, allowing for anyone with an Internet connection to publish information affordably and quickly,
regardless of its merit. Although this led to an enormous volume of information [3], it was still not easy to
garner large audiences until the development of two key innovations: search engines [4], and social networking
services [5], which have made it possible to retrieve information easily and have allowed for communities of
homogeneous opinion to aggregate and share information.

A virtuous outcome of these innovations is the emergence of networks of like-minded individuals capable of
self-organizing in novel and surprising ways [6], and to nurture strong ties that transcend the limits imposed by
geographical distance or culture [7, 8], but one downside is the risk of polarization or cyberbalkanization [9–11].
Online communities are ripe for exploitation by bad actors seeking to manipulate large groups of people. Bolstered
by content curation algorithms designed to increase engagement (filter bubbles [12]), these communities may fall
prey to manipulation due to a mix of psychological and algorithmic biases that entrench accepted information
while resisting opposing viewpoints (echo chambers [13]).

There are, unfortunately, numerous contemporary examples of widespread misinformation campaigns,
including foreign influence in the 2016 election and the rise of conspiracy theories like ‘Qanon’, and the suspicion
of widespread, yet unfounded, election fraud. However, gauging the actual prevalence of false and inaccurate
information on social media is still the subject of much research [1, 14, 15], especially in the context of political
communication [16]. Even though strong exposure to fake news is limited to the segment of most active news
consumers, or ‘superspreaders’ [17], individual claims echoing the false or misleading content shared by these
audiences can spread rapidly through social media [18, 19], amplified by bots [20] or other malicious actors [21],
who often target elites, like celebrities, pundits, or politicians.

There are two inherent limitations to many of these studies. The first is that they typically rely on active
engagement (e.g. likes and comments) as a proxy for exposure, but miss data about impressions, thus neglecting
exposure due to “passive” forms of consumption such as scrolling and reading. The second stems from the
impossibility of verifying each individual piece of content shared online. To get around this limitation, scientists
have resorted to coarse-grained content annotation schemes to reduce sparsity and increase coverage. Source
reliability ratings are a prime example of this approach [14, 17, 20, 22], as they typically identify sources by
their web domain name. Lists of domain ratings compiled by expert journalists or fact-checkers have allowed to
measure the prevalence of online misinformation, as well as the impact of social bots in spreading content from
low-reliability sources. There are two advantages to this approach.

First, due to the highly skewed character of online popularity, one advantage of annotating sources at the
web domain level is that it is possible to attain a high coverage by focusing only on the top most popular
domains. Second, since web domains are the main form of identity on the web, source-level ratings are an
effective way for social media platforms and search engines to implement content exclusion lists. Blocking
or deprioritizing domains with low reliability introduces strong reputational costs for any agent who wishes to
spread misinformation.

However source-level reliability ratings also come with limitations and challenges, which are especially
relevant for data engineers. Maintaining such lists is typically time consuming, and authoring tools that facilitate
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such annotations are of great help. On top of that, source-level ratings may miss important heterogeneity within
individual sources. This is especially true of larger outlets, that may employ different journalistic standards
between the newsroom and their editorial desk. Finally, when lists are used to enforce moderation standards,
they cause misinformation agents to update their domain name frequently in an attempt to circumvent detection,
requiring more frequent updates on the part of the reliability annotators.

3 Verifying content and fact-checking claims

The prevalence of misinformation has led to the rise of the fact-checking industry. Fact-checking has been
recognized as a solution to misinformation, as those who risk being fact-checked are less likely to share
misinformation in the first place [23]. Unfortunately, claims online are generated and spread at a rate far too
quickly for human journalists to keep up with. This is because fact-checking is a non-trivial task requiring the
claim to be researched and then the fact-check written, published, and distributed. The window of time between
initial claim and published fact-check can be significant (an estimate places it at in the 10–20h range [24]),
allowing the claim to have reached too wide of an audience for the fact-check to be effective.

In addition to the time requirement of fact-checking, there is the confounding human component. Although
fact-checkers are typically trained journalists, they are still susceptible to both mistakes and bias. These issues
have revealed an opportunity for computer scientists to get involved. Computational approaches to fact-checking
have the potential to address both the time-dependent and human-dependent issues of manual fact-checking.

ClaimBuster [25], developed in 2014, is the first end-to-end fact-checking system. Using a variety of machine
learning and NLP techniques, media sources are monitored for statements that match an existing repository of
professional fact-checks so that they may be served expressly to an audience. On unseen claims, it attempts to
frame the claim as a question for the purpose of querying knowledge bases and question answering engines, such
as Wolfram Alpha and Google search results.

Another approach engages with the content in a more structured way. It does so by means of knowledge
representation techniques such as knowledge graphs [26]. A knowledge graph aims to store and provide
knowledge of the real world, where nodes are entities and the edges are the relations that exist between these
entities. Knowledge graphs have a number of advantages over relational and non-relational models for the
massive, open-world domain that “real-world” knowledge implies. The basic unit of knowledge contained in a
knowledge graph is typically the semantic triple, composed of two entities (eg. a subject and an object) and a
predicate relation that exists between them. An example of a semantic triple is <Tallahassee, capitalOf,
Florida>. Compiling many series of semantic triples results in a knowledge graph which can be traversed to
gain insights regarding the semantic relationships between entities.

There exist several general-purpose knowledge graphs, including Yago [27], DBpedia [28], and Wikidata [29].
It is notable that, although these contain lots of overlapping and related information, they lack consolidation and
techniques must be developed to map entities and relations between these various knowledge graphs. This is a
similar task to that of ontology alignment [30].

Fact-checking has been performed using existing knowledge graphs by receiving a claim as a semantic triple
and checking its validity based on the sets of existing triples in a knowledge base that connect the subject and
object of the claim triple [31–34]. Although this approach has proven promising, it is limited by its input because
reducing a complex claim into a semantic triple is a nontrivial task, akin to the NLP task of relation extraction [35].
Fact-checking a political claim requires identifying an ontology best suited to modeling this type of claims and
then developing a tool that can reduce claims into triples using the selected ontology. To address this task, we
have built a pipeline which focuses on extracting relations by modeling a network of claims as a graph network
using sentence dependency trees [36]. By modeling input claims in a format more analogous to the verification
method (knowledge graphs), we were able to successfully extract relations from real-world claims and use them
as input into fact-checking algorithms.
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4 Toward signals of quality

Fact-checking has become a critical component of the socio-technical infrastructure devoted to preserving the
integrity of the online information ecosystems. Social media platforms, despite initial reluctance, have embraced
this valuable resource. Facebook, for example, partners with accredited fact-checking organization to review
potentially misleading content in circulation on its platform. If a piece of content is flagged by a fact-checker as
false, Facebook automatically reduces its visibility across the platform, reducing the chances that users may be
exposed to it [37].

Of course, given the scale of social media, fact-checking every piece of content in circulation on it is likely an
unfeasible task. Therefore, social media platforms are seeking to identify signals of credibility, or news quality,
that could help them promote trustworthy and reliable information. These signals should rely on information
about the content that is readily accessible to the platform or at least easy to estimate, without having to inspect
the content itself or having to bring in a human to review it.

There is a vast literature devoted to identifying the reputation of content and actors on the Web [38–44], but
many of these approaches are either hard to scale or make restrictive assumptions about the type of metadata
available. These assumptions often reflect the specific Web platforms for which they were originally developed,
for example the requirement that content is organized following wiki principles and that there is a full history of
all user actions available [38]. More recently work in the context of political news consumption has proposed
to use crowdsourcing to evaluate the reliability of news sources [45]. Finally, other work proposes instead to
promote content that produces engagement within a politically diverse audience [46].

5 Discussion and future challenges

When it comes to the modern information ecosystem, misinformation and disinformation (in all its related
forms) poses strong threats to the integrity of public discourse. Here we have outlined two areas where data
engineering could help conduct the fight against fake news. The first is about measuring the actual prevalence of
misinformation, the amount of exposure it gets, and the main actors responsible for producing and disseminating
it. Source-level reliability ratings are the current standard used in much of the literature and form the backbone of
several content moderation schemes used by real platforms [47, 48]. Lists curated by fact-checkers and other
third-party organizations are thus a valuable tool, but present several challenges and limitations. First of all,
the content of these lists is often static while the Web and social media are dynamic environments. How to
update these lists? One possibility could be to look into the tail of the popularity distribution for potential
candidates of up-and-coming misinformation producers. Another approach could be to focus on users that are
routinely exposed to known low-credibility sources (or that share content from them) and identify what other
sources they are routinely exposed to (co-exposure) or they share content from (co-sharing). This could reveal
novel unrated sources that could be passed to expert journalist for rating and further evaluation (see Fig. 1).
More broadly, combining data about co-exposure (or co-sharing) of multiple users it could be possible to define
networks of low-credibility sources with overlapping audiences, potentially revealing the broader ecosystem
of online misinformation. Several interesting questions arise: can we look into niche communities to see what
content they are sharing? Can we identify collusion rings of sources pushing similar content in an orchestrated
fashion? To support this endeavor, there is an urgent need for novel technical standards and methods. Novel
Web standards could help provide more meaningful annotation for Internet sources, while novel methods to link
different domains operated by the same organizations could mitigate the aforementioned problems with churn
and active avoidance by malicious actors.

The second major area of activity is the quest to automate fact-checking or at least help support human
fact-checkers in their task of verifying claims. Considering the unstructured nature of online discourse, there is
in this case too a need for novel standards of annotation of online content. The development of a standardized
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Figure 1: Example of a co-exposure network. (a) Alice and Bob follow three sources: a known misinformation
source (CrazyNews.com), a known reliable source (Newspaper.com) and a source for which no rating is available
(WeirdPost.com). (b) The co-exposure network is a graph whose nodes are sources and there is an edge (solid
lines) between two sources if they share some users (i.e., they co-expose). Since WeirdPost.com as a co-exposure
with CrazyNews.com due to Alice, it is possible to propagate the rating of ‘misinformation source’ to its neighbor
with unknown rating (dashed arrow). Note that the propagation does not apply to neighbors with a known rating:
Newspaper.com is already a known reliable source so its rating does not change.

schema and ontology for content annotation would provide a means by which multimedia content on the web
could begin to properly be aggregated and cross-referenced in a dependable way. Journalists and publishers could
be provided education and tools on how to annotate their own work such that computer scientists would not need
to retroactively mine and process media on the web.

A good example is the ClaimReview schema [49], a content annotation format developed by researchers at
Duke University. ClaimReview provides an important first step in the direction of content annotation as it relates
to claims in news media. This schema allows professional fact checkers to annotate their fact-checks with distinct
properties, such as the claim reviewed and the rating decision. This allows claims to be aggregated and queried
by search engines. There has been some preliminary research regarding necessary schemas for annotating news
media. Arslan et al. [50] have identified a set of 20 semantic frames (11 novel frames and 9 exisiting Berkeley
FrameNet [51] frames) that can be used to model factual claims. Ciampaglia and Licato [52] identified the need
for argumentation schemes to capture rhetorical methods present among claims found in news media.
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