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Abstract

Human-in-the-loop techniques are playing more and more significant roles in the machine learning
pipeline, which consists of data preprocessing, data labeling, model training and inference. Humans can
not only provide training data for machine learning applications, but also directly accomplish some tasks
that are hard for the computer in the pipeline, with the help of machine-based approaches. In this paper,
we first summarize the human-in-the-loop techniques in machine learning, including: (1) Data Extraction:
Non-structured data always needs to be transformed to structured data for feature engineering, where
humans can provide training data or generate rules for extraction. (2) Data Integration: In order to
enrich data or features, data integration is proposed to join other tables. Humans can help to address
some machine-hard join operations. (3) Data Cleaning: In real world, data is always dirty. We can
leverage humans’ intelligence to clean the data and further induce rules to clean more. (4) Data
Annotation and Iterative labeling. Machine learning always requires a large volume of high-quality
training data, and humans can provide high quality data for training. When the budget is limited, iterative
labeling is proposed to label the informative examples. (5) Model training and inference. For different
applications(e.g. classification, clustering), given human labels, we have different ML techniques to train
and infer the model. Then we summarize several commonly used techniques in human-in-the-loop machine
learning applied in the above modules, including quality improvement, cost reduction, latency reduction,
active learning and weak supervision. Finally, we provide some open challenges and opportunities.

1 Introduction

Machine learning (ML) has seen great success on a wide variety of applications, such as image and speech
recognition, natural language processing and heath care. It has made breakthroughs due to large-scale data, high
computing power, and sophisticated algorithms, but the power of humans cannot be neglected, where large-scale
training data needs humans to create and some ML algorithms require humans to improve the performance
iteratively. For example, ImageNet [12] is a representative benchmark that promotes the development of computer
vision area. It is constructed through crowdsourcing, which is an effective way to address a wide variety of tasks
by utilizing hundreds of thousands of ordinary workers (e.g., humans).

Humans play important roles in the entire ML pipeline from data preparation to result inference, as shown in
Figure 1. Before building a model, data scientists spend more than 80% of their time in preprocessing the data [1],
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Figure 1: A Human-in-the-loop Machine Learning Pipeline

including data extraction, data integration and data cleaning. Then data is labeled and divided into training and
test sets. Finally we train and test the model. Humans can contribute to all steps mentioned above.

(1) Data Extraction. In most cases, original data we can utilize to build a model may be unstructured or
semi-structured, which needs to be extracted as structured data to construct features. Data extraction is to use
rules (functions) or machine learning techniques [36, 43, 15] to extract data from non-structured data, where
humans can provide rules or training data.

(2) Data Integration. Given the structured data from multiple sources, we always have to integrate them [9,
61, 59] to enrich the records and features. Data integration is used to identify duplicated records or cells in
different columns that refer to the same entity, such as “Apple iPhone 8” and““iPhone 8th”, and then integrate
them. Humans can improve the performance of data integration by providing answers of entity pairs that are
hard for the computer. Also, ML techniques can also be used to address the problem, where humans can provide
training data. In addition, before integrating the data, we should align the columns of different relational tables,
i.e., schema matching. We can leverage human intelligence as well as knowledge bases to identify matching
schemes, which are hard for the computer.

(3) Data Cleaning. In the real world, data is always dirty because of some missing values, duplicates, outliers
and records that violate integrity constraints [59, 7, 10], so data cleaning can detect and repair these data, which
are likely to improve the ML performance. For different data cleaning tasks, we can leverage humans’ cognitive
ability to address them. For example, for duplicates, one can leverage machine to identify easy duplicated records
and left the hard ones to humans [59].

(4) Data Annotation and Iterative Labeling. Each record has to be labeled to construct the training set. Humans
can provide high quality labels directly. Then the model is trained and tested on the labeled data. However, since
humans are not free, requiring large quantities of labels is expensive. Therefore, humans will be asked to label
the most interesting examples iteratively until a good performance is achieved.

(5) Model training and inference. For different machine learning tasks, like classification and clustering,
there are different techniques that leverage humans’ labels to train and infer the results. For classification, one
can utilize techniques like deep learning, expectation maximization or graph model to deduce the results based
on noisy human labeled data. For clustering, a straightforward method is to leverage a human-machine hybrid
method to cluster these examples(e.g. video or images) that are hard to cluster purely by computers. In addition,
generative models can also be applied to cluster examples according to multiple criteria.

Although humans contribute to different modules in the ML pipeline, there are several common important
problems in human-in-the-loop machine learning. The first is quality improvement, Humans are likely to make
mistakes no matter what kinds of tasks they do because they may have different levels of expertise, and an
untrained human is not qualified to accomplish certain tasks. To achieve high quality labels, we need to tolerate
human errors and infer high quality results from noisy answers. Secondly, Since humans are not free, if there are
large numbers of tasks, it is expensive to leverage humans to address all of them. Therefore, several techniques
are proposed such as pruning, answer deduction and sampling. Thirdly, generally speaking, humans are much
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slower than the computer. To accomplish the tasks efficiently, we should reduce the latency, which is the time
from the user submits the first task to the final answer is returned. Fourthly, given a task, a user does not always
have enough budget to label a large number of training data. Therefore, active learning is proposed to involve
humans to label the most interesting examples iteratively so that the examples in each iteration affect the model
as much as possible. Lastly, in active learning, we assume the labels provided by humans are perfect, but it does
not hold in reality. Therefore, weak supervision is proposed to obtain a relative high quality result through a large
number of weak labels, which are provided by humans with different qualities or functions (rules).

In a word, we will introduce what humans can contribute in the machine learning pipeline in Section 2.
Next, several significant human-in-the-loop techniques are introduced in Section 3. Then we discuss some open
challenges and opportunities in Section 4 and conclude in Section 5.

2 Human-in-the-loop Machine Learning Pipeline

As shown in Figure 1, humans play significant roles in machine learning pipeline. First, given some unstructured
data, we have to transform it structured data, in order to construct features for ML. Then for structured data from
multiple sources, we should integrate them for enriching data and features to achieve well-performed ML model.
What’s more, data is always dirty in the real world. To further improve the performance, we should clean the
data, such as repairing records that violate integrity constraint and removing outliers and duplicates. Finally,
we should annotate the data for building the model. For all above steps in the pipeline, humans can contribute
their intelligence to provide high quality training data and improve the ML model. Next, we will introduce what
humans can contribute in these steps.

2.1 Data Extraction

Extracting structured data from unstructured data is an important problem both in industry and academia, which
has been studied broadly from rule-based [36] systems to ML-based approaches [43, 15]. However, these
methods either need domain experts to design rules or humans to provide large quantities of labels. Recently,
DeepDive [69] is a representative system in this area, which provides declarative language for non-expert users
to extract data. The execution of DeepDive can be divided into three parts: candidate generation, supervision,
statistical inference and learning. Humans mainly contribute in the first part, i.e., candidate generation. In this
part, humans write some extraction rules described by declarative languages to retrieve data with attributes or
relations, such as entity B is the wife of A if there exists mention “and his wife”” between A and B in a corpus.
The goal of this part is to generate candidates with high recall and low precision. Secondly, the supervision part
applies distant supervision rules from knowledge bases or incomplete databases to provide labels for some of the
candidates. The rules do not need to label all candidates from the first part, which are intended to be a low recall
and high precision. For the last part, DeepDive constructs a graphical model that represents all of the labeled
candidate extractions, trains the model, and then infers a correct probability for each candidate. At the end of this
stage, DeepDive applies a threshold to each inferred probability and then derives the extractions to the output
database. In conclusion, Deepdive leverages humans to provide extraction candidates with high recall, uses weak
supervision(distance supervision) to label them and finally trains a statistical ML model to fine-tune the labels.

2.2 Data Integration

Given relational tables from multiple sources, in many cases we want to integrate them for extending existing
datasets, including features and records. To this end, schema matching [70, 17] and entity resolution [59, 61]
have to be applied, where the first part is going to align the columns and the second will match records from
different tables. Recently, many existing works focused on leveraging human intelligence to achieve these.
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For schema matching, existing works [70] utilize human-machine hybrid approaches to improve the perfor-
mance. They utilize machine-based schema matching tools to generate a set of possible matchings, each of which
has a probability to be matched. They define a correspondence correctness question (CCQ) for humans to answer,
which denotes a pair of attributes from two columns, so each matching consists of a set of correspondences. Then
the problem is to wisely choose the correspondences to ask the human to obtain the highest certainty of correct
schema matching at the lowest cost. The uncertainty is measured by entropy on top of the probabilities that the
tools generate. In the correspondence selection, they consider the column correlations, selection efficiency and
human quality to match schemes effectively and efficiently. Fan et.al [17] introduce knowledge base together
with humans to do schema matching. First, they propose a concept-based approach that maps each column of a
table to the best concept in knowledge bases. This approach overcomes the problem that sometimes values of
two columns may be disjoint, even though the columns are related, due to incompleteness in the column values.
Second, they develop a hybrid machine-crowdsourcing framework that leverages human intelligence to discern
the concepts for “difficult” columns. The overall framework assigns the most “beneficial” column-to-concept
matching tasks to the human under a given budget and utilizes the answers to infer the best matching.

After the schemes are aligned, we can integrate different relational tables by the join operation. Traditionally,
join is always executed by exact matching between values of attributes from two tables. However, in the real
world, data is always dirty. For example, “Apple iPhone 8” and iPhone 8th” refer to the same entities and
should be joined, which cannot be done by a traditional database. Therefore, the human-based join is proposed to
address this problem. Wang et.al. [59] propose crowd-based join framework, which generates many candidate
pairs, uses similarity based pruning techniques to eliminate dissimilar pairs and ask the crowd to answer the rest
pairs. To further reduce the cost, Wang et.al. [61] leverage the transitivity technique to deduce unknown answers
based on current answers from humans. Chai et.al. [9, 8] build a partial-order graph based on value similarities
of different attributes and utilize the graph to prune pairs that are not necessary to ask. To improve the quality,
Wang et.al. [62] first cluster the entities to be joined and then leverage humans to refine the clusters. Yalavarthi
et.al. [67] select questions judiciously considering the crowd errors.

2.3 Data Cleaning

Data is dirty in the real world, which is likely to hurt the ML performance. For example, some values may be out
of range (e.g., age is beyond 120 or below 0) or utilize wrong units (e.g., some distances are in meters while other
are in kilometers); Some records refer to the same entity; Integrity constraints (e.d. functional dependencies) are
violated among records. Recently, many researchers focused on leveraging human to clean the data. For instance,
crowd-based entity resolution [59, 9, 8] is applied to remove duplicates. Chai et.al. [7] use human expertises
to identify outliers among the data. Specifically, they first utilize machine-based outlier detection algorithms to
detect some outlier candidates as well as inlier candidates, and then human is asked to verify these candidates by
comparing outlier candidates with inliers. Chu et.al. [10] clean the data that violates integrity constraints with the
help of knowledge base and humans. They first identify the relationships between columns using knowledge base
and then use humans to verify them. Then the discovered relationships can be utilized to detect errors among
data, and then these error can be repaired by the knowledge base and humans.

Recently, a line of interesting data cleaning works focus on cleaning with the explicit goal of improving the
ML results. Wang et al. [29] propose a cleaning framework ActiveClean for machine learning tasks. Given a
dataset and machine learning model with a convex loss, it selects records that can most improve the performance
of the model to clean iteratively. ActiveClean consists of 4 modules, sampler, cleaner, updater and estimator.
Sampler is used to select a batch of records to be cleaned. The selection criterion is measured by how much
improvement can be made after cleaning a record, i.e., the variation of the gradient, which is estimated by the
Estimator. Then the selected records will be checked and repaired by the Cleaner, which can be humans. Next, the
Updater updates the gradient based on these verified dirty data. The above four steps are repeated until the budget
is used up. BoostClean [30] cleans the data where an attribute value is out of range. It takes as input a dataset and
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a set of functions for detecting errors and repair functions. These functions can be provided by humans. Each pair
of detection and repair functions can produce a new model. BoostClean uses statistical boosting to find the best
ensemble of pairs that maximize the final performance. Recently, TARS [13] was proposed to clean human labels
using oracles, which provides two pieces of advice. First, given test data with noisy labels, TARS estimates the
performance of the model on true labels, which is shown to be unbiased and confidence intervals are computed to
bound the error. Second, given training data with noisy labels, TARS determines which examples to be sent to an
oracle so as to maximize the expected model improvement of cleaning each noisy label.

2.4 TIterative Labeling

After the above steps of data preprocessing, we can label the data in relational tables for ML tasks. The most
straightforward method is to directly leverage humans to annotate a bunch of data for training. Thus we can
adopt the cost control and quality control approaches proposed in Section 3 to derive high quality labels with
low cost (see [32] for a survey). However, in many cases, a user does not have enough budget to obtain so
many annotations. Therefore, many researchers focused on how to label data iteratively and make the model
performance better and better using techniques like active learning or weak supervision.

Mozafari et.al. [42] use active learning to scale up the human labeling, which can be utilized in two scenarios,
the upfront and iterative scenario. In the upfront scenario, the user cares more about the latency than the cost.
Therefore, given a budget and an initial model, the algorithm uses a ranker to rank and selects some of the most
informative examples to label while the rest are predicted by the model. In the iterative scenario, since the user
cares more about the cost, the ranker selects a batch of examples to label, retrains the model and selects again
until the budget is used up. There are two strategies (Uncertainty and MinExpError) that the user can choose for
ranking. Leveraging the traditional active learning technique, Uncertainty selects examples that the current model
is the most uncertain about. MinExpError uses a more sophisticated algorithm that considers both the uncertainty
and expected model change. Besides, the work also utilizes the bootstrap theory, which makes the algorithms
available to any classifier and also enables parallel processing. Also, active learning techniques in section 3.4 can
also be integrated in the framework.

DDLite [14] leverage human to conduct data programming rather than hand-labeling data, in order to generate
large quantities of labels. Given a set of input documents, DDLite aims to produce a set of extracted entities or
relation mentions, which consists of four steps. First, given input documents, preprocessing like domain-specific
tokenizers or parsers of the raw text has to be performed. Second, DDLite provides a library of general candidate
extraction operators, which can be designed by humans. Third, humans develop a set of labeling functions
through iterating between labeling some small subsets and analyzing the performance of labeling functions.
Lastly, features are automatically generated for the candidates, and then the model is trained using the labeling
functions. The humans then analyze the performance on a test set.

2.5 Model Training and Inference

For different machine learning tasks, there are different techniques that leverage humans’ knowledge to train and
infer the results, considering humans’ diverse qualities. In this part, we mainly discuss two common ML tasks,
classification and clustering, and show how to leverage human intelligence as well as ML techniques to achieve
high quality results.

For classification, it is expensive to obtain reliable labels to train a model, so multiple humans are required to
collect subjective labels. Raykar et.al. [48] first proposed a straightforward method that simply utilizes majority
voting(MV) to infer labels. However, MV does not consider features of examples. Therefore, given the human
labels and features of examples, they improve the model by considering the true labels as latent variables and
utilize the Expectation-Maximization (EM) algorithm to train the model. The parameters include the worker
qualities and feature weights. Rodrigues et.al. [50] also use EM algorithm to jointly learn the parameters of
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humans and examples. The difference is that they use deep learning to train the model, where a crowd layer is
proposed to allow the neural network to learn directly from noisy humans labels in an end-to-end manner. In some
cases, acquiring large quantities of labels is expensive, so Atarashi et.al. [3] proposed to learn from a small number
of human labels and unlabeled data using deep generative model in a semi-supervised way. More specifically,
they leverage the unlabeled data effectively by introducing latent features and a data distribution. Because the
data distribution can be complex, they use a deep neural network for the data distribution. Classification based
on taxonomy is a particular but important task that the labels can consist of a taxonomy. For example, BMW
X3 and BMW X5 belong to BMW, which belongs to Car. For this scenario, Parameswaran et.al. [45] utilize a
human-machine hybrid method to classify the examples on the taxonomy. For example, given a picture of an
Audi car, we can ask the humans to label whether it is a BMW car. If not, the children of BMW (BMW X3 and
BMW X5) can be pruned. They study how to use the minimum number of questions to get all the labels.

For clustering, we can also leverage human intelligence to cluster examples that are hard to identify by
computers. Following the k-means algorithm, Heikinheimo et.al. [23] propose a human-in-the-loop framework
that asks the humans to answer a simple task each time and aggregate all the answers to deduce the final clustering
result. Specifically, the simple task is, given a triple with three objects, asking the human to select the one
different from the other two objects. First, the algorithm picks a large enough number of triplets from the entire
dataset and asks humans to label them. Second, for each example, they compute a penalty score defined as the
number of times the example was chosen to be different. Third, the example having the lowest penalty score
is returned. Thus, the centroid example of each cluster is computed and we can obtain the clustering results
iteratively. However, this method is expensive because of the large number of triple tasks and cannot generalize
when there are new examples. To address this, Gomes et.al. [20] propose to use a generative model to infer the
clusters. Moreover, it can capture multiple clustering criteria from diverse viewpoints of humans. For example,
given a set of pictures of products, one may want to cluster by brands while another human is likely to cluster by
types. Specifically, they divide the entire set into small groups and ask humans to cluster examples in each group.
Then considering the humans’ quality and labels, [20] uses a Bayesian generative model to infer the clustering
results.

3 Human-in-the-loop Techniques for Machine Learning

As shown in Section 1, humans are involved frequently and necessarily in a machine learning pipeline. They
can not only contribute to the data preprocessing steps, but also provide a large amount of labeled training data
to build a well-performed machine learning model, especially for the deep learning [12]. No matter what roles
humans play in a ML pipeline, there exist some common sophisticated techniques to apply. In this section, we
summarize some significant techniques in human involved machine learning. First, when humans are asked to
conduct data annotation or data preprocessing, they are always required to provide high quality results, so we
should study how to improve the quality of human answers in section 3.1. Second, since humans are not free, we
study how to save monetary cost while not sacrificing much quality in section 3.2. Third, since humans cannot
perform as quickly as machines, latency should be reduced to accelerate the entire ML process(section 3.3).
Besides, active learning(section 3.4) focuses on selecting the most interesting examples to human for labeling to
improve the model iteratively, which is an advanced technique in the field of machine learning. Lastly, in section
3.5, we discuss the situation where the user cannot derive a number of high quality labels, so she has to use weak
supervision techniques to build a model based on weak labels, still with satisfying performance.

3.1 Quality Improvement

Human answers may not be reliable because (1) there exist malicious humans that randomly return answers,
especially in the crowdsourcing scenario and (2) some tasks are difficult for humans to answer. Therefore, it is
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significant to discover different characteristics of humans and tasks, which can be leveraged to improve the quality.
There are two commonly-used techniques for quality improvement, i.e., truth inference and task assignment,
which will be introduced as follows.

Truth Inference. To control the quality, an intuitive idea is to assign each task to multiple humans, aggregate
the answers and infer the truth. Note that humans may provide low quality or even malicious answers because
they may also have different levels of expertise, and an untrained human may be incapable of answering certain
tasks. Therefore, to achieve high quality, we need to tolerate human errors and infer high-quality results from
Noisy answers.

A unified quality control framework consists of the following three steps. First, we initialize each human’s
quality. Second, we infer the truth based on the collected answers and current quality. Third, we estimate the
quality according to the inferred truth. Then we iterate the second and third steps until converge. Based on
the unified framework, existing works [39, 64] can be categorized based on the following three factors: task
modeling, human modeling and applied techniques(how to use task and human modeling to infer the truth).

(1) Task Modeling. This describes how existing solutions model a task, mainly including the difficulty of a
task and the latent topics in a task [39, 64]. First, some recent works model the difficulty levels of a task instead
of assuming that a human has the same quality for answering all the tasks. The more difficult a task, the harder
a human can provide a perfect answer for it. For example, in [64], Pr(v?’ = v}|d;,¢¥) = 1/(1 + e~ %)
denotes the probability that human w correctly answers task ¢;, where d; € (0, 400) represents the difficulty of
task ¢;, v;” is the worker’s answer for a task v; whose true answer is v;*, g,, is the worker quality. The higher d;,
the easier task the ¢; . Intuitively, for a fixed human quality ¢ >0, an easier task (high value of d;) leads to a
higher probability that the human correctly answers the task. Second, some recent works model the difficulty as a
vector with K values instead of a single value. The basic idea is to exploit diverse topics of a task, where K is
the pre-defined number of topics. For example, existing works [16, 39] apply topic model techniques on text
description of each task to derive the topic vector. Besides, entity linking techniques are utilized to infer the topic
vector for each task [75].

(2) Human Modeling. This describes how existing works model a human’s quality, which is always denoted
as a single real number ¢* € [0, 1], representing the probability that human w answers a task correctly. This
straightforward model has been widely adopted by existing works [37, 11, 4]. More specifically, for single-choice
tasks, existing works [57, 28, 48] extend the above model to the confusion matrix to model the human quality in
a more fine-grained way. Suppose each task in has [ fixed choices, then the confusion matrix ¢ is an {/ matrix,
where the j-th (1 < j < ) row, i.e., ¢} = [q;f’l, ORI q;ffl], represents the probability distribution of human w’s
possible answers for a task if the truth of the task is the j-th choice. Each element ¢;’; denotes that given the
truth of a task is the j-th choice, the probability that human w selects the k-th choice. For numeric tasks, human
bias and variance are proposed to model the human quality [48, 63]. Bias measures the effect that a human may
underestimate (or overestimate) the truth of a task and variance measures the variation of errors around the bias.
What’s more, existing works [25, 34] introduce confidence in quality control, i.e., if a human answers many tasks,
then the estimated quality for her is of high confident; otherwise the estimated quality is not confident. Inspired
by this , [34] assigns higher qualities to the humans who answer plenty of tasks.

(3) Applied Techniques. In this part, we discuss how existing works leverage task models and human models
to solve the truth inference problem. In general, existing works adopt the aforementioned unified framework,
which can be categorized as the following three classes: straightforward computation [19, 44], optimization
methods [4, 34, 35, 77] and probabilistic graphical model methods [27, 37]. First, the straightforward computation
are some baseline models that estimate the truth without modeling the human or tasks. For single-label tasks, they
always use the majority voting to address. For numerical tasks, mean and median are two baseline methods that
regard the mean and median of humans’ answers as the truth. Second, optimization methods focus on designing
optimization functions that capture the relations between humans’ qualities and tasks’ truth, and then provide an
iterative method to compute these two sets of parameters. The differences among existing works [4, 34, 35, 77]
are that they model humans’ qualities based on the above human modeling part differently. Third, probabilistic
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graph models a human’s quality as a node and utilize graphical model inference to iteratively derive humans’
models [27, 37], where a graphical model is a graph, containing nodes and edges between pairs of nodes. Each
node represents a random variable, which can be unknown parameters or observed data, and each edge represents
the possible relationship (e.g., conditional dependency) between the linked pair of nodes.

Task Assignment. Since humans diverse backgrounds and qualities on tasks, a sophisticated task assignment
algorithm will judiciously select tasks to right humans. Existing works mainly focus on two scenarios: (1)
human-based, i.e., given a task, which subset of humans should be selected to answer the task; (2) task-based, i.e.,
when a human comes, which subset of tasks should be assigned to the human.

(1) Human-based. In this scenario, given a task and a set of candidate humans, the focus is on studying which
subset of humans should be selected to answer the task in order to maximize the task’s quality without exceeding
the overall budget. The problem is often called the “Jury Selection Problem” [6, 74]. Intuitively, humans with
high quality should be selected. To this end, Cao et al. [9] provide a framework that first studies how to compute
the quality of a given subset of humans before they give answers, called Jury Quality (JQ). Since the answers are
unknown in advance, all possible cases of humans’ answers should be considered to compute the quality. To
address this, Cao et al. [6] propose a Majority Voting strategy to compute the JQ. Zheng et al. [74] prove that
Bayesian Voting is the optimal strategy under the definition of JQ. That is, given any fixed subset of humans S,
the JQ of S w.r.t. the Bayesian Voting strategy is not lower than the JQ of S w.r.t. any other strategy. Therefore,
given a set of humans, its JQ w.r.t. Bayesian Voting strategy is the highest among all voting strategies.

(2) Task-based. In this scenario, when a human comes, the focus is on studying which subset of tasks should
be assigned to the coming human. This problem is often called the “Online Task Assignment Problem”. When a
human comes, [38, 5] compute an uncertainty score for each task based on collected answers, select the £ most
uncertain tasks, and assign them to the human. There are multiple methods to define the uncertainty. Liu et al.
[38] use a quality-sensitive answering model to define each task’s uncertainty, and Boim et al. [5] leverage an
entropy-like method to compute the uncertainty of each task. Besides, some other works [72, 73] model humans
to have diverse skills among different domains, and choose the tasks from the domains that a coming human is
good at to assign. What’s more, many machine learning techniques [24, 76, 42] aim to assign a set of tasks to
workers that are most beneficial to their trained models.

3.2 Cost Reduction

Humans are not free. Even if we turn to some cheap resources, like crowdsourcing for help to address the work, it
can be still very expensive when there are a large number of tasks. Therefore, how to reduce the cost without
sacrificing the quality is a big challenge. In this part, we introduce four kinds of techniques to reduce the human
costs.

Pruning. Given a large number of tasks, pruning means that the user can conduct some preprocessing
operations on then, so that some tasks are not necessary to be checked by humans. The basic idea is that some
easy tasks can be addressed by the computer while the hard ones are left to humans. Pruning has been widely
adopted in the area of human-powered join [11, 59, 61, 9, 8] an selection [68]. For example, the crowdsourcing
join asks the human to identify records that refer to the same entity in the real world. To this end, the machine
can compute a string similarity score for each pair of entities. Intuitively, those entities with very low(high) score
are likely to be non-matching(matching) pairs, which can be easily solved purely by machine. For the rest hard
ones, we can turn to the human for help. The advantage of this technique is that it is very straightforward, easy to
implement and effective in many scenarios. However, the risk is that those pruned tasks cannot be checked by
human, which may incur noise. Also, the threshold of deciding which part to prune is difficult to set.

Task Selection. Task selection has been introduced in section 3.1 for quality improvement. From another
point of view, task selection can be seen as minimizing the human cost with a quality constrain. Different
applications need different task selection strategies, such as join [11, 59, 61, 9, 8], top-k/sort [21, 33] categorize
[45], etc. The basic idea is that given a task, a task selection strategy is first used to judiciously select a set of
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most beneficial tasks. Then after these tasks are sent to a platform with humans, a task assignment strategy is
then used to collect high-quality answers from them. In a word, the task selection can achieve a good trade-off
between cost and quality, especially the cost saving under a quality requirement. However, the downside is that it
will incur much latency because the tasks are sent out iteratively.

Answer Deduction.Answer deduction can be adopted when the given tasks have some inherent relationships,
which can be utilized to reduce the cost. Specifically, given a set of tasks, after deriving some results from
humans, we can use this information to deduce some other tasks’ results, saving the cost of asking the crowd
to do these tasks. Many operators have such property, e.g., join [61, 9, 8], planning [26, 71], mining [2]. For
example, suppose a join operator generates three tasks: (A, B), (B, C), and (A, C). If we have already known
that A is equal to B, and B is equal to C, then we can deduce that A is equal to C based on transitivity, thereby
avoiding the crowd cost for checking (A, C).

Sampling. A sampling-based technique only utilizes the humans to process a sample of data and then leverage
their answers on the sample to deduce the result on the entire data. This technique has been shown to be very
effective in human-powered aggregation [40], and data cleaning [119]. For example, Wang et al. [60] propose a
sample-and-clean framework that allows the human to only clean a small sample of data and uses the cleaned
sample to obtain high-quality results from the entire data.

3.3 Latency Reduction

Given all tasks submitted by a user, latency denotes the time until all tasks have been accomplished. Since humans
need time to think and answer, they will be much slower than the machine, so it is necessary to reduce the latency.
Existing approaches can be categorized into the round-based model and statistical model.

Round-based Model. In some cases, tasks are answered in multiple rounds. In each round, we can utilize task
selection techniques to select a bunch of tasks. For these tasks, we can leverage multiple humans to answer them
so that the latency can be reduced. Concretely, suppose there are enough humans, some existing works [52, 58]
simplify the definition of latency by assuming that each round spends 1 unit time, and then the latency is modeled
as the number of rounds. They use the round model to do latency control. To this end, answer deduction is applied
to reduce the number of tasks. More specifically, tasks that do not have relationships will be asked in parallel in a
single round, so that some answers of other tasks can be deduced without any more costs. Therefore, since the
total number of tasks can be reduced, the latency will be reduced.

Statistical Model. Some existing works [68, 18] utilize statistics information from real crowdsourcing
platforms to model workers’ behaviors. Yan et al. [68] build statistical models to predict the time of answering
a task, which considers (1) delay for the arrival of the first response; (2) the inter-arrival times between two
responses. Faradani et al. [18] leverage statistical models to predict worker’s arrival rate in a crowdsourcing
platform and characterize how workers select tasks from the platform.

3.4 Active Learning

Active learning is a commonly used technique in machine learning, which involves humans to label the most
interesting examples iteratively. It always assumes that humans can provide accurate answers. The key challenge
is that given a limited budget, how to select the most appropriate examples in each iteration. Active learning has
been extensively discussed in surveys [31, 49], so we only cover the most prominent techniques in this part.
Uncertainty sampling. Uncertainty sampling [31] is one of the simplest and commonly used methods in
active learning, which selects the next unlabeled example which the current model regards as the most uncertain
one. For example, when using a probabilistic model for binary classification, uncertainty sampling chooses the
example whose probability is the close to 0.5. If there are more than three labels, a more general uncertainty
sampling variant should be query the example whose prediction is the least confident. However, this approach
throws away the information of other possible labels. Therefore, some researchers propose the marginal sampling,

45



which chooses the example whose probability difference between the most and second likely labels is the smallest.
This method can be further generalized by introducing the entropy for measuring the uncertainty.

Query-by-committee (QBC). The QBC [56] approach extends uncertainty sampling by maintaining a
committee of models which are trained on the same labeled data. Each committee member can vote when testing
each example, and the most informative example is considered to be the one where most models disagree with
each other. The fundamental idea is to minimize the version space, which is the space of all possible classifiers
that give the same classification results as the labeled data.

Expected model change. Another general active learning framework utilizes the decision-theoretic approach,
choosing the example that would introduce the greatest change to the current model with the assumption that
the label is known. A strategy of this framework is the “expected gradient length” (EGL) approach [55] for a
discriminative probabilistic model, which can be applied to any learning problem where gradient-based training
is used. In EGL, the change to the model can be measured as the length of training gradient. In other words, we
should select the example that will lead to the largest gradient if it is labeled. However, since the true label is not
known, we should compute the length of training gradient as an expectation over possible labels.

Expected error reduction. Another decision-theoretic method [51] aims to measure how much its gener-
alization error is likely to be reduced rather than how much the model is likely to change. Given an example,
the basic idea is to first estimate the expected future error of the model trained using the example together with
current labeled data on the remaining unlabeled examples. Then the example induced the smallest error is selected.
Similar to the EGL method, since we do not know the true label of each unlabeled example, the expectation of
future error over all possible labels should be computed.

Density-weighted methods. The mentioned frameworks above are likely to choose the outlier examples,
which might be uncertain and disagreeing but not representative. However, most time the outliers contribute less
than the representative examples which follow the similar distribution of the entire dataset. Therefore, existing
works [54, 65] focus on choosing examples not only uncertain or disagreeing, but also representative of the
example distribution.

3.5 Weak Supervision

In the above section, active learning approaches always involve experts without generating noise into the machine
learning iterations. However, some real applications always need a large number of training labels and asking
experts to do so heavy work is expensive. Therefore, existing works [46, 15, 41] have focused on the weak
supervision, which generates large amount of labels semi-automatically. These labels are not perfect but good
enough to result in a reasonably-high accuracy. Next we summarize two techniques with respect to the weak
supervision.

Data programming. Data programming [47] has been proposed to generate a large number of weak labels
using multiple labeling functions rather than labeling for each example. Each function can be written by the
human and the Snorkel system [46] provides a friendly interface to support it. Obviously, a single function is not
effective enough to derive a well-performed model, so multiple functions should be combined to generate labels.
The most straightforward method of combination is majority voting, but it does not consider the correlations and
qualities of different functions. To address this, Snorkel [46] proposed a probabilistic graphical model to generate
the weak labels, which is followed by a discriminative model trained on the weak labels.

Fact extraction. Fact extraction is another way to generate weak labels using knowledge base, which contains
facts extracted from different sources including the Web. A fact usually describes entities with attributes and
relations, such as <China, capital, Beijing>, which indicates the capital of China is Beijing. The facts
can be regarded as labeled examples, which can be used as seed labels for distant supervision [41]. Besides,
fact extraction can also be considered as extracting facts from multiple resources to construct a knowledge base.
The Never-Ending Language Learner (NELL) system [15] continuously extracts structured information from the
unstructured Web and constructs a knowledge base. Initially, NELL starts with seeds that consist of an ontology
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of entities and relationships among them. Then NELL explores large quantities of Web pages and identifies new
entities pairs, which has the same relationships with seeds based on the matching patterns. The resulting entity
pairs can then be used as the new training data for constructing even more patterns. The extraction techniques can
be regarded as distant supervision generating weak labels.

4 Open Challenges and Opportunities

Data discovery for ML. Suppose an Al developer aims to build an ML model. Given a dataset corpus, the
user requires to find relevant datasets to build the model. Data discovery aims to automatically find relevant
datasets from data warehouse considering the applications and user needs. Many companies propose data
discovery systems, like Infogather [66] in Microsoft and Goods [22] in Google. However, such systems focus on
keyword-based dataset search or just linking datasets. Therefore, it may be worth studying to discover datasets
that can directly maximize the performance of the downstream ML model. The key challenges lie in how to find
valuable features and data among the corpus.

Modules selection in ML pipeline. Figure 1 shows the standard ML pipeline from data preparation to the
model training and testing, which consists of several modules like schema matching, data cleaning and integration,
etc, and data cleaning can also be extended to many scenarios, like missing values, outliers and so on. Given
an ML task, asking the humans to process all modules is expensive, and it may not be necessary. Thus, we can
study which modules are significant to the ML model and drop the other ones. For example, given a classification
task, some data cleaning tasks like removing duplicates are not necessary. Therefore, how to select modules to
optimize the ML pipeline is worth to study.

Trade-off between human quality and model performance. Some existing works [46, 15, 41] focus on
acquiring weak labels to derive a model with good performance. One idea is to study the trade-off between
human quality and model performance. That is, given a performance requirement, such as 80% F-measure, we
can decide how to select humans to label the training data with the goal of optimizing the cost. Also, given human
qualities, we can study how to produce results with the highest quality.

Benchmark. A large variety of TPC benchmarks (e.g., TPC-H for analytic workloads, TPC-DI for data
integration) standardize performance comparisons for database systems and promote the development of the
database community. Even though there are some open datasets for crowdsourcing or machine learning tasks,
there is still lack of standardized benchmarks that covered the entire human involved machine learning pipeline.
To better explore the research topic, it is significant to study how to develop evaluation methodologies and
benchmarks for the human-in-the-loop machine learning system.

5 Conclusion

In this paper, we review existing studies in human-in-the-loop techniques for machine learning. We first discuss
how to apply human-in-the-loop techniques to the ML pipeline including data extraction, data integration, data
cleaning, labeling and ML training/inference. Then we introduce five commonly used techniques in this field,
including quality improvement, cost reduction, latency reduction, active learning and weak supervision. Finally,
we provide open challenges and opportunities.
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