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1 Introduction

More than 54 percent of the world’s population lives in urban areas [1]. Predicting dynamic urban activities
such as energy consumption, air pollution, public safety, and traffic flows has become a fundamental task for
improving the quality of human life. Urban mobility is closely intertwined with these problems, and is therefore
a major determinant of quality of life [2], crucial to employment opportunities and access to resources such as
education and health care [3].

Evidence suggests that residents of low-income and minority neighborhoods are concentrated away from
economic opportunity and public resources [4]. Injustice of transportation services experienced by these residents
further reinforces social exclusion as the availability and quality of transportation impact a person’s access to
opportunities [5, 6, 7, 8]. For example, one study revealed that living in neighborhoods with longer commute
times is associated with lower employment rates of younger generations [9]. As a result, transportation equity
issues have motivated government agencies to develop extensive multimodal transportation networks[6].

New mobility is about emerging transportation modes, including but not limited to car-sharing, bike-sharing,
and ride-hailing or Transportation Network Companies (TNCs) [10]. New mobility services provide technology-
based, on-demand, and affordable alternatives to traditional means. These services offer a chance to address
persistent equity issues in transportation. However, new mobility services also bring new equity concerns.
For example, people without internet service, smart phones, or credit cards are not able to get access to the
services. Moreover, studies show that algorithms or human beings that distribute app-based mobility services
may discriminate against people of color [11].

This paper reviews the methods and findings of mobility equity studies, with a focus on new mobility. The
paper is structured as follows: Section 2 presents the background of transportation equity. Section 3 summarizes
the main findings from current equity studies for mobility systems, with a brief discussion on future research.
Section 4 reviews the commonly used methods for evaluating the equity of mobility service provision and usage
and considers strengths and weaknesses. Section 5 discusses the relationship between the transportation equity
community and the fairness in machine learning community. Section 6 concludes the paper.
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2 Equity in Mobility Systems: Background

Automated decision systems powered by machine learning and big data have been widely employed in many
applications including credit scoring, criminal justice, online advertising, employment, etc [12, 13, 14, 15].
These systems have been hailed as efficient, objective, and accurate alternatives to human decision makers [16].
However, increasing evidence has shown that data-driven systems contain biases. For example, Google’s image
recognition system wrongly identified black users as gorillas [17]. Amazon’s same-day delivery services excluded
predominantly black neighborhoods in many cities to a varying degree [18].

Even if the algorithms themselves are well-intentioned, they can replicate and amplify human biases encoded
in the data, thus resulting in unequal distribution of impacts across different demographic groups [12, 19, 20].
This effect is due to machine learning algorithms seeking to fit the training data as closely as possible to make
accurate predictions. The process of learning also “accurately” captures historical signals of discrimination.
In 2017, Caliskan et al. [21] found that an influential language corpus [22] generated by machine learning
algorithms accurately reproduced historic biases. The corpus reflects societal stereotypes such as female names
are more associated with family while male names are more associated with career. Not only do algorithms pick
up discrimination in data, they also magnify them [23]. This effect is often due to the underrepresentation of
minority groups in training data, leading to higher error rates for the minorities. One study [24] revealed that
a widely-used predictive policing tool, PredPol, would reinforce the bias in the police-recorded, resulting in
disproportionate policing of minority communities.

The heightened concerns about automated decision systems concentrate not only on discrimination, but also
on a range of related issues, including transparency, privacy, and accountability [25]. These issues often intertwine
and conflict with one another in practice. In the context of automatic decision systems, transparency is about the
openness and understandability of data and models and accountability is about being responsible for the decisions
[26]. Transparency is a critical prerequisite for accountability. In the absence of concrete evidence of intentional
discrimination, it is difficult to hold an individual or organization accountable for biased decisions.

In practice, transparency for automatic decision systems is not easily achievable. Burrell [27] summarized
three types of barriers to transparency: 1) intrinsic opacity, where some algorithms such as deep learning models
are difficult to understand and interpret; 2) illiterate opacity, which says the general public may lack the expertise
to understand the algorithms; and 3) intentional opacity, which is often resulted from intellectual property
protection of the algorithm developers.

2.1 Definitions of transportation equity

Equity in the context of mobility has been studied independently since well before the recent interest in gener-
alized fairness methods for machine learning. These efforts suggest that domain-specific and context-sensitive
approaches should be incorporated into any fairness-aware ML system. Equity for mobility is the fair distribution
of transportation costs and benefits, among current (and future) members of society [5].

There are mainly two perspectives from which to examine equity: horizontal equity and vertical equity.
Horizontal equity (also called fairness and egalitarianism) is concerned with providing equal resources to
individual or groups considered equal in ability and need, which means the public policies avoid favoring one
individual or group over another. Horizontal equity suggests that those who pay more should receive superior
services.

Vertical equity (also referred to as social justice, environmental justice, and social inclusion) is concerned
with allocating resources to individuals or groups that differ in income, social class, mobility need, or ability. It
advocates that public policies favor disadvantaged groups by providing discounts or special services, therefore
compensating for overall inequities. One way to evaluate vertical equity is equity of opportunity, meaning that
disadvantaged groups should have adequate access to transportation resources. Equity of opportunity is usually
measured by access to services. In contrast, “equity of outcome” is usually measured by the actual usage of the
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systems across groups. There is a general agreement about the goal of equity of opportunity, but less agreement
about equity of outcome [5, 28, 29].

There are other ways to define transportation equity. Social equity indicates the differences between socioe-
conomic groups. Spatial equity refers to the differences in transport services among geographic regions [30].
These different definitions often overlap or conflict with each other. For example, horizontal equity requires the
users to pay for what they get, whereas vertical equity prioritizes the needs of disadvantaged groups such as the
low-income or ethnic minorities in the form of discounts [31].

2.2 Evaluation of mobility equity

Mobility equity research addresses a wide range of issues, including, for example, economic studies on how
transportation is subsidized and taxed, and operational studies on how negative impacts of transportation systems
are distributed among different groups [6]. Litman [5] proposed four variables to consider when performing any
equity evaluation.

• Type of equity: horizontal equity or vertical equity

• Impact (costs and benefits) categories: public facilities and services, user costs and benefits (e.g., taxes and
fares), service quality (e.g., public transportation service quality including frequency, speed, safety, reliabil-
ity, comfort, etc.), external impacts (e.g., air pollution), economic impacts (e.g., access to employment),
and regulation and enforcement (e.g., parking regulations)

• Measurement unit: per capita, per unit of travel (e.g., per trip), or per dollar.

• Categorization of people: demographics (e.g., age, household type, race), income class, ability, location,
mode (e.g., pedestrians, public transit), industry (e.g., freight, public transit), and trip type (e.g., commutes)

This paper focuses on the equity of new mobility systems service provision and usage across different
social-economic, demographic, or geographic groups.

3 Findings from Equity Research in Mobility Systems

We describe findings in the literature across 1) public transportation, and 2) new mobility services.

Public transportation Transportation equity has long been a major concern of governmental agencies, re-
searchers, and the general public [5, 6, 7]. Despite the tremendous investment in transportation system devel-
opment and progress in transportation equity research, there are still many long-standing equity issues resulted
from unequal distributions of transport resources across different socioeconomic groups and spatial regions
[32, 33, 8, 34]. A number of studies have found out that an uneven urban development has resulted in a lack
of public transport supply for disadvantaged groups. For example, Vasconcellos [35] pointed out in Brazil,
road systems are developed in a radial pattern. Low-income residents usually settled in fringes of the city with
irregular pavements or hilly areas that are subject to landslides. The urban centers with good public services
are mostly occupied by the high-income people. Similarly, Ricciardi [8] found that there is an unequal spatial
distribution of public transport resources in two Australian cities. Their analysis showed that 70% of Perth’s
population shares one third of the public transit supply. Moreover, three socially disadvantaged groups –– the
elderly, low-income, and no-car households have less access to public transport services compared to the overall
population. Some studies also showed that the economic burden and negative climate impacts of transportation
systems is disproportionately imposed on disadvantaged people [33, 30, 36]. In recognizing these issues, many
cities now have incorporated social equity into urban transportation planning. However, one study found that
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social equity goals are often not translated into clear and actionable items and there is a lack of appropriate
methods for assessing their achievements [37, 5]. Current literature on equity in public transport suggests that
disadvantaged groups as a whole experience inequitable access to public transport services but suffer from
significant negative impacts from the transportation systems.

3.1 New mobility

Bikeshare A number of researchers have studied equity in bikeshare systems. Several studies found that
bikeshare stations were typically located in urban centers with high population density [38, 39], and there was a
lack of stations in low-income areas. In an assessment of bikeshare systems in seven US cities, Ursaki et al. found
significant differences in the race, education level, and income of population inside and outside bike share service
areas in four cities [40]. Other studies also indicated that in North America, advantaged groups tend to have more
access to docked bikeshare than disadvantaged groups [41]. Recently, free-floating (dockless) bike share systems
have been introduced in several major cities in China and the United States [42, 43, 44]. Free-floating bikeshare
systems may have different equity landscape from docked systems. There are no stations in the city, therefore
there are no fixed service areas. In this way, access to bikes are transient and largely dependent on the placement
of individual bikes, which is driven by user demand and companies’ bike rebalancing strategies. As free-floating
bikeshare systems are fairly new, the impact on equity are unclear. In examining access equity of dockless bikes
in Seattle, Mooney et al. found out that more college-educated and higher-income residents have access to more
bikes. They also found out that bike demand is highly correlated with rebalancing destinations [43], suggesting
that the companies themselves are accountable for equity issues that arise.

Equal access to bikeshare does not imply equity of actual usage. Several studies found inequalities in the
usage of bikeshare systems [45, 46]. For example, Daddio et al. [45] found a negative association between
station-level usage with non-white population in Washington, D.C. The disparities in use partially stem from the
inequalities of access, but there are many other factors that inhibit bikeshare use among disadvantaged groups.
McNeil et al. found out that the biggest barrier to bikeshare is traffic safety, regardless of race or income [47].
Lower-income people of color have more concerns about costs of membership and more misconceptions about
bikeshare than higher-income white people. Another study [48] found that credit card requirement, lack of
computer access, annual subscription fee, and lack of bike lanes etc. are reported by low-income residents
as barriers to bikeshare. Shaheen et al. [6] identified five types of barriers to use bikeshare including spatial,
temporal, economic, physiological, and social barriers, and provided policy recommendations. Overall, current
literature suggests that disparities exist in the access and use of bikeshare systems.

Ride-hailing Ride-hailing can potentially redefine car access, mitigating the mobility divide resulted from car
ownership [49]. But the equity of ride-hailing services remains unclear. Several studies found that the service
quality in terms of waiting times is not necessarily associated with the average income or minority fraction of
pickup locations [50, 51]. A recent study [49] found that users in low-income neighborhoods actually use Lyft
more frequently than users in high-income neighborhoods in Los Angeles. The findings of this study suggest that
Lyft may provide automobile alternatives to neighborhoods with less access to cars. These findings contradict the
conclusions from other studies, which suggest that TNCs provide poor services to low-income neighborhoods [52].

Another thread of research examined the discrimination in TNCs. Ge et al. [11] found out that TNC drivers
discriminate against African American riders, resulting in longer waiting times and higher trip cancellation
rate in Boston and Seattle. Similarly, Brown [49] found that black riders experienced four percent higher trip
cancellation rates and longer waiting times than white riders in Los Angeles. Middleton [53] examined rider-
to-ride discrimination in ridesharing. Results showed that white respondents in majority white counties are
more likely to hold discriminatory attitudes towards riders of other races or class. A few studies investigated the
relationship between TNCs and public transit. For example, Jin et al. [54] studied whether Uber contributes to
the horizontal equity of transportation system. Their results implied that Uber has insignificant improvement
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over transportation equity in New York City. In short, the extent to which ride-hailing forestall or exacerbate
inequalities in transportation is not well understood.

4 Methods of Evaluating Transportation Equity

A variety of research methods including survey research [47], interviews and focus group [48], content analysis
[37], correlational research [50, 51, 45, 46, 38], experimental research [11, 49], and equity metrics [28, 54, 39],
have been employed to evaluate transportation equity. These methods differ in their focuses and features, but can
be used together to complement each other. Statistical tests (that routinely used in correlational research) and
equity metrics are two key techniques for discrimination discovery in both transportation and machine learning
research. Experimental research allows the identification of causal relationships between variables. This section
focuses on correlational research, experimental research, and equity metrics.

4.1 Correlational research

Correlational research aims to explore the relationship between two or more natural occurring variables. It
determines which variables are related and how they are related (e.g., positive or negative) [55]. The two main
steps involved in correlational research are measurement and data analysis. Researchers collect and measure
variables from a variety of settings, but do not control over or manipulate them. Data analysis (e.g., statistical
analyses, GIS methods, visualization) is applied to describe the relationships between variables. Correlational
research does not establish a causal relationship between variables, but allows researchers to examine the
associations among many variables at the same time.

Many equity studies employ correlational research to discover associations between transportation services
provision (or usage) and sensitive attributes (i.e., percentage of minority in a neighborhood). Statistical methods
(e.g., regression, t-test) are often used to discover statistical relationship. GIS methods (e.g., buffer analysis) are
usually employed at the same time for generating variables for statistical tests, analyzing spatial distribution, and
visualizing results. Three examples of correlational research are presented below.

Example 1: Quantifying the equity of bikeshare access in US cities Ursaki and Aultman-Hall [40] examined
the access equity of docked bikeshare systems in seven US cities by comparing the socioeconomic characters of
areas within and outside bikeshare service areas. A service area is defined as a 500m buffer around a bike station.
The equitable situation for a city is that the characteristics (e.g., percent white) of population inside the service
areas are not different from the population outside service areas.

The authors obtained docking station locations data from both the open data portals and the operators directly.
Socioeconomic data including population density, race, education level, income, and age was obtained from ACS
at census block group (CBG) level. Then the socioeconomic variables inside and outside service areas per CBG
was calculated for each city. Student’s t-tests were performed to assess statistical significance. Their results
showed that the low-income, the elderly, and the minority have less access to bikeshare. For example, in Chicago,
the percentage of African Americans inside and outside service areas is 18.7% and 41.9%, respectively.

This example examines seven cities in one study, providing a more holistic view of the equity of bikeshare
access compared to studies that focus on only one city. Nevertheless, this study has several limitations. First,
equity analysis is only conducted at city level. Although the socioeconomic variables inside and outside service
areas were calculated at CBG level, the authors did not discuss the spatial heterogeneity within each city. Second,
docking station placement is only one of the factors that influence access equity. This study did not consider
other important factors such as the supply of bikes at each station over time. Lastly, the Student’s t-tests may
give misleading results in this study, because the spatial dependencies among neighboring CBG violate the
independence assumption required by the test.
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Figure 1: Coefficient estimates and 95% confidence
interval of spatial error model for (a) population
density, (b) employment density, (c)minority popu-
lation fraction, and (d) average income [50].

Figure 2: Coefficients for minority fraction from
geographically weighted regression. Purple indi-
cates a positive association between expected wait-
ing time and minority fraction; gold indicates a
negative association [50].

Example 2: Transportation network company wait times in Greater Seattle, and relationship to socioeco-
nomic indicators Hughes and MacKenzie [50] investigated the relationships between wait times for UberX and
socioeconomic indicators at census block group (CBG) level in Greater Seattle area. They obtained wait times by
making UberX requests through Uber API using quasi-randomly selected locations throughout Greater Seattle.
They collected about 1 million data points over a two-month period in 2015. Socioeconomic data including
population density, employment density, average income, and minority population fraction was collected from
the American Community Survey 5-year estimates (ACS).

They first fitted a regression model with mean waiting times in a CBG as dependent variable and socioeco-
nomic attributes as independent variables. Using a Moran index test, they found significant spatial dependencies
among waiting times in different CBG. Subsequently, they developed a spatial error model for each hour of the
day to incorporate spatial effect into regression. Results showed that after adjusting the other covariates, higher
population density and employment density were associated with shorter waiting time, but that the fraction of
minorities in a block group did not significantly associated with waiting times, and that the relationship between
these two variables varied between positive and negative throughout the day (Figure 1). In addition, higher
average income is associated with longer wait times, suggesting that low-income areas enjoy better services.
Geographically weighted regression (GWR) [56] was used to inform different impacts of each socioeconomic
variable on different regions. GWR results showed that the relationship between the fraction of minority and wait
times is mostly negative. They concluded that “white and wealthy” areas do not necessarily enjoy a better TNC
service in terms of wait times.

The strength of this study is that it examined both spatial and temporal variations of the effects of different
variables (e.g., minority fraction) on TNC waiting times. An interesting addition to this study is to include factors
describing the urban form, such as road network into analysis into analysis. For example, the authors found out
that higher income is associated with longer waiting time. It is possible that areas with dense road networks tend
to experience shorter waiting times, and high-income individuals tend to live in areas with sparse road networks.
If this is case, it implies that current urban infrastructure may contribute to the inequalities of new mobility
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services. For the same reason, it is unclear if the relationships found in this study will generalize to other cities,
of which urban forms (e.g., road network, crime rate, employment density, etc.) differ from Seattle.

Example 1 and Example 2 both examined the equity of service provision in terms of a single indicator (service
area coverage and waiting times). These two examples sought to evaluate equity of opportunity. While waiting
times and docking station locations are important, they do not fully imply the disparities in actual use. For
example, individuals without a smartphone cannot use shared bikes even if the docking station is located close to
them. The following example approaches this problem from another perspective, namely, focusing on evaluating
the equity of outcome.

Example 3: Inequalities in usage of a public bicycle sharing Ogilvie and Goodman [38] explored the
correlation between the usage of a bikeshare system in London and socioeconomic attributes. The dataset they
use is the anonymized user registration data of a bikeshare system. They examined two dependent variables
separately: mean number of trips made by a registered user per month (continuous) and whether a registered user
has ever made any trip (binary). They constructed a series of independent variables from the registration data,
including gender, place of residence, income deprivation (English Indices of Deprivation) at the level of the Lower
Super Output Area (LSOA, a base unit of UK census data), non-White percentage of residential LSOA, distance
from residence to nearest bike station, number of stations within 250m of residence, month of registration, etc.

The authors employed linear regression to examine the relationship between “mean number of trips per
month” and independent variables, and logistic regression to examine the relationship between “ever made any
trip” and independent variables. Spatial autocorrelation was accounted for using maximum likelihood estimation.
Regression results showed that female users made fewer trips than males per month and users in more deprived
areas are less likely to live close to a bike station. After adjusting for the distance from residential area to
station, those in more deprived areas made more trips than those in the least deprived areas. They concluded that
disparities exist in usage of the system across population, and the system has potentials to fulfill unmet meet if
services expand to more deprived areas.

This study examined the equity of individual-level bikeshare usage. Although the authors found that female
users tend to have fewer trips than male users, they cannot determine the cause of this observed relationship.
It could be that females tend to have fewer bike trips at night or to regions with high crime rates due to safety
concerns. After adjusting for crime rate or time of day, the association between bike usage and gender may
change. This brings up another limitation of this research resulted from the use of automatically collected data
from bikeshare system. The authors did not have control over the data collection process, so what they could study
is also limited. Moreover, constrained by the data availability, the authors had to use area-level socioeconomic
variables derived from the postcode of registration debit or credit card. It is thus unclear whether the conclusions
would still hold if individual-level variables were available. The temporal scale of the data (7 months) limits the
possibility to explore seasonal effects of bike usage.

Advantages and limitations of correlational research for equity studies By using correlational research,
researchers can examine the relationships between transportation provision (or usage) and a wide range of
variables collected from various sources. This is especially true when large amount of automatically collected
data (e.g., smart card data, bikeshare trip database) is available. Correlational research is appropriate when
researchers are unable to manipulate the variables due to practical or ethical reasons. For example, in equity
studies, area-level variables such as average income of a CBG is not controllable.

One limitation of correlational research is that a significant correlation does not allow the researcher to
determine a causal relationship, because there could be many factors that the researcher did not study but
contribute to the correlation. And these factors could be independent of mobility service provision. Further
inquiry is needed to corroborate the findings from a correlational study. Another limitation is that correlational
research heavily depends on data availability and data quality, as discussed in Example 3.
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4.2 Experimental Research

Experimental research enables researchers to identify causal relationship. In an experiment design, the researcher
seeks to fully control the environment conditions so that variables of interest can be manipulated, while other
variables are controlled (or randomized) across conditions. In this way, the effects of variables of interest can
be tested by comparing between two or more conditions. Unlike correlational research, experimental research
strictly controls for the impacts of variables not of interest, thus allowing the effects of variables of interest to be
measured upon the outcome [55].

Example: Racial and gender discrimination in transportation network companies Ge et al. [11] studied
the racial and gender discrimination in Transportation Network Companies (TNCs). They undertook two
randomized control trails, hailing about 1500 rides in Seattle and Boston and recording service quality indicators.
In the Seattle experiment, the treatment is race. Eight RAs (two African American females, two white females,
two African American males, and two white males) were hired to request rides. Measures including estimated
waiting times, acceptance time (time between trip request and acceptance), actual waiting times (time between
acceptance and arrival), trip cancellation rate, trip duration, costs, and ratings were recorded by screenshots
for each trip. To control for variables not of interest, the authors adopted a number of strategies. The RAs are
undergraduate students, avoiding confounding factors such as age. They were given the identical smartphones
using the same carriers, and received the same data collection instructions. The RAs were instructed to minimize
their interactions with the driver, preventing the introduction of factors that influence ratings and travel time.
Specific routes were developed to control for pick-up locations and travel duration. These routes were randomly
assigned to RAs. RAs were also instructed to travel after evening rush hours from Mondays to Thursdays.
Ordinary least squares regression (OLS) results showed that acceptance time is longer for African American
riders than white riders for both UberX and Lyft.

In the Boston experiment, the authors adopted a within-group design. They hired eight RAs with a range of
ethnic backgrounds summoning UberX or Lyft rides in Boston, each requesting rides under a “white-sounding”
name and a “distinctively black name”. This change in design aims to control the differences in data collection
practices among RAs. In this case, the treatment is whether the rider has a black sounding name. Other aspects of
experiment design are similar to those of the Seattle experiment. OLS results showed that riders with African
American-sounding names experienced more frequent trip cancellations, and that African American males have
higher cancellation rates than white males. Further analysis revealed that trip cancellations concentrated in pickup
locations with low population density. They concluded that racial discrimination exists in TNC services in Seattle
and Boston.

Advantages and limitations of experimental research for equity studies Experimental research allows for
drawing causal conclusions. This is because experiments are conducted in controlled conditions and researchers
can claim that the changes in outcomes are caused by the variable of interest.

Experimental research has notable limitations. First, the requirement that controlling all variables that might
influence the outcomes is sometimes not realistic. This is especially true for experiments conducted in a natural
environment. For example, in Ge et al.’s Seattle experiment [11], there are variances in the data collection
practices (e.g., the time lag between taking screenshots and sending requests) among RAs. This influences the
measurement of outcome variables. Second, compared to automatically collected data or survey data, experiments
are often not able to produce large amount of data. Data collection in experiments is often expensive and
labor-intensive. Finally, although experimental research can determine causal effects (e.g., racial discrimination
exists in TNC services in Seattle), it cannot unveil the reasons why the outcome occurred (e.g., why TNC drivers
discriminate against certain races). Further investigation through other research methods (e.g., interviews) is
needed to understand the phenomenon.
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Figure 3: Use Lorenz curves to compare the equity of
public transport service level to demand (population
and employment) [28].

Figure 4: Use Lorenz curves to com-
pare the equity of public transport and
Uber service level to population [54].

4.3 Equity Metrics

Metrics that measure the distribution of some mobility system impacts (e.g., service level) have been widely
adopted in transportation equity evaluation. Unlike statistical tests which focus on the discovery of discrimination
or inequalities, metrics directly gauge the degree of equity by a single value. Equity metrics used in transportation
equity research differ but overlap with those used in fairness in machine learning research. The similarities
between them partially arise from the fact that both fields borrowed ideas from other domains such as social
welfare and economics. For example, Gini coefficient (or Gini index), initially proposed to represent cumulative
income and wealth distribution across a population, is one of the most popular equity metrics used in transportation
to gauge the equity of transportation resource allocation [8]. However, Gini index has not yet received much
attention in machine learning community [57]. Perhaps this is because fairness in machine learning research
has primarily concentrated on classification problems that used in credit scoring, profiling of potential suspects,
hiring, etc., for which other metrics are more appropriate. On the other hand, there are a few metrics, such as the
“80% Rule” [58], were used in both communities [59]. The following examples introduce the use of Gini index
and the ”80% Rule” in transportation equity.

Example 1: Using Lorenz curves to assess public transport equity in Melbourne Delbosc and Currie [28]
proposed to use Gini index as an equity metric of public transit service provision. A Lorenz curve is a graphical
representation of Gini index. The figure below (see Figure 3) illustrates an example of a Lorenz curve representing
the cumulative income across a population. The perfect equitable income distribution is plotted as the dashed
line (line of equity) and an inequitable distribution of income is represented by the solid curve (Lorenz curve). A
point on the solid curve can be interpreted as X percent (e.g., 70%) of population shares about Y percent (e.g.,
25%) of the total income of the population. Gini index is the ratio of the area between the line of equity and the
Lorenz curve (A), divided by the total area under the line of equity (A+B).

Delbosc and Currie applied a gini index to compare the equity of public transport service level to a proxy of
demand (population and employment) in Melbourne. Service level of a census tract is expressed as a composite
index taking into account bus, tram, and rail service areas and frequency. Using the service level index and the
population of each census tract, the authors generated the first Lorenz curve (black solid curve) as shown in Figure
3. The Gini index is 0.68 for overall population in Melbourne. This can be interpreted as 70% of the population
shares 19% of the public transport services. A second Lorenz curve (a grey solid curve) was calculated, taking
into account the employment density. The Gini index for total population and employment is 0.62, appearing
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Table 2: Gini coefficient without and with Uber [54]

more equitable than the first curve. Nevertheless, these two curves suggest that inequalities exist in public transit,
with only a small portion of the population enjoying the majority of transit services.

In this example, the Gini index serves as a measure of horizontal equity, that is, providing equal resources
to those equal in need. The need for transportation supply of each census tract is approximated by population
and employment density. So the perfect equitable distribution is that every unit of population and jobs shares the
same transport resources. The need of special demographic groups (vertical equity) is not considered.

Example 2: Using Lorenz curves to access the equity of Uber and public transit in New York City Most
recently, Jin et al. [54] employed Lorenz curves and Gini index to study the equity of Uber services in New York
City (see Figure 4). They calculated service level for Uber and public transit using a similar approach as Delbosc
and Currie [28]. Their results suggested that Uber is less equitable than public transit: 20% of population shares
the 95% of Uber services.

They further compared Gini indexes of different boroughs for public transit and public transit + Uber (see
Table 2). The results (see Table 2) shows that with Uber, the Gini index of the whole city reduced by about 0.03 on
weekdays and by about 0.008 on weekends. This implies that Uber has insignificant impact on the transportation
equity of New York City.

This study exemplifies how Gini index can be used to compare transportation equity across regions and across
modes. This is possible because Gini index has several desirable features: it does not depend on the size of the
population, the overall transit supply level, or the geographic units. For example, Gini index can be used to
examine the equity of a neighborhood, a city, or a country. And it enables the comparison of equity between a
city with high level of transit supply and one with low supply.

One limitation of Gini index is its heavy reliance on data. As Jin et al. noted, the main reason to choose New
York City as study area is data availability. Beyond availability, all data sources have limitations (e.g., census data
is not up-to-date) that would be calculated into Gini index. Another limitation lies in the way the service level is
calculated. Studies that employed Gini indexes tend to use different methods to calculate service level [30]. It is
unclear whether changing the service level indicator will significantly affect Gini index. These two limitations
suggest that Gini indexes should be interpreted with caution.

Example 3: Evaluation of the equity of bikeshare system accessibility Meng [39] applied the “80% Rule”
to evaluate access equity of a bikeshare system in Chicago. The “80% Rule” was advocated by the US Equal
Employment Opportunity Commission to detect disparate impacts in employee selection procedures. The 80%
Rule states that if the selection rate for minorities is less than 80% of the rate of non-minorities, the procedure
is deemed to be discriminatory [58]. Similar to Ursaki and Aultman-Hall (see Example 1 of Section 4.1), the
analysis is based on the locations of docking stations. The author created a 0.25-mile buffer around each station
as service area, and calculated the demographic characteristics (i.e., race, gender, education, language proficiency,
and income level) of population inside each service area. For each station, the equity metric based on the 80%
Rule is calculated as follows:
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Ratio =
Number of minorities/Total number of minorities

Number of non−minorities/Total number of non−minorities
(19)

The results show that more than 33% of the stations have ratios below 0.8 for all demographic characteristics
(except for gender) under examination.

There are several limitations of this study. First, instead of providing a city-level ratio, the authors computed
station-level ratios and examined equity using the percentage of stations that violate the 80% Rule. This approach
is problematic when the stations are not equally distributed. It is possible that a majority of the stations are all
located in a small portion of the city and they tend to have similar ratios. Second, docking station placement
cannot sufficiently represent access to bikeshare, as discussed in Example 1 of Section 4.1. Despite these
weaknesses, this study serves as a typical example of using fairness metrics to evaluate vertical equity in new
mobility systems.

Advantages and limitations of equity metrics Equity metric provides a single measure of equity, making it
possible to track trends over time and conduct comparative studies between cities. It is easier for non-experts to
interpret compared to statistical tests, therefore suited for conveying evaluation results to broader audience.

However, the reliability of metrics heavily depends on the quality of data sources. Moreover, different metrics
often reflect competing goals. For example, Gini index measures horizontal equity, emphasizing individuals with
equal ability or need gets equal resources. The 80% Rule shares a similar spirit of group fairness [59], which
advocates for equal resource distribution across difference demographic groups. The choice of metrics may
significantly affect evaluation results, so the use of multiple metrics is important.

4.4 Other methods

Apart from the three research methods described above, surveys, interviews, and focus groups have been used for
transportation equity studies. These methods can be used to develop a deeper understanding of why inequalities
exist based on the opinions, attitudes, and experiences from stakeholders of mobility systems. For example,
McNeil, Nathan, et al. [47] conducted a survey of residents living in underserved neighborhoods with bikesahre
stations. The findings revealed that minority respondents have more barriers, for example, costs of membership,
to using shared bikes than non-minorities. This helps to explain why providing adequate spatial access to
disadvantaged neighborhoods alone is not enough to address the disparities in actual use.

5 Transportation Equity and Fairness in Machine learning

In examining the fairness (equity) definitions from transportation equity community and fair machine learning
(FairML) community, we observe that a natural mapping between them can be established, though further effort
is needed to create a consistent mapping between concepts in one domain to the other. Horizontal equity echoes
the spirit of individual fairness (similar people should be treated similarly). Vertical equity resembles group
fairness (sensitive attributes should be independent from outcomes). This is true in cities where there is an uneven
distribution of transport supply across different socioeconomic groups. Vertical equity encourages compensating
for such inequalities by policies favoring disadvantaged groups. This aligns with group fairness that the level of
transportation supply in a city should be the same across different groups. Vertical equity and group fairness are
only “roughly” related because by definition, group fairness stresses “independence” between sensitive attributes
and outcome, whereas vertical equity does not.

The most commonly used method for evaluating horizontal equity is Gini index. It has not attracted much
attention in machine learning community. This may be partially due to the fact that not much attention has been
paid to resource allocation problems in fair machine learning research. On the other hand, machine learning
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community has developed a few metrics for individual fairness. Individual fairness requires that the “similarity”
between a pair of individuals from two demographic groups respectively has to be defined. For example, in
making hiring decisions, the algorithm has to possess perfect knowledge of how to compare the “qualification”
of two individuals. This is often not realistic in practice and we have to come up with a suitable similarity
metric that is best agreed upon among domain experts of a task. Theoretically, individual fairness can be used
to evaluate horizontal equity. For example, in a simplified shared bike allocation problem, we use population
and employment density as the demand for bikes. Then the differences in demand between two areas a and b
can be expressed as d(a, b) according to some similarity function d. Suppose we have an algorithm assigning
bikes to areas, the number of bikes that area a and b will get is f(a) and f(b), respectively. A fair allocation
satisfying individual fairness requires that for every two pairs of areas in the city: D(f(a), f(b)) <= d(a, b),
where D is another similarity function. The difficulty again, lies in the fact that we do not have perfect knowledge
to determine the similarity in demand between two areas.

The majority of transportation equity research focuses on vertical equity. Likewise, more attention has been
devoted to group fairness than individual fairness in machine learning community. Transportation equity heavily
employs statistical tests for equity analysis, which is appropriate for discovering unfairness. Machine learning
uses fairness metrics much more often, because metrics allow researchers to reduce achieving fairness goals to a
much simpler problem: minimizing a value that represents unfairness. This is also valid in terms of algorithm
design. In fact, some metrics, such as the 80% Rule, have been used in both communities. This connection may
open great possibilities for bridging these two domains.

Fair machine learning community focuses almost exclusively on methods, whereas transportation equity
concerns more about applications, policies, and interventions. Although fair machine learning approaches hold
great promises in optimizing resource allocation in mobility settings, there is a long way to go to design, deploy,
and evaluate a fairness-aware data-driven system as a real-world application. At the end of this paper, I hope to
highlight the urgency of convergence of these two fields. Ultimately, researchers with knowledge in both fields,
practitioners, policy-makers, and citizens should work together towards a common goal: a fair and effective
transportation system for all citizens.

6 Conclusion

This paper summarized the findings and methods of equity studies in mobility systems, with a focus on new
mobility systems. For new mobility services, it is generally agreed that disparities exist in the access and use
of docked bikeshare system, but the equity implications of ride-hailing are still unclear. Further research is
needed to understand how to deliver a more equitable new mobility system to serve the need of different groups.
Many research methods have been employed in transportation equity studies. Different methods vary in their
objectives, strengths and weaknesses. Correlational research can exploit a wide range of data sources and discover
associations among many factors, but it cannot determine causal relationships. Equity metrics enable comparative
studies among cities and assessment of changes over time, but their reliability is highly dependent on data.
Experimental research can produce reliable findings, but is expensive and difficult to control all extraneous
variables. The choice of research methods depends on research goals, and multiple methods can be used together
to complement each other.

Given the similarities in objectives, concepts, and methods between transportation equity community and
fairness in machine learning community, bridging these two domains together holds promise to enable multi-
disciplinary breakthroughs.
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