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Abstract

The rise of self-employment empowered by platforms such as Amazon Mechanical Turk and Uber has
drastically changed our perception of work. The possibility to link requesters and workers from all over
the world in a scalable manner has resulted in advancements in the work world that would not have been
possible otherwise. However, many ethical concerns related to fairness, transparency, and bias regarding
these new forms of work have also been raised. In this paper, we present our vision on these ethical issues,
how they can be combated in the future of work, and how this will impact the data management research
community and future work platforms.

1 Introduction

The rise of online piecework platforms such as Amazon Mechanical Turk! and Uber? are profoundly changing
the way we conduct work. These platforms typically link requesters to workers from all over the world in a
scalable manner, providing the opportunity to accomplish work in an unprecedented way. However, while these
transformations offer numerous opportunities to both stakeholders, they also bring threats especially for workers,
who are more vulnerable against requesters’ demands and platforms’ setups. The traditional work environment
is highly regulated through law to avoid power imbalance and thus abuses from the more powerful actor, the
employer, can be avoided. Online work platforms remain, at this time, less subject to strong regulations, which
could then foster unfair situations. Several studies have already pointed out the potential drawbacks of the
practices of online work platforms especially towards workers [10]. The different roles and activities offered by
online work platforms (e.g., requesters, contract workers, micro-tasking, etc.) make the creation of an ethical and
fair work environment challenging. Indeed, while the main role of a platform is to allocate workers to available
jobs, it also needs to ensure work payments and the security of both requesters and workers.

In the future, work facilitated by online platforms may become unfair or harmful in the absence of a strong
and deep ethical reflection. An ethical approach in this context is defined as stakeholders in the “loop of work™
doing the “right things” based upon rationally justifiable standards. It is important to ensure that any artifact in
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the loop should not be used in ways that can harm people, the environment, and society. As such, each artifact
would have to follow certain legal, regulatory, and ethical frameworks. It is important to ask questions about
the relationship between humans and computational entities in terms of what are the implications of replacing
and supplementing humans with machines, and also try to foresee both utopian and dystopian future-of-work
scenarios in order to be prepared for both an optimistic future as well as a pessimistic future. The role of work
platform in the relationship between the job providers and the workers has to be better defined and regulated as
compared to the current situation. Indeed, platforms could play several roles: putting in relation requesters and
workers, transferring payments between them, ensuring a virtual platform where to do work. These roles have to
be defined precisely and need to follow relevant legal obligations. The notion of work contract in this context
becomes complex and often not well defined, as it puts in relation three parties (i.e., job providers, workers, and
platforms) and in different contexts (e.g., online and offline). Requesters, workers, and platforms can also be in
different countries and the question of which work legislation should apply is complex.

In this paper, we point out that practices of online work platforms may raise ethical issues which must be
handled to aspire for a sustainable Future of Work (FoW). We focus on issues related to privacy, accountability,
fairness (with regard to compensation and job allocation for instance), transparency and explainability. We offer a
detailed view of each of them, presenting existing research and suggestions about future directions.

We first detail them, presenting how they appear today and how they are addressed by existing scientific
literature. Then, we suggest a path forward, for each of them. We focus on ethics in this case, as it would apply
to the stakeholders consisting of the “worker”, the “requester” and the “platform”. The rise of online work
platforms raises several major ethical issues: (i) privacy/access control - ensuring that the use of the personal
data is not used for harmful purposes; loss of personal information can result in negative consequences which
could have an effect on physical and mental health and hence access control becomes an important tool for the
protection of privacy, (ii) accountability - identification of outcomes and procedures and association with the
appropriate entities, with the goal of not violating system or organizational policies and rules for compliance, (iii)
fairness - in terms of equity or equality of decision outcomes such as compensation to workers, (iv) transparency
of decision making processes including rejected job applications, decision on task assignment, and on reward
allocation, (v) and explainability of processes involved. These last two focus on the degree of justification and
truthfulness regarding explanations and information provided in the process of work as well as the rewards and
the assignments.

2 Related Work

Several researchers have started to explore online work platforms especially in the context of crowdsourcing.
Crowdsourcing involves the distribution of tasks to various people, often across the world, via the Internet. The
strength of crowdsourcing is that a variety of skills are instantly available and work can be conducted online in
any language. From the point of view of these piecework workers, while some may be working at hours when
they are not in their official work capacity, in order to make some extra money, for others, like Uber drivers, the
work may actually be a full time job. In this section we review some of the related work regarding work condition
and ethics of crowdsourcing.

Deng et al. [4] explore microtask crowdsourcing as perceived by crowd workers, revealing their values
as a means of informing the design of such platforms. Analyzing detailed narratives of 210 crowd workers
participating in Amazon’s Mechanical Turk, they uncovered a set of nine values they share: access, autonomy,
fairness, transparency, communication, security, accountability, making an impact, and dignity. They found
that these values are implicated in four crowdsourcing structures: compensation, governance, technology, and
microtask. Two contrasting perceptions—empowerment and marginalization—coexist, forming a duality of
microtask crowdsourcing. Their study heightens awareness of worker marginalization in microtask crowdsourcing,
and offers guidelines for improving crowdsourcing practice. Specifically, they offer recommendations regarding
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the ethical use of crowd workers (including for academic research), and call for improving platform design for
greater worker empowerment.

Adda et al. [1] discussed the issue of compensation (monetary or otherwise) for completed tasks on
crowdsourcing platforms. They also discussed the ethical and legal issues raised when considering work on
crowdsourcing platforms as labor in the legal sense. They used crowdsourcing for under-resourced languages as a
case study to exemplify the different issues they discussed. Finally, they proposed some specific solutions for
researchers who wish to use crowdsourcing in an ethical manner.

Gellman [6] reviewed legal and regulatory issues that federal agencies face when they engage in citizen
science and crowdsourcing activities. His report identified relevant issues that most federal agencies must consider,
reviewed the legal standards, suggested ways that agencies can comply with or lawfully evade requirements,
and discussed practical approaches that can ease the path for federal citizen science and crowdsourcing projects,
including procedural activities, cooperative actions, legislative changes, and regulatory adjustment.

Brey [3] provided a critique of mainstream computer ethics and argued for the importance of a complementary
approach called disclosive computer ethics, which is concerned with the moral deciphering of embedded values
and norms in computer systems, applications and practices. Also, four key values were proposed as starting
points for disclosive studies in computer ethics: justice, autonomy, democracy and privacy. Finally, it was argued
that research in disclosive computer ethics should be multi-level and interdisciplinary, distinguishing between a
disclosure level, a theoretical level, and an application level.

Schmidt [16] discussed some of the ethical implications of crowdsourcing in general and of contest-based
crowd design in particular, especially in regard to the question of fair payment. He established four different
categories of crowdsourcing with separate ethical challenges and argues for the crowd work industry to develop a
code of ethics from within, in order to counter the exploitation and abuse that it often enables. In [13] authors
proposed and tested such a bottom-up approach to defining a code of practice for crowdsourcing platform use
which resulted in a set of guidelines for requesters to provide fair work conditions to Mechanical Turk workers.

Williamson [18] examined the ethics of crowdsourcing in social science research, with reference to her own
experience using Amazon’s Mechanical Turk. She pointed out that many people work long hours completing
surveys and other tasks for very low wages, relying on those incomes to meet their basic needs. She resented
her own experience of interviewing Mechanical Turk participants about their sources of income, and she offered
recommendations to individual researchers, social science departments, and journal editors regarding the more
ethical use of crowdsourcing. In [8], authors present a data-driven study of crowd worker wages showing how,
on average, Mechanical Turk workers earn about $2 per hour while only 4% earns more than the US federal
minimum wage.

Ford et al. [5] reviewed the various ways organizations employ non employees to overcome human resource
limitations. They then focused on crowdsourcing as a novel source of external labor. After presenting key
questions that every organization considering the use of crowdsourcing must address, they offered specific
recommendations for those organizations who choose to employ a crowd to meet their needs.

Saxton et al. [15] provided a practical yet rigorous definition of crowdsourcing that incorporates crowds,
outsourcing, and social web technologies. They then analyzed 103 well-known crowdsourcing websites using
content analysis methods and the hermeneutic reading principle. Based on their analysis, they developed a
“taxonomic theory” of crowdsourcing by organizing the empirical variants in nine distinct forms of crowdsourcing
models. They also discussed key issues and directions, concentrating on the notion of managerial control systems.

Garber et al. [7] demonstrated that the crowdsourcing model of research has the potential to cause harm
to participants, manipulates the participant into continued participation, and uses participants as experimental
subjects. They concluded that protocols relying on this model require institutional review board (IRB) scrutiny.

Harris [9] explored the potential for which crowdsourcing may be used to bypass commonly-established
ethical standards for personal or professional gain. Adda et al. [2] demonstrated that the situation in crowdsourcing
is far from being ideal, be it from the point of view of quality, price, workers’ status or ethics. Their goal was
threefold: 1- to inform researchers, so that they can make their own choices with all the elements of such reflection
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in mind, 2- to ask for help from funding agencies and scientific associations, and develop alternatives, 3- to
propose practical and organizational solutions in order to improve new language resources development, while
limiting the risks of ethical and legal issues without letting go of price or quality.

In this paper we present a summary of the current and envisioned future forms of work taking a stand on the
ethical challenges that will need to be faced, including issues of transparency, fairness, and bias.

3 Open Issues in Current Platform-based Work

Empowering workers and protecting their rights and privacy should be at the heart of the Future of Work (FoW).
This is a critical challenge as, while work platforms have a global reach, policies and regulations remain local
for the most part. Advances in cybersecurity can be used to address privacy and access control mechanisms to
guarantee that the right actors have visibility of the right data. Platforms should provide different privacy settings
and be transparent about what data about workers is exposed and to whom. Requesters should be transparent
about what the purpose of work is, and how the work outcome will be utilized. They should also be able to
protect their confidential information when needed and to protect the copyrights and intellectual property of the
work done by workers. Fair compensation for workers, including base payments, bonuses, benefits and insurance
should be guaranteed and regulated by law. Workers should have the freedom to choose the compensation type
they deem acceptable. Finally, job allocation should be transparent, fair and explainable by design. Worker’s
sensitive attributes that might bias the job allocation process should be protected. Auditing mechanisms to ensure
compliance with fair, transparent and explainable job allocation and compensation need to be developed and
adopted. Even though these ethical approaches are well known in the context of traditional work settings, these
are more complex when applied through virtual platforms such as crowdsourcing. Workers are not considered as
employees of the platforms but rather as self-employed workers that are paid for a one-off service. The question of
which type of relation exists between workers and platforms is complex as different countries and states legislate
differently on this issue. For example, California would consider drivers of Uber as employees. Platforms have
also some other legal obligations such as the security of workers or requesters. For example, Uber has been
banned from London because it was not able to guarantee the security of the drivers and customers.

In terms of fairness, an interdisciplinary approach will be required to develop novel methods to assess
and quantify algorithmic fairness in job allocation practices. For example, looking at bias trade-offs between
fully-algorithmic vs human-in-the-loop job allocation methods where algorithmic bias could lead to different
issues as compared to implicit bias in humans. This will also result in higher levels of algorithmic transparency
for job allocation where decisions should be easy to explain independently of whether they have been made by
humans or by Al models. Processes and procedures should be in place to specify how to best address unfair
cases, e.g., by means of additional rewards for workers or novel/better job opportunities. We also envision novel
methods to make job allocation distribution (i.e., the long tail effect where few workers complete most of the
available jobs) and time spent on jobs more transparent to workers and external actors like compliance agents.
For example, visual analytics dashboards that communicate to workers how much time they spent and how much
money they have earned on a platform, with warnings on risks for addiction or on unfair payments, or how
transparent the requesters are with regard to the rules and procedures regarding compensation, for instance, are
important in the FoOW space. The power of the platform to delete the account of a worker or to prioritize particular
workers over others creates difference in the work relations among the platform. These decisions should not only
be explained, but processes should be put in place for workers and work providers to contest these unilateral
platform decisions.

To summarize, in most of online work platforms, workers are currently poorly protected from the pressure of
platforms and work providers, thus creating a power imbalance that puts workers in an unfavourable condition with
limited or no contractual power. This situation raises a growing number of ethical issues related to privacy/access
control, fairness and compensation.
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First, the level of privacy is currently quite low since workers do not have control over their own data and their
final work output. As IP regulations are non clear or almost non-existent, transfer of property rights is currently in
favour of requesters which use the results/outputs of the crowd as they wish. Moreover, data relating to workers
(personal information and online behaviour, for instance) are under the complete control of the platform and of
the requesters.

Second, workers’ compensation is limited. In some circumstances, workers are ready to work for free
as they find some intrinsic motivation to do the job (pleasure to do a fun task, satisfaction to take part in a
social/humanitarian/scientific project, willingness to be recognized by peers or the need to develop human and
social capital). However, voluntary work also raises a number of issues: how to recruit enough volunteers? How
to ensure work quality? How to mobilize them for a specific task within a specific time frame? Most of the
time, workers are compensated by means of task-based payments. Here also, a huge number of issues emerge
regarding this compensation mechanism. Task-based payment often leads to very low income, which is typically
under the official minimum wage of the worker’s country as the workers cannot negotiate their compensation.
In addition, workers do not have the usual work benefits they would typically have in traditional work such as
luncheon vouchers and health insurance, for instance. Finally, workers have no social security as they do not get
paid if they are unable to work for any reasons (disease, lack of skills, less job offers, etc.).

Third, job platform offer a great opportunity for people who cannot work in a physical workplace to work
anyway online. However, it remains, at the same time, a place where discrimination is currently maintained and
perpetuated.

4 Requirements for the Future of Work

Workers’ privacy should be at the heart of the future of work. Platforms should provide different privacy options
and be transparent about what worker data is exposed and to whom. Access control for requesters should also be
supported, for instance by having workers sign non-disclosure agreements for sensitive work. Finally, requesters
should be transparent about what the work is for, and how the work outcome will be utilized and who owns what.

Compensation for workers should be fair and regulated by law. More training for workers should be provided,
as this is mutually beneficial for workers and requesters and leads to a higher worker retention rate. Transparent
work contracts that clearly indicate conditions of work should also be available. Base payments and bonuses
should be provided for paid work as well as work protection and insurance for volunteers. Workers should have
the freedom to choose among different compensation types (either paid, free or platform credits, for instance).

Finally, job allocation should be transparent and fair. Work platforms should explain to workers why or
why not they have been allocated certain jobs. The job allocation algorithms should be open and explainable
by design. Access control on sensitive attributes that might bias the job allocation process should be supported.
Auditing mechanisms to ensure compliance with fair, transparent and explainable job allocation should be in
place. Regulations to guarantee compliance with fairness requirements should be implemented.

The Universal Declaration of Human Rights (UDHR) (www.un.org/en/universal-declaration-human-rights/)
points to the inherent dignity of human beings as the foundation for freedom, justice and peace in the world. It
would be important to revisit the UDHR to develop fundamental principles of consistent and fair crowdsourcing
practices for the future.

S Impact on Data Engineering Research

5.1 Research on Privacy and Access Control

In terms of privacy and access control, required changes for FoW platforms will trigger advances in research on
cybersecurity including topics on privacy management and access control. This will include designing novel and
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usable privacy control mechanisms for all involved actors where workers can decide how much information to
disclose to the platforms at different points in time and for different jobs, requesters can have data confidentiality
guarantees in place where confidential data and business processes can be safely managed even if exposed to
external on-demand workers. For example, NDA workers will be trusted not to disclose confidential information
they may encounter while completing jobs with well defined legal implications in case of non compliance.

Together with advances in the computational field, we envision a catch up of the regulatory framework
around the future job market where international law research will need to deal with challenges of conflicting
regulations across national boundaries for cases in which the different actors involved are covered by different
legal systems. From an ethical point of view, research practices will need to adapt to make sure experimenters
disclose information to participating subjects on how they are being involved in an experiment and for which
purpose their data is being used (e.g., informed consent).

In terms of compensation, we envision a more structured approach where researchers will be required to
follow standard guidelines on how to reward participating subjects. This may include standards for monetary
rewards (e.g., official price list per task type) as well as standards on how to manage volunteer participation (e.g.,
researchers being required to follow up with participants to disseminate the results of their research conducted
thanks to volunteer contributions).

5.2 Research on Fairness

Fairness is an ethical concept which is addressed by numerous fields and perspectives. Roughly defined, fairness
is the idea that an individual should obtain what it deserves. In work platforms, the issue of fairness mainly
concerns the compensation system and job allocation process.

In terms of fairness, an interdisciplinary approach will be required to develop novel methods to assess
and quantify algorithmic fairness in job allocation practices. For example, looking at bias trade-offs between
fully-algorithmic vs human-in-the-loop job allocation approaches where algorithmic bias could be different from
implicit bias in humans. It would also be necessary to be cognizant of selection bias, where the data inputs to the
algorithms are not representative of a population and could result in conclusions that would favor certain groups
over others. Further, it would be necessary to look out for unintended promotion of biases where feedback loops
perpetuate bias in results.

By compensation, we refer to what is obtained by the worker in exchange for their work. In some cases,
workers are willing to work without financial compensation in the extent that they find some intrinsic motivation
to do the job, for instance, pleasure to do a funny task, satisfaction to take part to a social, humanitarian or
scientific project, development of human and social capital. Most of the time, workers are compensated by a
task-based payment, which raises a huge number of fairness concerns. One of the most prominent issue is the low
income associated to task-based payments. As the workers cannot negotiate their compensation, they are often
paid under the official minimum wage of their country. In addition, workers cannot benefit of usual advantages
granted to traditional workers as health insurance, for example. Lastly, workers lacks of job security since if they
are unable work for any reasons (illness, lack of skills, no job offer), they would not get paid.

As the unfairness of compensation is the most visible abuse of current paid crowdsourcing, we advocate for
the development of strong regulation through national and international law. From an ethical point of view, we
propose to implement for each kind of task, a base payment estimated by automatic calculations or negotiated by
stakeholders. This minimum payment could then be supplemented by bonuses based on work performance. In
addition, we claim that the main compensation type (i.e. financial compensation) is severely limited as compared
to the wide range of compensation types potentially adopted. We therefore suggest to extended the kind of
compensation also including training, bonuses, credit for insurance or social protection, or any other convenience
item on the platform. Workers could hence choose the kind of compensation they prefer in accordance with theses
goals or actual situation. As far as voluntary work is concerned, we recommend the mandatory integration of
an insurance scheme which could prevent the occurrence of mental health issues caused by the job (e.g., due to
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online content moderation tasks).

5.3 Research on Algorithmic Transparency

This will also result in higher levels of algorithmic transparency for job allocation where job allocation decisions
should be easy to explain independently of whether they have been made by humans, algorithms, or by a
combination of those. The other side of the coin is to develop methods to assess algorithmic unfairness [17].
While it may be easy for a human to determine what is fair or unfair based on fundamental ethical principles,
understanding the level of fairness or unfairness is important in order to make decisions. Quite obviously there
would be several situations where one would have to take the most fair or least unfair decision. This also
calls for an additional research direction - methods to fix unfair decisions. In cases in which job allocation or
compensation decisions have been judged to be unfair by a compliance verification step, processes should be in
place to specify how to best address the situation, e.g., by means of additional rewards for workers or novel/better
job opportunities. We also envision novel methods to make job allocation distribution (i.e., the long tail effect
where few workers complete most of the available jobs) and time spent on jobs more transparent to workers and
external actors like compliance agents. For example, visual analytics dashboards that communicate to workers
how much time they spent and how much money they have earned on a platform with warnings on risks for
addiction or unfair payments.

While, to-date, the literature has discussed the human-in-the-loop, soon, researchers will need to be studying
society-in-the-loop (SITL) [12] methods. Innovations need the wisdom of the crowd, in fact, the collaboration
of the crowd with algorithms is expected to be the future [11]. Rahwan [12] points out that, to move from
human-in-the-loop to SITL, would be necessary in the case to have mechanisms for negotiating the values of
various stakeholders, bringing in the social contract. This results in a whole new level of complexity, since often,
aspects of the social contract are implicit rather than explicit and are embedded in social norms bringing in issues
of ethics. Further, there is the issue of how to resolve trade-offs between security and privacy, or various aspects
of fairness while at the same time considering unbiased inputs to algorithms through algorithmic regulations.

An interesting evolution in the context of FoW is the use of smart contracts which are developed to design
and manage virtually contracts. They are used to establish contract between different participants and the rules of
this contract are ensured by methods currently based on block chains. The ability to express a formal contract
that could be transparent for the different participants and be ensured by some clear and automatic mechanisms
would simply and clarify the interactions between workers and requesters.

6 Impact on Work Platforms

As ethical issues of FoW lies heavily on governance mechanisms, work platform will be impacted at several
levels. Depending on the evolution of law, platform transformations will be voluntary or mandatory.

Ensuring privacy and increasing access control means providing all users (worker and requesters) with the
ability to modulate their privacy parameters. They must be able to decide what kind of information can be
disclosed and to whom. For instance, the user account may include a section called “privacy parameters” where
users have access to information related to them (personal information, work history, log files, performance
measure, and so on) and for each users could switch a button to express their willingness to disclose it. Since
users’ behaviours are tracked and monitored, they need to know what kind of data is being collected, for what
reasons, how is is treated, where it is stored and when it gets deleted. Regarding the platform, theses needs
implies to provide users a space where they can get informed (e.g., a section in the user account). Information
relating to the treatment of behaviour’s data could also be included in the general policy which should be read
and accepted by any users.

As fairness issues lie on the algorithms used by platforms to select workers, assign jobs, and evaluate outputs,
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platforms should be accountable for them. Many mechanisms to restrict the use of highly-unfair algorithms are
available: disclosing them to the public, legal authorities or third parties, compliance to law, and frequent auditing.
Thanks to the future developments in algorithms auditing research [14], Fow should rely on sophisticated auditing
techniques and tools. Platform development would be impacted since they will have to be more rigorous when
designing algorithms, integrating fairness while building algorithms, and accept frequent auditing processes.
Depending on the development of law and scientific research on fairness measures and scales, compliance to
standards may be formally required. Support to requesters and workers is another driver of fairness. Platforms are
in the best position to do so. Today, some platforms already offer their support for designing tasks, defining the
reward, and controlling quality. However, this service is rare and most of the time it does not consider fairness. In
addition, platforms often take the requesters side in case of conflict with workers as they are seen as the customer.
In the Fow, platforms should become more active and concerned about requesters needs as well as about the
quality of requester-worker relationships. They can, for example, develop algorithms in order to model the
utility function of the workers, be moderating and listening to both sides during conflict resolution, helping to fix
performance criteria for requesters, and provide opportunities for improvement to workers. A greater monitoring
of the platform activities may lead to avoiding mistakes, abuses, and unfair decisions.

Fow platforms should integrate a sophisticated compensation system. First, the different kinds of compensa-
tion can be expanded to include training, bonuses, insurance, and others. Training appears as a compensation type
that may be beneficial to all stakeholders: For the platform, it is a good way to obtain better crowd retention rates;
requesters then would have access to highly skilled workers; and workers could earn better wages. Insurance
could prevent workers being harmed by the work itself, especially in the case of voluntary jobs. Taxes may be
charged to platforms, in order to fund compliance activities and worker insurance. With this system, platforms
could then offer the opportunity to workers to decide how they want to be compensated. To go further, they could
design a recommendation system which does a matchmaking between work/workers/kind of compensations. At
the second level, when focusing on the monetary compensation, FoW will include specific support mechanism
for setting rewards to prevent unfairness (e.g., checking the average wage balance across genders). Helping
requesters to fix a reward which matches the difficulty and the length of the task would be a good way to ensure
that workers will receive a decent payment. Guidelines for worker compensation can be also be made available
by platforms. Ideally, fair Fow platform will deny jobs with a very low monetary compensation. However, as
requesters are the main customers of these platforms, it is more realistic to envision a negotiation process unless
strict regulations are put in place.

As discussed in this study, FoW platforms have to face complex challenges as they are designed to serve
different purposes: their main role is to match workers and requesters but they also provide payments to the
workers, guarantee the security of workers and requesters, provide the technical support for running the tasks.
If the matchmaking challenge has got a lot of attention by the research community, the other issues are often
forgotten even though they have important ethical aspects. The current mix of the different roles in work platforms
creates high complexity in managing access control over the data as well as challenges related to fairness and
explainability. We believe that a clearer distinction of the different roles in platforms and possibly a better
separation of them could lead to more ethical work processes.

7 Conclusions

FoW will require overhauling the design and engineering of online job platforms to enable the collection, storage,
retrieval, analysis, and mining of a wide array of human data across different types of technology-driven work. A
fair bit of engineering and testing will be needed to ensure the development of scalable and portable platforms
and the integration of multi-stakeholder goals in efficient and effective ways.

We call the data engineering community to consider working on the upcoming FoW research challenges
as data will be the key enabler of the FoW. While doing this, we urge the community to also consider the
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ethical dimension of innovative solutions to make sure that aspects of privacy, accountability, fairness, and
transparency/explainability are embedded by design in such data-driven solutions for FoW platforms.
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