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Letter from the Editor-in-Chief

About the Bulletin

This June’s issue is the start of the editorial tenure of four new editors. I am both proud and humbled by my
continued success in recruiting top notch technical people when I invite them to be Bulletin editors. This success
is, indeed, the ”secret sauce” responsible for the Bulletin’s continued success.

With the above as prelude, I am proud to announce that the new Bulletin editors are, in alphabetical order,
Philippe Bonnet of ITU Copenhagen, Joseph Gonzalez of UC Berkeley, Guoliang Li of Tsinghua University,
and Alexandra Meliou of UMASS Amherst. Their contact information appears on the inside cover of this issue.
This talented team will be bringing you Bulletin issues over the next two years.

The Current Issue

There is a bias among some in the research community to focus on solvable problems. You create a program or
system and it either solves the problem or it does not. Meanwhile, in the real user community, technical people
struggle at tasks that have to be done where it is either impractically difficult or impossible to provide a technical
approach that simply solves ”the problem”.

Data integration is such a problem. It is important because there are 10’s, 100’s, even 1000’s of data sources
that all too frequently need to be “integrated” in some way to solve a real world problem. This problem is
sufficiently hard and costly that incremental improvements can be very important. For example, reducing the
amount of human involvement in the data integration activity can produce important cost savings and even lead
to better results.

Data integration is the subject of the current issue. A quick look at the table of contents will show you
that data integration has become a “first class” problem for our field. Authors come from universities, large
companies, former start-ups, etc., with the divisions between these homes in flux. This illustrates the excitement
in the area. Guoliang Li has reached out to these communities in his effort to give you this survey of the field.
The issue is a snapshot in time of this challenging area, where the state of the art is improving continually. I
want to thank Guoliang for a very successful issue on an important topic.

ICDE 2019

The current issue includes an ICDE 2019 call for papers on page 116. ICDE is a premier database conference
and the flagship conference of the Technical Committee on Data Engineering. This year’s submission deadlines
are earlier than in the past, and there is a two round submission process. The intent is to provide authors earlier
feedback and a better opportunity to publish their work earlier in the year. ICDE 2019 is in Macau, which has,
via adjacency to Hong Kong, great air connections to the rest of the world. I hope to see you there.

David Lomet
Microsoft Corporation
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Letter from the Special Issue Editor

Data integration is a long-standing problem over the past few decades. As more than 80% time of a data science
project is spent on data integration, it becomes an indispensable part in data analysis. In recent few years,
tremendous progress on data integration has been made from systems to algorithms. In this issue, we review
the challenges of data integration, survey data integration systems (e.g., Tamr, BigGorilla, Trifacta, PyData),
report recent progresses (e.g., explaining data integration, data discovery on open data, big data integration
pipeline for product specifications, integrated querying of table data and S3 data, crowd-based entity resolution
and human-in-the-loop rule learning), and discuss the future of this filed.

The first paper, “Data Integration: The Current Status and the Way Forward” by Michael Stonebraker and
Ihab F. Ilyas, discusses scalable data integration challenges based on the experience at Tamr, and highlights
future directions on building end-to-end scalable data integration systems, such as data discovery, human in-
volvement, data exploration, and model reusability.

The second paper, “BigGorilla: An Open-Source Ecosystem for Data Preparation and Integration” by Alon
Halevy et al, presents BIGGORILLA, an open-source resource for data preparation and integration. The paper
describes four packages – an information extraction tool, a schema matching tool, and two entity matching tools.

The third paper, “Self-Service Data Preparation: Research to Practice” by Joseph M. Hellerstein et al, re-
views self-service data preparation, which aims to enable the people who know the data best to prepare it. The
paper discusses the key tasks in this problem and reviews the Trifacta system on how to handle these tasks.

The fourth paper, “Toward a System Building Agenda for Data Integration (and Data Science)” by Anhai
Doan et al, advocates to build data integration systems by extending the PyData system and developing more
Python packages to solve data integration problems. The paper provides an integrated agenda of research, system
building, education, and outreach. The paper also describes ongoing work at Wisconsin.

The fifth paper, “Explaining Data Integration”, by Laura Haas et al, reviews existing data integration systems
with respect to their ability to derive explanations. The paper presents a new classification of data integration
systems by their explainability and discusses the characteristics of systems within these classes. The authors
also present a vision of the desired properties of future data integration systems with respect to explanations.

The sixth paper, “Making Open Data Transparent: Data Discovery on Open Data” by Renée J. Miller et al,
discusses the problem of data discovery on open data, e.g., open government data. The paper considers three im-
portant data discovery problems: finding joinable tables, finding unionable tables, and creating an organization
over a massive collection of tables.

The seventh paper, “Big Data Integration for Product Specifications” by Divesh Srivastava et al, presents
an end-to-end big data integration pipeline for product specifications. The paper decomposes the problem into
different tasks from source and data discovery, to extraction, data linkage, schema alignment and data fusion.

The eighth paper, “Integrated Querying of SQL database data and S3 data in Amazon Redshift” by Yannis
Papakonstantinou et al, discusses query planning and processing aspects in Redshift, which provides integrated,
in-place access to relational tables and S3 objects. The paper proposes techniques to optimize Redshift.

The ninth paper, “Robust Entity Resolution Using a CrowdOracle” by Divesh Srivastava et al, studies the
problem of crowdsourcing-based entity resolution. The paper summarizes the CrowdOracle pipelines and de-
scribes a common framework consisting of simple operations.

The last paper, “Human-in-the-loop Rule Learning for Data Integration” by Ju Fan and Guoliang Li, pro-
poses human-in-the-loop rule learning for effective data integration. The approach first generates a set of can-
didate rules, proposes a machine-based method to learn a confidence for each rule using generative adversarial
networks, and devises a game-based crowdsourcing framework to refine the rules.

I would like to thank all the authors for their insightful contributions. I hope you enjoy reading the papers.
Guoliang Li

Tsinghua University
Beijing, China
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Data Integration: The Current Status and the Way Forward

Michael Stonebraker
MIT

stonebraker@csail.mit.edu

Ihab F. Ilyas
University of Waterloo
ilyas@cs.uwaterloo.ca

Abstract

We discuss scalable data integration challenges in the enterprise inspired by our experience at
Tamr1. We use multiple real customer examples to highlight the technical difficulties around building a
deployable and usable data integration software that tackles the data silos problem. We also highlight
the practical aspects involved in using machine learning to enable automating manual or rule-based
processes for data integration tasks, such as schema mapping, classification, and deduplication.

1 Introduction

In this paper, we comment on the status and the issues in data integration from the perspective of Tamr, a
commercial company that provides a novel solution to a long-standing challenge, namely, traditional enterprise
data integration. Rather than relying on a rule-based approach, Tamr employs supervised machine learning
as the primary way of combining large numbers of data sources. The company is based on the Data Tamer
academic system [13].

Most large businesses are decomposed into independent business units to facilitate agility. Such units are
typically free to “do their own thing”, without being hindered by corporate-wide issues. For example, adopting
a specific global schema for a specific entity type (e.g., customers) across all units is often impossible as the
needs of these units are different. Waiting for consensus across all the business units means it would take forever
to get anything done. This leads to data silos (one for each unit), where similar data are stored with different
granularity, schema, and even contradicting and inconsistent details. A typical enterprise has many such silos,
and a major goal of many enterprises is after-the-fact integration of silos for business gain. Such business gain
often involves cross selling, a better understanding of the customer base or lowering the expenses of product
lines. Such activities span many business units and require classifying, integrating, linking and aggregating the
data from their silos.

Example 1 (GE Supplier Integration): GE has approximately 75 active procurement systems, with approx-
imately two million records. The CFO determined that the company could save $100M per year from the
following strategy: when the contract with an external vendor comes up for renewal in one of these procurement
systems, empower the purchasing officer to discover the terms and conditions negotiated by his counterparts in
other business units, and then allow him to demand most favored nation status. To accomplish this, 75 indepen-
dently constructed supplier databases must be integrated. In fact, the value is mostly in the long tail since the

Copyright 2018 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering

1www.tamr.com
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major suppliers are routinely scrutinized. Hence, a strategy that integrates only the major suppliers will fail to
provide additional value.

A typical data integration workflow of the 75 different supplier databases is as follows: (a) Raw source data
is “ingested” into a common system (often a data lake); (b) Records are transformed into common units (say
Euros to Dollars) via a series of transformation rules, modules and services; (c) Errors are cleaned [8]; typically
15% of the values are missing or incorrect, and most integration tools expect these errors to be at least spotted
or nulls to be identified; (d) The different schemas of the sources are matched to line up the columns. This step
is crucial in enabling comparing records across sources; (e) Deduplication and record linkage tools [4, 7, 10] are
used to cluster records. Each cluster of records is thought to represent the same entity; and finally (f) Golden
canonical values must be selected for columns in these clusters (e.g., a common address must be selected for
each supplier) to produce a final integrated data set that can be consumed by downstream spend analytics.

In effect, 75 supplier data sets are pushed through this pipeline to generate an integrated composite data
set, through which purchasing officers can find the most favorable terms and conditions, among other possible
queries. The pipeline has to be able to support incremental processing of new suppliers (or deleted suppliers),
without the need to redo the whole workflow from scratch on all of the source data.

The previous example focused on a schema matching and record deduplication workflow of data that rep-
resents the same real-world entity scattered across silos. However, data integration often involves other tasks,
such as classifying input records to known ontologies (e.g., standards or master dictionaries), as we show in
Example 2. This classification step is often interleaved with the deduplication and schema mapping steps to
carry out an end-to-end integration project.

Example 2 (GE Parts Classification): In addition to the schema mapping and deduplication tasks in Exam-
ple 1, a second GE problem is to classify 20M spend transactions into an existing GE classification hierarchy (a
given taxonomy for various parts). A spend category could be machine parts and a sub category could be bolts.
A further classification could be stainless steel bolts. GE engineers wrote more than 500 rules to specify which
bucket a spend record was in (e.g. taxi rides should be classified as travel).

A functional interactive workflow has to support a “rollback” functionality to support false starts, or trying
different configurations for each of these steps or components. The workflow must be also able to call external
modules, such as web services, locally or externally developed tools, or other software packages (i.e. acting as
a master to other workflows). In addition, an integration workflow has to fit into workflows run by other more
general pipelines (e.g., business intelligence or analytics workflows).

In our opinion, the most interesting data integration problems are ones that require scalability. Any method-
ology (including manual integration) is probably capable of integrating 1000 records from each of 10 data
sources. However, for problems that deal with larger data scale like the one in the previous example, scal-
able execution of these pipelines is a must, and in fact, has been the main hurdle in deploying data integration
software in real scenarios, despite the long history of the problem in both academia and industry.

This paper discusses the current state of the art and future challenges in scalable data integration from
the perspective of Tamr, and is informed by interacting with large enterprises over the last five years. In
Section 2, we discuss why traditional solutions do not scale, the use of machine learning for automation and
for replacing/augmenting rule-based approaches, and we discuss why building such systems is hard due to
scale, dirtiness of data, and resistance to adoption inside the enterprise. In Section 3, we shed some light on
future directions and missing pieces that need to be addressed to build scalable end-to-end data discovery and
integration systems. We conclude in Section 4 by a summary and final remarks.
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2 Scalable Data Integration

2.1 Traditional Solutions Do Not Scale

The traditional wisdom in dealing with large scale data integration projects is to use what is referred to as a
Master Data Management (MDM) system, such as those available from Informatica and IBM. Using an MDM
system, one performs merge/purge (deduplication and golden value selection) often using a rule-based system,
which allows users and experts to declare rules for transforming and classifying input data records. Before this
step, a schema mapping exercise is performed typically by drawing lines between matching columns using a
GUI in a (semi) manual way.

It is not hard to see that traditional MDM systems do not scale well: manual schema mapping obviously
does not scale beyond tens of sources. For example, in one Tamr application there are more than 1000 data
sets, each with approximately 500 columns. Manually linking 500, 000 columns is clearly not workable, and a
scalable and more automated solution is required.

A lesser known fact is that rule systems for classification and record linkage do not scale either, as the
system grows rapidly with a large number of correlated, overlapping and sometimes contradicting rules to cover
all edge cases, which presents serious maintainability issues. In Example 2, the 500 rules designed by the GE
engineers is about the limit of what a human can understand. However, these rules only classify 2M (10%) of
the transactions. It is impossible to imagine a rule system with 5000+ rules, which would be required to classify
all 20M transactions.

As a result, MDM technology simply does not scale, and should only be used on small problems that are
guaranteed not to require scalability in the future. Unfortunately, non scalability is very difficult to guarantee,
since large enterprises reorganize regularly and buy and sell business units like monopoly properties.

2.2 Machine Learning for Scalable Data Integration

An obvious approach to scalability is to utilize machine learning (ML) to automate the various steps, such as
the ones mentioned in the previous examples. In Example 2 (parts classification), we can use the 2M classified
records as training data for an ML classification model, which will then classify the remaining 18M records,
and this is exactly the Tamr solution implemented by GE. We see no other alternative to achieve the required
scalability. In other words, we need to automate classification decisions (classifying records, matching columns,
or linking similar records) using ML models that can leverage training data, which is either collected directly
from humans in the loop, or in a weak-supervision fashion via leveraging existing rule systems. There are,
of course, many engineering challenges to applying machine learning at scale, and the rest of this paper will
consider some of them. However, in this section, we discuss the ML tactics that are likely to be successful in the
commercial marketplace.

Conventional ML models, such as regression, decision trees, random forests, SVM, and Naı̈ve Bayes models,
are well understood, and often require elaborate feature engineering exercise to provision. In the last few years,
there has been dramatic interest in “deep learning” (neural networks). The pioneering work came from Google,
which successfully applied neural networks to find images of cats, and this technique has been successfully
applied in a variety of other image understanding and text-oriented problems. In Tamr applications, there is
little-to-no image and text data, rather, it is essentially all structured data such as found in relational DBMSs.

As we discuss below, using deep learning in enterprise data integration applications remains challenged by
the scarcity of training data, since most of these models require large quantities of labeled data to learn the
classification task; and by the lack of reasonable explanations of the output decisions.

• Training Data: In general, generating training data in enterprise data integration tasks is a huge problem:
consider three plausible terms; IBM-SA, IBM Inc and IBM. Intuitively, these might represent the Spanish
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subsidiary, the US subsidiary and the overall company. Deciding if these should be consolidated as dupli-
cates or kept as separate meaningful related entities can be performed by a domain expert. Even then, the
decision to consolidate or not could be determined by the question being asked. However, automatically
“learning” these complex relationships among these entities, and the right merge/separate decision will
probably require massive number of labeled data in a deep neural network model.

In the hundreds of applications we have seen through Tamr, domain expert time is a scarce commodity
that must be ruthlessly economized and cannot be simply used to label millions of training examples.
These experts are typically well-paid, busy business experts, who view generating training data as a low
priority task. Most of Tamr customers have a specific budget for domain expert time, and it is the “long
pole in the tent” for the project. Hence, it is easy to see why ML models with less training data require-
ments are highly preferable than those with large training data demands (e.g., deep learning models).
Advances in automating training data collection, such as the Snorkel project [11], might relax this con-
straint. However, in Tamr applications, we have not seen the type of rule coverage and the significant
overlap of rules that Snorkel requires to produce good results. Until we effectively solve the prob-
lem of generating large and high-coverage training data, enterprise solutions will likely depend more on
conventional ML classifiers with modest training requirement.

• Explainability: In many enterprise integration problems, one must be able to explain why the ML model
took a particular action. For example, a predictive model that generates approvals for real estate loans
must be explainable: you were denied a loan because of such and such reasons. If this explanation is not
forthcoming, then lawsuits are inevitable, and adoption of these models is highly unlikely. Conventional
ML is at least marginally explainable; deep learning models are not. Again, this will be an impediment
to the applicability of deep learning in enterprise integration applications. It is conceivable that deep
learning models will become more explainable in the future, and there is considerable research in this
area. However, until this happens, we do not foresee the adoption of these models at a wide scale, or as a
primary classification method in enterprise data integration tasks.

For these reasons, at least in the short-term, these conventional ML models with modest training data re-
quirements will prevail when integrating structured data at scale.

2.3 Scalable Data Integration is Fundamentally Difficult

Consider a second example, that of Carnival Cruise Lines. It is a holding company with 10 operating
brands (e.g., Princess, Carnival, and Costa). Each has its own mechanism of identifying spare parts and has a
parts classification hierarchy. Each has its own mechanism for depoting spare parts (e.g., on the boat, on the
dock, or in the warehouse). Carnival wishes to share spare parts across brands (since everybody uses the
same straws, for example) and to optimize spare part placement. This requires performing parts integration at
scale (4M total parts).

There are two reasonable ways to proceed. First, one can directly integrate the 4M source parts records.
Another alternative is to integrate the various classification schemes into a single master classifier, then classify
the 4M parts, and finally, deduplicate each bucket in the master scheme. It is not obvious which way will work
better, and the best choice is clearly data dependent. We do not expect such issues to be tackled by unskilled
personnel anytime soon. In the meantime, engineering of data integration pipelines is not for the faint of heart;
Tamr has a substantial collection of trained field engineers who help construct customer pipelines.

In addition to the large number of design choices, many of the needed algorithms have at least a quadratic
complexity. For example, clustering of similar source records for deduplication has an O(N2) computation
step to compare all pairs of records. For 10M source records, that entails close to 1014 comparisons. If each
one requires 10 microseconds, the complete calculation will consume more than three years. This is obviously
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a non-starter. A serious product that includes deduplication must knock down the complexity by blocking and
parallelism [2]. Products with an O(N2) algorithms, even on custom hardware, are likely to take an unacceptable
amount of time at scale.

2.4 Data Cleaning in Integration Workflows

As noted above, it is reasonable to assume that 15% of all data is missing or wrong in a typical enterprise
repository. The best first steps are to look for missing values and outliers using standard techniques, and perform
data wrangling transformations [9]. Specifying a collection of data cleaning rules will also bear fruit. However,
to do better, we often need application-specific cleaning tools, since “one size does not fit all”. There is promising
work in this area, such as the HoloClean project [12], which uses statistical inference to impute missing values
and to suggest repairs for erroneous cells. However, it is not clear how to integrate these tools in a scalable way
in workflows like the ones provisioned by Tamr, and in which order these cleaning tools should be used when
interleaved with the main integration components [1].

A promising data cleaning tactic is to generate clusters of records, thought to represent the same entity using
a deduplication tool. For many attributes, only one value is appropriate, and one can use a golden record system
to pick it. For example, in the GE supplier integration task, a single supplier must have the same Dow Jones
identifier or maybe the same address. If various records contain non-duplicate values for these fields, then a
golden record system can be an effective data cleaning tool.

However, to use it, one must perform deduplication to create clusters, which is fundamentally inaccurate and
requires some human involvement as noted above. The subsequent golden record system also requires human
input and is operating on, perhaps, inaccurate data. In effect, a human can improve the training data, improve
the clustering of records or work on the golden record system. These tactics are intertwined, and it is complex
to decide what to do next. Since the golden record system is a cleaning tool, these tactics must also be compared
against other cleaning tactics in any end-to-end model.

In summary, the various data cleaning tactics are not independent, complicating a general model to optimize
which tool to use next. A deeper understanding and explicitly modeling of this interaction among cleaning,
integration, and benefit of human involvement is essential in devising a self-configurable workflow.

2.5 Human Involvement

In Tamr, there are two kinds of user roles; there is a workflow designer and/or manager who is typically an IT
professional who designs and manages the execution of a workflow. In addition, there are domain experts, who
can answer questions, sometimes via basic channels such as e-mail. Such questions include assisting validating
training data, validating clusters and validating data cleaning and golden record decisions. The two roles are
carefully separated. In our opinion, one cannot have a single interface for both kinds of roles. Any system with
a single interface is not going to work well.

2.6 Antibodies

Inevitably a data integration project changes the power dynamics inside an enterprise. In engineering, there are
often custom one-off systems that are rendered obsolete by a successful integration effort using Tamr software.
Such engineering groups will often throw up “engineering antibodies” to try to kill off the new effort. In addition,
there are often business groups that are affected positively or negatively by an integration project. The negatively
affected groups often throw up business antibodies.

Tamr projects are invariably instituted by business people who own a particular business problem. Invari-
ably, it is up to them to deal with both kinds of antibodies. In summary, most data integration projects at scale
have a political component, which must be dealt with.
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3 The Future of Data Integration

In this section, we highlight future directions and challenges that are likely to have a big impact in building
end-to-end scalable data integration in the large enterprise settings.

High Provisioning and Tuning Cost: Right now, enterprise data integration is a high touch environment,
requiring highly trained personnel to be involved in authoring the right workflows, engineering the right con-
figurations in each component, choosing the most effective cleaning tactics, and overseeing the availability of
sufficient and meaningful training data. Over time, we expect the problems indicated in the previous section to
be rendered easier by better tools. As such, we expect this research area to be ripe for future innovation.

Data Discovery: In addition, we expect a new application area to be commercialized that of supporting the
work of data scientists. For example, Merck has approximately 4000 Oracle databases, a large data lake, un-
countable individual files and the company is interested in public data from the web. Merck data scientists
spend at least 90% of their time finding data sets relevant to their task at hand and then performing data integra-
tion on the result. Roughly speaking, data scientists have a discovery problem to identify data sets of interest,
followed by the same data integration challenge faced by traditional enterprises. No data scientist we have talked
to reports spending less than 80% of his time on discovery and integration. It is an obvious challenge to lower
this percentage.

Integrating data discovery activities into traditional data integration operations is a challenging task. For
example, there are often many current data catalogs, which collect metadata about enterprise objects, with
rudimentary metadata such as object names, and attributes types. To become interesting discovery products,
such systems must include relationships between objects (e.g., Column A in Table 1 is related to and generalizes
Column B in Table 2). In this way, if a data scientist wants to know about data sets that deal with the effect of
the drug ritalin on mice, he will likely find several data sets dealing with the topic. In order to proceed, this
user will need to know relationships between the various data sets. This will require a much more elaborate
catalog system, and a step in this direction is indicated in the Aurum project [5, 6], where such relationships are
automatically discovered using syntactic and semantic features of the various tables and columns.

Moreover, there are often several possible ways to connect data sets of interest. For example, in the MIT data
warehouse, there are several ways to connect students to departments, for example, majoring in, took a course
from, or interested in. Unlike traditional enterprise integration, where there is usually a well-defined collection
of data sets to be integrated in a well-defined way, in data science, neither is well-defined. Hence, there is a join
path discovery problem which must be solved. Some of these challenges are handled in the Data Civilizer
project [3] that builds on the relationships discovered via Aurum to devise possible and semantically coherent
join paths, which join relevant raw data sources together to feed the analytics of a specific task.

Human Involvement: A data integration project is often run by a single data scientist. The same data scientist
must be both the domain expert and the project manager. To support this application, data integration systems
have to be much easier to use and require much less human interaction. These are topics for future research.

Batch vs. Exploratory Workflows: A typical enterprise data integration project starts with a collection of data
sets, say the 75 supplier data bases in Example 1, and the project manager pushes these data sets through a well-
defined pipeline, with a well-defined goal. In contrast, a data scientist is typically in exploration mode. He
tries various things, sees what works and then uses this information to explore other related tasks. We expect
supporting such users will require more serious support for provenance, rollback and conditional workflows.

Model Reusability: We fully expect other uses for data integration will occur over time. Specifically, it is
clear that every large enterprise on the planet has a supplier integration problem. Moreover, there is substantial
commonality between the applications of enterprises. After all, everybody buys office supplies from a small
number of large vendors. Hence, imagine performing data integration for a certain project, then, use this result
as training data for a second project and so forth. Hence, transfer learning and the reuse of machine learn-
ing models holds enormous promise. The impediment is that enterprises tend to view their supply chains as
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highly confidential. How to get the benefit of temporal machine learning without violating confidentiality is an
interesting research question.

4 Conclusion
Integrating the large structured data repositories in the enterprise, which are often scattered across many silos,
requires building end-to-end scalable workflows. Current semi-manual and rule-based systems simply do not
scale and cannot accommodate the continuously growing data across the various business units. While machine
learning techniques is an obvious way to go, multiple practical considerations arise, such as, the scarcity of
training data, the need to explain the results to business owners, and the high cost of involving domain experts.
These factors play a big role in choosing the right machine learning models to deploy, and in exploring the large
number of design choices in provisioning data integration workflows. Moreover, data discovery and exploration
tools will become essential to help data scientists find relevant data sets, and navigate through the messy data
lakes that are currently built by the large enterprises.
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Abstract

We present BIGGORILLA, an open-source resource for data scientists who need data preparation and
integration tools, and the vision underlying the project. We then describe four packages that we con-
tributed to BIGGORILLA: KOKO (an information extraction tool), FLEXMATCHER (a schema matching
tool), MAGELLAN and DEEPMATCHER (two entity matching tools). We hope that as more software
packages are added to BIGGORILLA, it will become a one-stop resource for both researchers and in-
dustry practitioners, and will enable our community to advance the state of the art at a faster pace.

1 Introduction

Data preparation and data integration are long standing problems faced by industry and academia and consid-
erable research has been carried out on different facets of these problems (e.g., [11, 12, 18, 26]). Yet, if a
practitioner wishes to get her hands dirty, it is not obvious where to search for the appropriate tools that will
suit her needs, or if they even exist. In contrast, the machine learning community has a “go-to” place, Scikit
Learn [30], that provides tools for the practitioners working in Python. The lack of such a resource for data
integration and preparation is a barrier to the dissemination of the technology developed by our community and
limits its impact. Part of the reason that such a resource does not exist is that the space of data preparation and
integration is large and is closely intertwined with other data management tools. For example, a typical data
integration scenario might require several steps, such as data acquisition, extraction, cleaning, schema matching
and mapping, entity matching, and workflow management. Moreover, today several of these steps also have to
deal with data at scale. Furthermore, depending on the application, these steps often need to be adapted and
repeated in different ways to suit the needs of the application’s domain.

Motivated by the desire to create a one-stop resource for data scientists working on data preparation and
integration, we initiated BIGGORILLA1 and seeded it with a few high-quality packages. BIGGORILLA is an
open-source ecosystem for data preparation and integration and is currently supported in Python, which is
the most popular programming language used by data scientists and taught widely. The over-arching goal
of BIGGORILLA is to become the go-to resource for data preparation and integration. In turn this means the
website of BIGGORILLA should contain pertinent information for data scientists and pointers to relevant and

Copyright 2018 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering

1https://www.biggorilla.org. Data preparation and integration is a big, hairy, nasty problem and hence the name BIGGORILLA.
The problem has also been referred to as the “800 pound gorilla of Big Data”.
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Figure 1: BIGGORILLA categorizes software into different components that are typical in a data preparation and
data integration pipeline. The software packages that we contributed (KOKO, FLEXMATCHER, MAGELLAN,
DEEPMATCHER) are listed under their respective components. The BIGGORILLA community will benefit as
packages for more of these components get contributed.

freely available resources. By being open-source, BIGGORILLA also hopes to facilitate an active community
and naturally surface a set of actively maintained software around data preparation and data integration.

BIGGORILLA cannot succeed without the contributions of the community at large. We hope to harness the
knowledge of the community to add to and improve the content of the website over time. To begin this effort, we
have listed on the website a number of popular software packages in each component. We hope the community
will add to these lists, and in cases where they become long, will help us rank the packages by their quality and
appropriateness for different contexts. In some cases, we plan to enlist a set of experts to curate a smaller set of
software to place on top of the list.

Figure 1 shows the components that are often used in a typical data preparation and integration pipeline.
While there are already several open-source packages in each component, the community will benefit from the
availability of more packages particularly in data acquisition, cleaning, and workflow management.

The BIGGORILLA website also features a number of tutorials/examples that showcase how some of the
software packages may be used. This is another way the community can contribute – we welcome example
tasks that have been written which use BIGGORILLA components. Once a repository of examples is in place, it
becomes easier for others to learn, through the examples, about data preparation and integration and how to use
some of the software packages.

In the rest of this paper we describe four software packages that we contributed to BIGGORILLA: KOKO [38],
an information extraction package, FLEXMATCHER [14] for schema matching, and MAGELLAN [17] and
DEEPMATCHER for entity matching. We also describe the application of these packages to projects at sev-
eral companies (including Recruit Holdings) and UW-Madison.

2 Koko: A System for Scalable Semantic Querying of Text

KOKO [38] is an information extraction system for extracting tuples from text. It supports declarative spec-
ification of conditions on the surface syntax of sentences and on the structure of the dependency parse trees
of sentences. While this idea has been explored in the past [35, 36], KOKO also supports conditions that are
forgiving to linguistic variations of expressing concepts and allows to aggregate supporting evidence from the
entire document in order to filter extractions. Furthermore, KOKO scales to millions of documents by exploiting
a multi-indexing scheme and heuristics for efficient extractions.

In what follows, we present KOKO with some examples. The interested reader can find further details in [38].

Surface syntax and conditions over dependency parse trees Suppose we wish to extract foods that were
mentioned as “delicious” in text. We could try to specify an extraction pattern that looks for the word “delicious”
preceding a noun that is known to be in the category of foods. However, the preceding pattern would not work for
the sentence “I ate a delicious and salty pie with peanuts” since the word “delicious” does not immediately precede
the word “pie”, and it also precedes the word “peanuts” which were not deemed delicious. Some sentences are
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Parse labels 
Tokens 
POS tags 

nsubj root det nn nn dobj p nsubj rcmod acomp p cc advmod conj det dobj p 
I ate a chocolate ice cream , which was delicious , and also ate a pie . 

PRON VERB DET NOUN NOUN NOUN PUNCT DET VERB ADJ PUNCT CONJ ADV VERB DET NOUN PUNCT 

Entity type: OTHER Entity type: OTHER 

Figure 2: A sentence and its dependency tree annotated with parse labels [25], tokens, POS (Part-Of-Speech)
tags [32], and entity types. This dependency tree is generated from Google Cloud NL API [19].

extract e:Entity, d:Str from input.txt if
(/ROOT:{

a = //verb,
b = a/dobj,
c = b//“delicious”,
d = (b.subtree)

} (b) in (e))

Figure 3: Surface syntax and conditions over depen-
dency parse trees.

extract x:Entity from “input.txt” if ()
satisfying x

(str(x) contains “Cafe” {1}) or
(str(x) contains “Roasters” {1}) or
(x “, a cafe” {1}) or
(x [[“serves coffee”]] {0.5}) or
(x [[“employs baristas”]] {0.5})

with threshold 0.8
excluding (str(x) matches “[Ll]a Marzocco”)

Figure 4: Similarity and aggregation conditions over
the entire input.txt

even more nuanced. For example, “I ate a chocolate ice cream, which was delicious, and also ate a pie” the word
“delicious” comes after “ice cream” which makes the extraction even more challenging.

The first example KOKO query (shown in Figure 3) can correctly extract “ice cream” and does not extract
“pie”. More precisely, it extracts pairs of entity e and string d from sentences (defined in the extract clause),
where e is an entity that is described as “delicious” and the string d is the description of the entity where the
word “delicious” occurs. The query operates simultaneously over the surface syntax and dependency parse tree
of each input sentence in “input.txt”. An example of a dependency parse tree of a sentence is shown in Figure 2.
The query defines variables a, b, c, and d within the block /ROOT:{ ... } under the if clause where the paths are
defined w.r.t. the root of the dependency tree. Variables a, b, and c bind to nodes in the dependency tree as given
by the paths. For example, a binds to a node that may occur arbitrarily deep under the root node of the tree. The
syntax “//” denotes arbitrarily deep. On the other hand, b is defined to be the “dobj” node directly under the a
node, and c binds to the node with the token “delicious” that may occur arbitrarily deep under the b node. For
variables d and e, which are defined in the first line of the query under the extract clause, each variable binds to
a span of tokens. Outside the block, (b) in (e) is a constraint which asserts that the “dobj” (a parse label denoting
direct object) token must be among the tokens that make up entity e. The query considers every combination of
a, b, c, d and e bindings that are possible.

For the sentence in Figure 2, there is only one possible set of bindings for the variables in this query: a =
“ate”, b = “cream”, c = “delicious”, d = “a chocolate ice cream, which was delicious”, and e = “chocolate ice cream”.
The query returns the pair (e,d).

Similarity and aggregation conditions The KOKO language allows for extractions that accommodate varia-
tions in linguistic expression and aggregation of evidence over the input. Specifically, it allows for expressions
that “softly” match the text and then it aggregates multiple pieces of evidence before yielding an extraction.

Consider the task of extracting cafe names from blog posts. Cafe names are varied and the way cafes are
described in different blog posts are also varied. Thus, it would be difficult to write rules that would extract them

12



accurately from multiple blogs. KOKO combines evidence from multiple mentions in the text and only extracts
cafe names that have sufficiently high confidence. For example, if we see that an entity employs baristas and
serves espresso, we may conclude that the combined evidence is sufficient to indicate that the entity is a cafe.
However, if it only employs baristas, we may decide against that conclusion. In scouring for evidence, care is
needed to accommodate linguistic variations on how these properties are expressed, such as serves up delicious
cappuccinos, or hired the star barista. KOKO includes a semantic similarity operator that retrieves phrases that
are linguistically similar to the one specified in the rule. Semantic similarity can be determined using paraphrase-
based word embeddings. KOKO attaches a confidence value to the phrases matched by the similarity operator,
and these confidence values can be aggregated from multiple pieces of evidence in a document. For example, if
we see that an entity serves great macchiatos and recently hired a barista, that may match well to our conditions
serves espressos and employ baristas respectively.

Figure 4 shows an example KOKO query where the aggregation conditions are specified under the satisfying
clause (the if clause of the query is empty in this example). The first 3 conditions each have weight 1 while the last
two conditions have weight 0.5 each. Intuitively, the weights specify how important a condition is to the overall
collection of evidence. Aggregation conditions are either boolean conditions or descriptors. For example, the
first three conditions are boolean conditions where the first two check whether the string x contains the specified
string (“Cafe” or “Roasters”) or not and the last one checks whether x is followed by the string “, a cafe” in the
text. The remaining conditions are descriptors that check whether the span x is followed by the phrase similar to
“serves coffee” or “employ baristas”. Descriptors accommodate the fact that different blogs are likely to describe
cafes differently. Hence, it is highly unlikely that we will find exact matches of the phrase “serves coffee”, which
is why the descriptor conditions play an important role. The excluding condition ensures that x does not match
the string “La” (or “la”) “Marzocco”, which refers to an espresso machine manufacturer.

To summarize, a basic KOKO query has the following form, where there can be up to one satisfying clause
for each output variable.

extract output tuple from input.txt if
variable declarations, conditions, and constraints

[satisfying output variable
conditions for aggregating evidence

with threshold α]
[excluding conditions]

For every sentence in input.txt, if the extract clause is
satisfied, KOKO will search input.txt to compute a score for
every satisfying clause. It does so by computing, for every
sentence, a score that reflects the degree of match accord-
ing to the conditions and weights in the satisfying clause
and then aggregating the scores of the sentences. For every
variable, if the aggregated score of the satisfying clause for

that variable from the collective evidence passes the threshold stated, then the result is returned.
More precisely, the score of a value e for the variable under consideration is the weighted sum of confidences,

computed as follows: score(e) = w1∗m1(e)+. . .+wn∗mn(e) where wi denotes the weight of the i-th condition
and mi(e) denotes the degree of confidence for e based on condition i. The confidence for e is computed for
each sentence in the text and aggregated together.

While the idea of specifying extractions by leveraging dependency trees has been explored in the past [35,
36], KOKO is novel in that it provides a single declarative language that combines surface-level and tree patterns,
aggregates and combines evidence, and uses novel indexing techniques to scale to large corpora.

Multi-indices for the text KOKO maintains several indexes on the text to process queries efficiently. The
indices are built offline, created when the input text is first read. Indices can be persisted for subsequent use.

There are two types of indices in KOKO: inverted index and hierarchy index. We create inverted indices
for words and entities and hierarchy indices for parse labels and POS (Part-Of-Speech) tags. Unlike indices
of [5, 17] our hierarchy index is a compressed representation over dependency structure for parse labels and
POS tags. By merging identical nodes, our hierarchy index reduces more than 99.7% of the nodes for both parse
labels and POS tags. Hierarchy indices are therefore highly space efficient and enable fast searching.

Intuitively a word/entity index maps words/entities to sentences that contain them along with relevant meta-
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data. For a word index, every word points to the sentences that contain them, along with the token id and the first
and last token id of the subtree rooted at the current token based on the dependency tree, and the depth of the
token in the dependency tree. An entity index is defined similarly but the metadata contains information on the
span of tokens that constitute the entity. The entity indices enable fast access to sentences that contain certain
words and one can also reason about the ancestor-descendant relationship through the metadata that is stored.

A hierarchy index is a compact representation of all dependency trees, which provides fast access to the
dependency structure of all sentences. There are two types of hierarchy indices: PL (parse label) hierarchy index
and POS index. A hierarchy index is constructed by merging identical nodes of dependency trees of all sentences
together. Starting at the root of all dependency trees, children nodes with the same label are merged, and then
for each child node, all children nodes with the same labels are merged and so on. Hence, by construction, every
node in a hierarchy index has a set of children nodes with distinct labels. Consequently, every node of the index
can be identified through a unique path given by the sequence of labels from the root node to that node. Every
node is annotated with a posting list, which tracks tokens of sentences that have the given path.

We leave the details of how these indices are exploited to [38]. Our experiments demonstrate that the indices
are compact and enable us to speed up query processing by at least a factor of 7.

It is important to contrast KOKO with machine learning approaches for recognizing occurrences of typed
entities in text (e.g., [8, 28]). Machine learning models are typically specific to a particular domain and do not
easily generalize to other domains (e.g., to extract restaurant names instead of cafe names). Also, learning meth-
ods usually require significant training data to obtain a model with sufficient precision and recall. In contrast,
KOKO does not require training data but relies on user-defined conditions and KOKO is debuggable where users
can discover the reasons that led to an extraction, which is important for certain applications [6]. Finally, KOKO

can be used to create training data for weak-supervision based machine learning approaches.

3 FlexMatcher

Schema Matching refers to the problem of finding correspondences between the elements of different database
schemas. Schema matching is one of the critical steps in the data integration pipeline, and thus has received a
lot of attention by researchers in the database community (e.g., see [4, 33, 34]). Many of the proposed solutions
for schema matching use machine-learning techniques to find the correct correspondences between the input
schemas. FLEXMATCHER is an open-source implementation of such a solution in Python. More specifically,
FLEXMATCHER is a system for matching the schemas of multiple data sources to a single mediated schema.
FLEXMATCHER uses a collection of supervised machine-learning techniques to train a model that can predict the
correct correspondence between the schema of a new data source and the mediated schema. The idea is that after
observing a small set of data sources that have been manually mapped to the mediated schema, FLEXMATCHER

should be able to predict the correspondences for a new data source. For the most part, FLEXMATCHER is an
adaptation of the LSD system proposed by [9]. We provide a brief description of FLEXMATCHER’s design and
operation next.

The architecture of FlexMatcher Figure 5 illustrates the architecture of FLEXMATCHER and describes the
training process through a simple working example. Assume that our mediated schema consists of only two
attributes: company name (associated with color blue) and salary (associated with color yellow). Now given
multiple datasets listing the salaries of individuals from different companies, our goal is to automatically match
the schemas of new datasets to the mediated schema.

As Figure 5 shows, the input to the system is a collection of tables. Note that the input tables can vary in
size both in terms of the number of columns as well as the number of available data points. Each table used
for training FLEXMATCHER should be accompanied by its correspondences from its columns to the mediated
schema. These correspondences are demonstrated with colored arrows on the input tables in Figure 5. For
instance, the first two columns in the second table are mapped to attributes company, salary while the last
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Figure 5: FLEXMATCHER’s architecture and training process of the base classifiers and meta-classifier.

column does not map to any attribute of interest in the mediated schema.
Given the input tables, FLEXMATCHER then creates two training datasets. The first dataset (placed on top)

consists of the names of columns along with their associated correspondences. In contrast, the other dataset only
contains the values under each column along with their associated correspondences. These two training datasets
are then fed to an arsenal of classifiers which we refer to as base classifiers. Base classifiers are responsible
for both extracting relevant features as well as building a model for predicting the correspondences. Note that
the base classifiers are divided into two groups: classifiers on column names and classifiers on column values.
Naturally, the name classifiers are efficient at extracting features from the text and detecting text similarities,
while the value classifiers are more suitable for extracting features from a collection of values that can be string,
numeric, or categorical. Value classifiers can even extract features based on the distribution of the input values
(such as min, max, mean, and etc.) to make accurate predictions.

Given that FLEXMATCHER uses a collection of base classifiers, it needs to determine how to combine
the prediction of all classifiers to reach a final prediction. To achieve this, FLEXMATCHER first uses each base
classifiers to predict the training data using a 5-fold cross-validation technique. This means the data is sliced into
5 folds, and then each fold is predicted using the other folds as training data for the classifier. The output of this
step, is the probability distribution over the attributes in our mediated schema for each column. The probability
distributions reported by each base classifiers are then organized into a table which is marked as prediction data
in Figure 5. Finally, FLEXMATCHER trains a meta-classifier on the prediction data. The meta-classifier is a
simple logistic regression model that learns how to combine the prediction of each base-classifier.

Once the training process is complete, FLEXMATCHER can make predictions for new data sources by (1)
making prediction based on column names using name classifiers, (2) making predictions based on data points
via value classifiers, and (3) combining the prediction of all base-classifiers using the pre-trained meta classifier.

Next, we highlight some aspects of the design of FLEXMATCHER that allows practitioners to easily modify
the tool to improve the performance in different settings.

One of the most important feature of FLEXMATCHER is that it allows the user to add/remove base classi-
fiers (of either type) as they see fit. This enables practitioners to both benefit from the existing classifiers in
FLEXMATCHER while having the option to add classifiers that can work with features that are expected to be
more helpful in a particular domain. For instance, if we know that in our setting the salaries are always reported
with the currency symbol (such as $ or e), then we can simply add a new classifier that predicts a column as
“salary” if it can detect any currency symbol in the data. To make the process of adding and removing classifiers
easy, FLEXMATCHER is designed to be compatible with python’s machine learning ecosystem. More precisely,
all the base-classifiers are expected to comply with python’s scikit-learn package [30] which implements a great
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number of machine learning techniques. Thus, one can easily deploy different models from the scikit-learn
package and use them as part of FLEXMATCHER.

Following our last example, it is important to mention that base classifiers do not need to be efficient at de-
tecting all attributes in the mediated schema. Clearly, the “salary” classifier we just proposed can not distinguish
between “company name” or “last name”. Nevertheless, the meta classifier learns to trust this classifier if it
predicts a column as “salary” and ignore its predictions in other scenarios. As a result, users can easily build
new classifiers that are focused and tailored to a single attribute, and thus enhance the overall performance of
FLEXMATCHER in their setting.

FLEXMATCHER also allows users to enforce cardinality constraints on the predicted correspondences. For
instance, we can enforce that at most a single column should be mapped to each of the attributes in the mediated
schema. These constraints are handled by solving a maximum bipartite-matching problem. More precisely, the
goal is to match the columns to the attributes in the mediated schema such that (a) the cardinality constraints are
met, and (b) the sum of FLEXMATCHER’s confidence over all mapped attributes is maximized. To achieve this,
FLEXMATCHER applies the Hungarian algorithm to find the optimal matching.

Finally, FLEXMATCHER has the ability to cope with absence of values in the input data-sources. In this
case, the system only deploys the name classifiers to make a prediction based on the common patterns that it
observes in column names. Alternatively if the data source miss column names, then FLEXMATCHER would
only deploy the value classifiers to predict the correspondences. This makes FLEXMATCHER more robust to
such data-quality issues.

4 Entity Matching Packages

4.1 String Similarity Measures and Similarity Joins

String matching is a fundamental operation in many data science tasks, such as data exploration, data profil-
ing, data cleaning, information extraction, schema and entity matching. As a result, over the past few decades,
string matching has received significant attention and many solutions have been proposed [11, 39]. At present,
BIGGORILLA contains two packages related to string matching: PY STRINGMATCHING and PY STRINGSIMJOIN.

PY STRINGMATCHING: Given two sets of strings A and B, string matching is the problem of finding all pairs
(a ∈ A, b ∈ B) that match, i.e., refer to the same real-world entity, such as “Michael J. Williams” and “Williams,
Michael”. So far the most common solution is to return as matches all pairs (a, b) ∈ A×B that satisfy a predicate
of the form sim[t(a), t(b)] ≥ ϵ. Here sim(a, b) is a string similarity measure, t is a tokenizer, and ϵ ∈ [0, 1]
is a pre-specified threshold. For example, given the predicate jaccard[3gram(a), 3gram(b)] > 0.8, we tokenize
strings a and b into sets of 3-grams Sa and Sb respectively, compute the Jaccard score |Sa ∩ Sb|/|Sa ∪ Sb|, then
return true if this score exceeds 0.8 and return false otherwise.

Numerous string similarity measures have been developed, such as Jaccard, edit distance, TF/IDF, cosine,
etc. [11, 39]. PY STRINGMATCHING implements a broad range of these similarity measures, together with a set
of well-known tokenizers. The rationale for developing this package and a comparison with nine existing string
similarity measure packages are provided in the package’s developer manual [16].

PY STRINGSIMJOIN: This package performs a string similarity join between two sets A and B, using a predicate
such as jaccard[3gram(a), 3gram(b)] > 0.8 as the join condition [39]. Applying the join predicate to all pairs
in A × B is often impractical because A × B can be very large. To address this, current work typically builds
an index I over a table, say A (sometimes multiple indexes are built, over both tables). For each string b ∈ B,
it then consults I to locate only a relatively small set of strings in A that can potentially match with b. For
example, suppose I is an inverted index that, given a token t, returns the IDs of all strings in A that contain t.
Then for a string b ∈ B, we can consult I to find only those strings a in A that share at least a token with b, then
apply the join predicate only to these (a, b) pairs. Numerous such indexing techniques have been developed,
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e.g., inverted index, size filtering, prefix filtering, etc. [11, 39]. The package PY STRINGSIMJOIN implements a
variety of string similarity joins using these indexing techniques. Together, these two packages provide a basis
for us to build more advanced packages, such as MAGELLAN, a package to perform end-to-end entity matching,
which we describe next.

4.2 End-to-End Entity Matching with Magellan

The MAGELLAN system focuses on entity matching (EM), the problem of identifying data instances that refer to
the same real-world entity, such as (David Smith, UW-Madison) and (D. M. Smith, UWM). This problem has
been a long-standing challenge in data management [7, 13]. MAGELLAN introduces a new template for research
and system development for EM.

The current research template for EM focuses largely on developing algorithmic solutions for blocking and
matching, two important steps in the EM process. However, a recent paper [17] argues that EM processes often
involve many other “pain points”, and proposes a new research template in which we move beyond examining
just blocking and matching. Instead, we would (a) develop a step-by-step how-to guide that captures the entire
EM process, (b) examine the guide to identify all true pain points of the EM process, then (c) develop solutions
and tools for the pain points. Several recent works [9, 20] confirm that there are indeed many other pain points
including data labeling, debugging, EM-centric cleaning, and defining the notion of match. Furthermore, the
research argues that solving these pain points is critical for developing practical EM tools, and that addressing
them raises many novel research challenges.

Most current EM systems are built as stand-alone monolithic systems. However, in [17] we argue that
such systems are very difficult to extend, customize, and combine. We observe that many EM steps essentially
perform data science tasks, and that there already exist vibrant ecosystems of open-source data science tools
(e.g., those in Python and R), which are being used heavily by data scientists to solve these tasks. Thus, we
propose to develop EM tools within such data science ecosystems. This way, the EM tools can easily exploit
other tools in the ecosystems, and at the same time make such ecosystems better at solving EM problems.

Data Analysis Stack 

pandas,  scikit-learn, matplotlib, 
…   

Python Interactive Environment 
 Script Language 

Development Stage 

 
Supporting tools 

(as Python commands) 
 

Data samples 

EM
Workflow

Production Stage 

 
Supporting tools 

(as Python commands) 
 

Original data 

Big Data  Stack 

PySpark, mrjob, Pydoop, 
 …   

Facilities for Lay Users 

GUIs, wizards, …  

EM 
Scenarios 

How-to
Guides

Power Users 

Figure 6: The MAGELLAN architecture.

Figure 6 shows the MAGELLAN architecture. The
system targets a set of EM scenarios. For each EM
scenario it provides a how-to guide. The guide pro-
poses that the user solve the scenario in two stages:
development and production. In the development
stage, the user develops a good EM workflow (e.g.,
one with high matching accuracy). The guide tells the
user what to do, step by step. For each step which is a
“pain point”, the user can use a set of supporting tools
(each of which is a set of Python commands). This
stage is typically done using data samples. In the pro-
duction stage, the guide tells the user how to imple-
ment and execute the EM workflow on the entirety of
data, again using a set of tools.

Both stages have access to the Python interactive scripting environment (e.g., Jupyter Notebook). Since
tools are built into the Python ecosystem, MAGELLAN can borrow functionalities (e.g., cleaning, extraction,
visualization) from other Python packages in the ecosystem. Finally, the MAGELLAN is currently geared toward
users who are knowledgeable in programming. In future facilities for lay users (e.g., GUIs, wizards) can be
provided so that lay user actions can be translated into sequences of commands for MAGELLAN.

We describe the capabilities of MAGELLAN next, which shows that it goes beyond blocking and matching.

• Loading tables: MAGELLAN relies on the pandas package to read tables on file into data frames. As a
result, it can read a wide variety of files, including csv, json, XML, etc.
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• Browsing, exploration, profiling, and cleaning: MAGELLAN uses the pandas-profiling, matplotlib, and
other popular Python packages to help the user visualize and profile the tables. It can connect to OPEN-
REFINE, a stand-alone data exploration and cleaning tool, to help the user explore and clean the tables.

• Downsampling and blocking: If two tables A and B to be matched have been read into memory and
they are big, then the user can downsample them into smaller tables A′ and B′, which would be easier
to work with. MAGELLAN also provides the user with a variety of blocking methods (e.g., attribute
equivalence, overlap, rule-based, etc.). More blocking methods are being developed. Finally, MAGELLAN

also provides a blocking debugger, which can be used to examine how good the current blocker is [24].
• Feature generation: Both the blocking step and the matching step (described later) use a set of features,

such as edit dist(A′.city, B′.city) and jaccard[3gram(A′.name), 3gram(B′.name)]. MAGELLAN uses the
two packages PY STRINGMATCHING and PY STRINGSIMJOIN described in the previous section to create
these features. We are also currently working on helping lay users learn blocking rules.

• Sampling and labeling: After blocking, the user can take a sample of tuple pairs and label them as
match/no-match. MAGELLAN provides several labeling tools, including a Web-based tool that enables
collaborative labeling. We are currently working on a tool to help debug the labels.

• Selecting and debugging the matchers: Using the labeled data, the user selects a learning-based matcher
(from the library of learning methods in scikit-learn), evaluate its accuracy, and debug if necessary.
MAGELLAN currently provides tools to debug decision trees and random forests. We have also recently
developed a deep learning based matcher that works well for textual and dirty tuples [27] (see the next
section).

• Clustering and merging matches: Once a matcher has been selected, the user can apply it to the tuple pairs
in the output of the blocker to predict matches. We are currently working on tools to cluster the tuples
(such that all tuples within a single cluster match) and to merge tuples within each cluster into a single
canonical tuple.

• Adding matching rules to the workflow: MAGELLAN also allows the user to easily add matching rules to
various steps in the EM workflow.

As described, MAGELLAN relies heavily on packages in the Python ecosystem. In addition to developing the
above capabilities, we are also developing methods and tools to scale up the execution of MAGELLAN com-
mands, to manage data larger than memory, to specify EM workflows, to perform incremental execution of
workflows, and to track provenance, among others. Finally, MAGELLAN provides detailed guidance to users
on the challenges that commonly arise during EM, such as how to collaboratively label a dataset (so that the
labelers can quickly converge to a match definition), how to decide when to stop the blocking step, and how to
determine the size of the sample to be labeled.

4.3 Deep Learning for Semantic Matching Tasks

The entity matching problem discussed in the previous section is just one case of a semantic matching problem.
In the above case, matching means that the two data instances refer to the same real world entity. A different
example of semantic matching is answer selection (a major sub-task of question answering), which determines
if a candidate sentence or paragraph correctly answers a given question. Here the comparison is between two
natural language text blobs, a question and an answer candidate. Other types of semantic matching tasks include
textual entailment, entity linking, and coreference resolution.

Deep learning (DL) solutions have been shown to achieve state-of-the-art performance for these tasks [37,
15]. While DL models solutions for these tasks seem highly specialized at first glance, they do in fact share
several commonalities. Based on a comprehensive review [27], we note that all of these models share the
following major components:
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• Language representation: This component maps words in each data instance into word embeddings, i.e.,
vector representations of words. For example, it would convert a question into a sequence of vectors.

• Similarity representation: This component automatically learns a vector representation that captures the
similarity of the two data instances given their language representations. This involves summarizing each
data instance and then comparing them.

• Classification: This component takes the similarity representations and uses those as features for a classi-
fier that determines if the two data instances match.

These similarities present a great opportunity - a system that can address one of these tasks can easily tackle other
matching tasks. However, developing such a system is a cumbersome endeavor. Even when using popular deep
learning frameworks, many aspects such as data processing, training mechanics, model construction, etc. need
to be handled manually. To simplify building deep learning models for semantic matching tasks, we developed
DEEPMATCHER, a Python package based on the model architecture described above. It is broadly applicable to
matching tasks such as entity matching, question answering, textual entailment, DEEPMATCHER is built on top
of PyTorch [29], a deep learning framework that is great for research as it enables rapid development iterations.
Once a model has been finalized and trained, it can then be optimized for fast inference in production settings.

In order to help users get started, DEEPMATCHER comes built-in with four representative DL models, based
on four major categories of neural networks used in matching tasks [27]. The four models vary in complexity
and provide a trade-off between training time and model expressiveness:

• SIF: This model first aggregates information about the words present in each data instance, and then
compares them. It does not take word sequence into account. Intuitively, data instances that contain
similar words are considered matches.

• RNN: This model first performs a sequence-aware summarization of each data instance, and then compares
them. Intuitively, data instances that contain similar word sequences are considered matches.

• Attention: This model first performs an alignment between words in each data instance, then performs a
word-by-word comparison based on alignment, and finally aggregates this information to perform classi-
fication. Intuitively, data instances that contain aligning words are considered matches.

• Hybrid: This model first performs an alignment between word sequences in each data instance, then
compares the aligning word sequences, and finally aggregates this information to perform classification.
Intuitively, data instances that contain aligning word sequences are considered matches.

While DEEPMATCHER provides these four representative solutions out of the box, the package is designed to be
easily extensible. It provides several options for each component described earlier. Users can create their own
models using the provided building blocks and optionally use custom modules. The four built-in models can
also be thoroughly customized. It is built to be both simple enough for deep learning beginners and also highly
flexible for advanced users.

There are four main steps in using DEEPMATCHER. First, the user preprocesses all data instances. This
involves tokenization, loading word embeddings, etc. Second, the user constructs a neural network model for
matching. Third, the user trains the neural network model on the preprocessed training dataset. Finally, the
user may apply the trained model over the test set or use it to make predictions. Without customization, this
entire pipeline requires less than 10 lines of code. A version of this package was used to perform an extensive
empirical evaluation of deep learning approaches for the task of entity matching, compared to MAGELLAN [27].
Apart from entity matching, DEEPMATCHER can be used for other semantic matching tasks, such as answer
selection for question answering, and textual entailment.
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5 Applications

BigGorilla has been used in several projects within Recruit Holdings. Some examples include mining of restau-
rant/salon names, matching schemas of real estate records, and entity extraction from textual statements. In
addition, there are tutorials on various components of BigGorilla that can be used as course assignments for a
data science course.

In one of the applications, KOKO was used to extract names of companies from text and the result was fed
into Magellan to determine entity matching across two datasets. Prior to KOKO, extraction of company names
was carried out manually and with the help of KOKO, the amount of human labor is reduced and some work is
expended instead to verify whether the entity names are extracted correctly.

FlexMatcher has been used to match schemas of real estate records from different agencies. FlexMatcher
semi-automates the schema matching process with data-driven approaches, and improves accuracy by identify-
ing a number of correct matching instances missed by human workers. For example, FlexMatcher successfully
matched two columns containing similar data – i.e., “mls subpremise” and ”L Address2 Unit #” – although the
syntax of the column names are quite different.

Magellan has been used in several projects at Recruit Holdings to help improve the accuracy and efficiency of
their entity matching tasks [1]. For example, one restaurant-advertising company collects restaurant information
(e.g., reviews and ratings) from online resources regularly. The collected information is then consolidated with
an existing restaurant database. Magellan is used to match between restaurant names, which reduces the cost
of matching significantly, with 4% increase in entity matching accuracy at the same time. In other projects,
Magellan has also been used to match salon/nail shop names, with similar performance improvement.

BigGorilla also contains tutorials which showcase key components of the data integration pipeline and can be
used for educational purposes. Currently, there are tutorials that showcase roughly 3 steps (extraction, schema
matching, and entity matching and some cleaning) of the data integration pipeline. These tutorials illustrate
KOKO, FlexMatcher and Magellan through an example problem that analyzes aviation data from multiple data
sources, to produce statistics, such as the airlines that have the most accidents in history. These tutorials are
freely available for use and can be easily adapted to be used as course assignments for educational purposes.

The packages PY STRINGMATCHING, PY STRINGSIMJOIN, and MAGELLAN have also been successfully
used in five domain science projects at UW-Madison (in economics, biomedicine, environmental science [1, 18,
21, 30]), and at several other companies (e.g., Johnson Control, Marshfield Clinic, WalmartLabs). For example,
at WalmartLabs they improved the recall of a deployed EM solution by 34%, while reducing precision slightly
by 0.65%. They have also been used by 400+ students to match real-world data in five data science classes at
UW-Madison (e.g., [2]).

6 Conclusion

The goal of BIGGORILLA is to become a one-stop open source resource for data scientists working on data
preparation and integration, and grow an active community supporting this effort. We have described four
software packages (KOKO, FLEXMATCHER, MAGELLAN, and DEEPMATCHER) which we have contributed to
BIGGORILLA. We hope that as more software packages are added to BIGGORILLA, it will further benefit both
researchers and industry practitioners in understanding the state-of-the-art in data preparation and integration,
what is freely available for use, and perhaps more importantly, what more can be done.
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1 The Arrival of the Category

It is widely accepted that the majority of time in any data analysis project is devoted to preparing the data [25].
In 2012, noted data science leader DJ Patil put the fraction of time spent on data preparation at 80%, based on
informal discussions in his team at LinkedIn [28]. Analysts we interviewed in an academic study around the
same time put the percent time “munging” or “wrangling” data at “greater than half” [19]. Judging from these
user stories, the inefficiency of data preparation is the single biggest problem in data analytics.

The database community does have a tradition of research on related topics. Most common is algorithmic
work (covered in various surveys, e.g. [15, 4, 3, 26]) that focuses on automating certain aspects of data integration
and cleaning, or that uses humans as passive computational elements via crowdsourcing.

What computer science researchers often miss are the skills realities in real-world organizations. In practice,
the primary bottleneck is not the quality of the inner-loop algorithms, but rather the lack of technology enabling
domain experts to perform end-to-end data preparation without programming experience. Fully preparing a
dataset requires an iterated cycle of input data quality assessment, transform specification, and output quality
assessment—all in service of a larger “preparedness” goal that tends to shift fluidly as the work reveals additional
properties of the data. Traditionally there has been a divide between the people who know the data and use case
best, and the people who have the skills to prepare data using traditional programmatic approaches. This results
in the data preparation cycle being split across parties and across time: domain experts try to express their desired
outcomes for prepared data to developers or IT professionals, who in turn try to satisfy the needs. A single
iteration of this cycle can take from hours to weeks in a typical organization, and rarely produces a satisfying
outcome: typically either the end-user did not specify their desires well, or the developer did not achieve the
desired outcome. Neither tends to enjoy the experience. In short, the primary problem in data preparation is
self-service: we need to enable the people who know the data best to prepare it themselves.

Research focused on these user-facing concerns is scattered across the fields of databases, HCI and pro-
gramming languages (e.g., [7, 29, 13, 24, 17, 9, 16]). While under-investigated in the research community, the
topic has become an important force in the industry. In 2015, industry analysts began publishing rankings in an
emerging new market category dubbed “Self-Service” or “End-User” Data Preparation [5, 1]. Two years later,
the established analyst firm Forrester did a first annual Forrester Wave report on Data Preparation [23]: a mark
of arrival for this category. Another major analyst firm, Gartner, has weighed in with various reports on the
Data Preparation market (e.g. [35, 8]). Meanwhile, in 2017 Google Cloud Platform was the first cloud provider
to launch Self-Service Data Preparation as a native service in their cloud [27], while Azure and Amazon Web
Services also announced partnerships with data preparation vendors in 2018. Market size estimates for Data
Preparation start at $1 billion [35] and go well upwards depending on the analyst and projected time horizon.
Not bad for a technology that was seeded from academic research, and did not even have a name four years ago.
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In this article we share some of our experience navigating the path from research to commercial products in
this domain, which we and our users at Trifacta affectionately refer to as Data Wrangling. We begin by providing
a snapshot of the space as we are seeing it, including motivating customer use cases, and distinctions between
the new Data Wrangling market and co-existing older markets in Data Integration and ETL. Then we go back to
the research roots of Trifacta and talk about how our views of users and technical requirements have evolved.

1.1 A Data Wrangling Case Study

At Trifacta, we have seen Data Wrangling use cases in a wide variety of contexts and markets; any organization
that does data analysis needs to do data preparation. There is broad usage in traditional industries like finan-
cial services, telecommunications, pharmaceuticals and health care. But we also see interesting use cases in
everything from assembling national voter rolls for the 2016 presidential election to decoding data from drones.

As a case study, consider the following example usage in public health. In late 2014 there was surge of HIV
cases in rural Scott County, Indiana, which eventually infected nearly 200 people. The US Center for Disease
Control (CDC) came in to study patients and assemble a large number of data sources, and found that sharing of
opioid needles was the primary vector for infection. Their recommendation for the best way to stop the spread
of AIDS in Scott County: establish clean needle exchanges for drug users. The governor of Indiana at the
time, Mike Pence, was “morally opposed to needle exchanges on the grounds that they supported drug abuse”.
However, after the CDC made its recommendation, the governor said “I’m going to go home and pray on it”. In
the end, Gov. Pence reportedly “found the science convincing”, and approved the needle exchanges. This was
21 months before Pence became Vice President of the US. [33].

During the investigation, the CDC worked under time pressure with a number of disparate data sets in-
cluding “HIV outbreak clusters, geographic factors, epidemiological patterns, and drug resistance data, among
others” [34]. They brought in a systems integrator called Leidos who provided a software platform called
CAADS that combines visual data technologies from multiple vendors: Trifacta for data preparation, Tableau
for charting, and Alpine Data and Centrifuge Analytics for analytics. Leidos staff reported that Trifacta substan-
tially reduced time for wrangling. “Work that would have taken six weeks now can take as little as a day” [14].
CDC researchers also noted that Trifacta enabled them to detect missing records and outliers that would have
otherwise polluted the analysis, and that were overlooked by prior data cleaning tools [22].

The CDC is now recommending that state health departments prepare and monitor data from an increasingly
large pool of sources on an ongoing basis, “to identify jurisdictions that, like this county in Indiana, may be at
risk of an IDU-related HIV outbreak. These data include drug arrest records, overdose deaths, opioid sales and
prescriptions, availability of insurance, emergency medical services, and social and demographic data” [2].

Some of the key–and archetypal–features of this example include the following:

Self Service: The data was being acquired, prepared and analyzed not by computer experts, but by the domain
experts who understood the data best: public health experts in the field. “CAADS is very much built to ...
support the range of public health aspects and to allow people who would otherwise not be able to get into data
analytics to have access and do so in a responsible way.” [34]

Agility: The users were engaged in rapid collaboration with visual tools to explore multiple hypotheses in a
lightweight iterative fashion. “They would be on a call discussing the outbreak and someone would say ‘What
if we did it this way?’ They’d step away for a minute, run the analysis, and say, ‘No that didn’t work. But if we
do it this other way, here’s the result”’ [34].

Veracity and Explainability: The results of the study were to be presented for executive decision-making with
an expectation of critical feedback. In that setting, intuitive explanations of recommendations were critical.

More Data, More Data Sources: The Indiana effort involved a wide range of data, acquired quickly from a
variety of source in a variety of ways. Looking ahead, the CDC expects this set of sources to grow, and sees a
need to monitor feeds from these sources over time.
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2 Key Tasks in Data Wrangling

Here we briefly overview the main tasks in wrangling data. For a more thorough treatment we refer the reader
to a book on the subject [32].

Unboxing: Discovery & Assessment: If you have worked with new data you know that the first step is the
wonder of unboxing: what’s in there? Basic questions arise right away. How is the data structured: does it
have discrete records and fields? Is it flat or nested, uniform or irregular, dense or sparse? Is there metadata
embedded in the data that should be pulled out? What types of fields are there, and how are they coded? Do
particular values of interest occur in the data...am I in the data? What are the data distributions: the popular and
rare categorical variables, the distribution of numerical variables? You cannot begin thinking about data analysis
before understanding the answers to these basic questions. Visualization can help a great deal here, but note that
only the last questions above match typical charting packages and BI. The other questions relate more closely to
parsing and second-order schematic transformations that involve manipulating both data and metadata.

Structuring. Analytics software likes its data in rectangles: tables or matrices. Different rectangles fuel different
analyses: sometimes a matrix or pivot table is the right thing, other times a relational table is better. As a result,
it is common to restructure data whether or not it arrives structured. Typical (re)structuring transformations
include pivoting tables into matrices and vice versa, as well as unnesting key/value sets (“dictionaries”, “maps”
or “objects”) or arrays/lists into columns. These transforms have the property that they convert data (say keys
in a JSON document) into metadata (column names) or vice versa: they are second order data transformations
unfamiliar from SQL and logic. Users tend to find these transformations very non-intuitive, so various visual
metaphors are often used to help users route values to appropriate coordinates in a grid.

Cleaning. Neat is not the same as clean: tabular or matrix data can often be dirty in the sense of failing to capture
expectations. One class of expectations capture the notion of “central” and “outlying” values. Outliers can be
statistical (e.g. distance from the center of a distribution) or semantic (’Italy’ is the not the name of a US state.)
Another class of expectations are logical: boolean properties like functional dependencies. Yet another class
relates to encoding: e.g., in entity resolution, objects with multiple categorical labels need to have their labels
mapped together. Expectation checking for data cleaning often involves consideration of individual records with
respect to a larger dataset or population, which can be difficult for humans to do manually—algorithms are
needed. But the outputs of these algorithms are often uncertain or ambiguous, and human intervention can be
required to complete the job. The surveys mentioned earlier provide overviews of these issues [15, 4, 3, 26], but
some of the hardest problems are in enabling users to assess and correct algorithm outputs.

Enriching & Blending. Data is rarely self-contained; it often benefits from or requires additional data for further
context. As a simple example, unresolved “reference” or “foreign key” identifiers need to be decoded by joining
to a lookup table. Softer issues also drive the need for data enrichment: for example, to assess the likelihood
of the data you have, you may want to compare it to a larger sample from a similar or different population. Or
to assess the significance of a correlation between two attributes in your data (say, disease occurrence and age)
you may want to join in a third column from another data set to establish if there is conditional independence
via a confounding variable (say tobacco use). Algebraically, these activities—often called “data blending” in
industry marketing material—encompass a range of transformations including joins, unions, and subqueries with
aggregation. It is not always easy to figure out how to do these tasks, or to assess if they were done correctly.

Optimizing & Publishing. Once a dataset is structured and cleaned to an analyst’s level of comfort, it is often
necessary to do additional preparation to produce appropriate output for the next phase of analysis. For example,
publishing data to a relational data warehouse may require normalizing a single nested dataset into a number of
tables with key/foreign key relationships. The traditional schema mapping problem that occupied the ETL and
Data Integration communities during the 1990’s can be viewed as a general example of this kind of work. In
modern “big data” environments with machine-generated data, it is often necessary to perform data reduction
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before visualizing the results in a traditional charting tool: aggregation or sampling of the cleaned data is still
required. In other cases, data has to be recoded to suit the specific API of a downstream product for analysis or
charting. These tasks can be as demanding and detail-oriented as any of the other steps in the pipeline.

In sum, in 2018 we should all be aware that data is not “truth”: it is evidence to be assessed in the context of
specific use cases. If your data is familiar, your use case may change—or vice versa—requiring you to rethink
some or all of the steps above.

2.1 Isn’t this just ETL? Not really.

At a high level, ETL and data preparation solve similar problems: transforming multiple input datasets to some
desired output. However, modern data preparation differs from ETL in nearly every basic question of Who,
Why, What and Where, resulting in very different requirements for new software solutions.

ETL technologies are targeted at IT professionals (Who), tasked with establishing static data pipelines
for reference data (Why), given structured inputs (What) in on-premises datacenters running legacy software
(Where). These ETL systems exist to help IT implement data pipelines for downstream consumers. IT receives
data requirements from a line of business, and implements and optimizes these pipelines on behalf of those
consumers. IT is also responsible for ensuring security and quality of the data used by analysts. The “Who”
does not scale well with the rising tide of data: As organizations become more data-driven and the number of
consumers and analytic use cases grows, IT can become an unscalable bottleneck in the analysis lifecycle.

Data preparation tools instead focus on enabling analysts in a specific line of business (Who) to design and
maintain data preparation recipes that solve problems relevant to the their job success (Why). They typically
bring bespoke data from their own processes, and often blend in external data as well (What). In many cases these
organizations are working on net new projects, and are given the latitude to set up on new modern infrastructure,
e.g. using public clouds or open source technologies (Where).

The difference in the Who drives the need for self-service technology, reflecting the changing nature of data
in large organizations. The line of business likes self-service data preparation because they best understand
their own requirements, and self-service cuts out time-consuming communication and delivery cycles with IT.
IT increasingly likes self-service, because analysts are not burdening them with tedious and ill-specified data
provisioning requests. Self-service data preparation enables organizations to scale the number of analysis tasks
they can perform beyond what IT could centrally manage, and make the whole process more efficient and
satisfying. Moreover, the change in Why often makes these exercises highly valuable: line-of-business use
cases typically use data to make more money or reduce costs. This is creative, competitive data work.

The difference in What is not to be minimized. Legacy ETL is designed to handle well-structured data
originating from a variety of operational systems or databases. Many ETL tools are entirely schema-driven:
users are not shown data when they specify ETL pipelines. This makes it a poor fit to data that is not clearly
schematized in one uniform way, or data that needs cleaning as much as it needs republishing. A growing
amount of analysis occurs in environments where the schema of data is not defined or known ahead of time.
This means the analyst doing the wrangling determines how the data can be leveraged for analysis as well as
the schema (structure) to be imposed to perform that analysis. Legacy ETL systems were not optimized for
large-scale data or complex raw sources that require substantial restructuring and derivation.

Finally the Where is changing quickly. To be most effective, ETL and data preparation products should both
be integrated into an ecosystem of other tools for storage, processing and consumption. Legacy ETL products
were designed when most data was on-premises in relational and operational systems. Because the locus of
data gravity is moving to big data and cloud environments, many forward-looking data preparation solutions are
focused on working well in those environments.

This is not to say that ETL is dead. Like many legacy technologies, it plays a key role in the standard
operating procedure of traditional IT. Rather, the point is that data preparation solutions should provide a new
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How to respond to the new Who, Why, What and Where. Legacy ETL use cases are already handled adequately,
and there is less of a pressing need for new technologies to solve those old problems.

3 Evolutionary Paths

We launched the original Wrangler prototype on an academic website in Fall 2011, and quickly saw thousands
of unique users: our first feedback on the importance of the area. Since that time, we have been through many
iterations of refining our understanding of the data wrangling problem and the key issues in improving user
productivity. Here we share our learning on a number of fronts, from users to interfaces to backend systems.

3.1 Personas

A critical question for any product, but especially in an emerging market, is this: Who are my users? This
question can be particularly difficult to answer in the early stages of design, when there are few if any actual
users and instead one has to develop personas of who the likely intended users are. Personas are “fictional
representations and generalizations of ... your target users who exhibit similar attitudes, goals, and behaviors
in relation to your product.” [6]. In the case of Trifacta, our understanding of who we are designing for has
evolved tremendously as we have engaged different user communities and observed industry-wide changes in
organizational data analysis roles.

Unsurprisingly, our initial outlook was anchored in the university environment in which we were pursuing
research. We were motivated by our own trials and tribulations with data wrangling, as well as those of our
academic peers. This orientation was reflected in our early user studies [18, 10]: largely due to convenience, a
majority of our study participants were computer science students with some degree of analysis training.

We recognized the limits of studying this population, and set out to conduct an interview study of analysts
in industry [19], involving professionals with varied titles such as “business analyst”, “data analyst” and “data
scientist”. We found that our respondents were well-described by three archetypes (“hackers”, “scripters”, and
“application users”) that differed in terms of skill set and typical workflows. These archetypes varied widely
in terms of programming proficiency, reliance on information technology (IT) staff, and diversity of tasks,
but varied less in terms of statistical proficiency. These initial archetypes, and their corresponding tasks and
workflows, served as a major touchstone for our early commercialization efforts.

That is not, however, to say that our archetypes were unbiased. The analysts we interviewed at that time
spanned a spectrum of programming proficiency, but all worked in dedicated analysis positions. Increasingly we
see people working with data when that is not their primary job role: our case study in Section 1.1 is an example.
In addition, we have observed industry-wide shifts in six years as “data science” has matured. While early data
scientists were often a “jack of all trades” with a mix of skills including statistical analysis and large-scale
processing, many organizations eventually differentiated the roles of data scientist (more focused on analytical
tasks) and data engineer (more focused on analysis infrastructure). Moreover, traditional IT departments still
play a critical role in organization-wide data efforts, but were not a focus of our interview study.

In the six years since our interviews, engagement with customers (including user studies, site visits, surveys,
and interviews) has led us to refine and expand our personas. For example, while highly-skilled data scientists
remain a constituency, we focus on them less than we did on campus. Users with programming ability often
choose to complete data wrangling tasks using code, foregoing the efficiency and feedback afforded by improved
visual tools in favor of the familiar walled garden of their favorite programming language. On the other hand,
analysts in a specific line of business have driving questions and deep domain expertise, but may lack either the
time or programming knowledge to write scalable data transformation code. These users also greatly outnumber
data scientists, and so represent a larger business opportunity. Separately, we have learned to appreciate an
additional class of user other than the data analyst: users tasked with operationalizing, scheduling, and deploying

27



workflows generated by self-service analysts. These users often need to oversee the use of computing resources,
and the governance of data—an issue made all the more clear by the recent focus on privacy and the GDPR
legislation in Europe. Some Trifacta customers choose the product not for its ease of use, but because it can be
used to ensure a reliable, auditable process for preparing data for legislative or administrative compliance.

3.2 Interface Evolution

Figure 1: Potter’s Wheel with its menu-driven interface

Data wrangling is fundamentally a pro-
gramming task: users must choose a se-
quence of transformations to raw data,
mapping it into a more usable and action-
able form. Many data preparation solu-
tions, including ours, formulate a domain-
specific language (DSL) for expressing the
various transformations needed, such as
formatting, filtering, aggregation, and in-
tegration operations. While writing high-
level DSL programs can be an attractive
alternative to writing low-level code in a more general language, it still imposes a technical burden. Instead, at
Trifacta we enable end users to express DSL statements through interactions with a graphical user interface.

A primary source of inspiration was Raman & Hellerstein’s Potter’s Wheel system [29]. Potter’s Wheel
involved a scalable table grid view for directly inspecting data, coupled with menu-driven commands (and ac-
companying modal dialogs) for applying transformations (Figure 1). These graphical commands were translated
into statements in an underlying DSL: a sequence of user commands generates a data transformation script.

Figure 2: Wrangler research prototype, with predictive interaction.

In lieu of menus, our Data Wrangler
research prototypes [18, 10] focused on
more direct manipulation interactions. We
initially explored interface gestures for ex-
pressing transformations, but this led to
ambiguity, as the same gesture might be
used for different transformations. For ex-
ample, if you select a span of text, do
you intend to extract, replace, or split up
the text? However, we realized that for
a range of simple interactions (e.g., row,
column, and text selection), typically only
a small number of transformations make
sense. This insight led us to an approach
called predictive interaction, analogous to auto-complete, in which simple gestures guide automated predictions
of which transformations to apply. The system searches over relevant DSL statements compatible with the user
selection and recommends those it believes will most improve the data [11]. To help users select among the
suggestions, we provided transformation summaries in a natural text format and visualizations that conveyed the
effect the transformation would have on the data table (Figure 2).

After founding Trifacta, we rebuilt the DSL and interface from the ground up. We maintained the predictive
interaction approach, including visual transform previews. We incorporated more powerful means of transform
customization. For example, predictions may be close to a user’s intent but not a perfect match, requiring further
refinement. Users also needed means to express custom calculation formulae. These requirements, combined
with a startup’s zeal for agility, led to us to an early version that surfaced recommendations directly as DSL code
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statements, alongside a code editor for drafting or modifying statements (Figure 3). This provided maximal
expressiveness, but required learning the syntax of our Wrangle DSL. While valuable for trained users, user
feedback indicated that this design imposed an unattractive learning curve for our target personas.

Figure 3: An early version of Trifacta Wran-
gler, with explicit DSL editing.

We also incorporated visual profiles: automatically-
generated summary visualizations that convey the shape and
structure of the data. We added histograms to the column head-
ers in the grid view, while also providing dedicated per-column
views with statistical summaries and type-specific visualizations,
such as maps for geospatial data and aggregate trends by month,
week, day, etc. for temporal data. Akin to interaction with table
cells, interaction with visual profiles trigger transform sugges-
tions, for example filtering to a selected data range.

As both our product and personas evolved, we further elabo-
rated the interface model with additional features. For example,
we sought to improve users’ ability to interpret transform sugges-
tions through the inclusion of a navigable gallery of small visual
summaries of suggested transformations. As shown in Figure 4, these cards pair DSL code snippets with before
& after comparisons to complement our existing visual previews.

Figure 4: Trifacta Wrangler with suggestion cards. The first sug-
gestion highlighted in blue is previewed in the main grid. Hovering
over an alternative suggestion (low in the list) yields a visual pre-
view of its effects.

To help users create new transforms
or refine suggested ones without writ-
ing textual code, we developed a trans-
form builder: a structured graphical edi-
tor for transformation authoring and mod-
ification. Builder scaffolds the transforma-
tion authoring process with input widgets
for each transform parameter (Figure 5).
Users can directly configure a transform
without having to learn the syntax of the
underlying DSL. Builder also provides in
situ help and documentation to further aid
the process. The transform types and pa-
rameters in builder are isomorphic to those
in Wrangle DSL, facilitating learning over
time. Finally, we found that many users
migrating from traditional tools like Ex-
cel wanted a menu bar to browse for func-
tionality; choosing an item from Trifacta’s
menu bar populates the builder with sug-
gested parameters.

3.3 Architecture Evolution

The original Potter’s Wheel tool was built as a desktop application, centered on a DSL of transforms that were
surfaced as menu commands [29]. (Many current data preparation tools are designed this way.) Potter’s Wheel
was distinguished architecturally by a unique ability to allow instantaneous interaction on large datasets. It would
begin scanning a file or table, and stream it immediately into an online reordering algorithm that bucketized the
incoming data [31]. Sample rows would immediately appear in the user interface from buckets biased toward
the current scrollbar position, giving the illusion of fluid scrolling over an unbounded table of data. Meanwhile,
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streaming anomaly detection algorithms could work in the background on the data while it was being scanned.

Figure 5: Menus and builder for explicit transformation. Choos-
ing a menu item opens and populates the builder interface on the
right, which provides a structured graphical editor over the DSL
code from Figure 3.

Ten years later, the academic Wran-
gler prototype [18] was implemented as
a browser-based Javascript application. It
accepted only very small datasets pasted
into a text buffer, but focused on generat-
ing not only output data, but output scripts
in one of a variety of external languages
including Javascript, Python, SQL and
MapReduce. This shift in primary focus
from data manipulation to code generation
was critical in the design of Trifacta.

When designing Trifacta’s first version
in 2012, we were interested in extending
the reach of Wrangler beyond casual web
use to a full range of challenging data-rich
scenarios. Our goals included tackling a
rich variety of data representations, from
unstructured to semi-structured and rela-
tional data. We were also determined to
address potentially unbounded volumes of
data—not just generating “big data” code
as a proof of concept, but working in a seamless and performant way in a big data ecosystem.

This led us to consider two deployment targets. The first was to host Trifacta Wrangler, this time as a scalable
service embedded in public cloud infrastructure. The second choice was to deliver an on-premises solution that
would integrate with the emerging “big data” stack. Architecturally, we believed that a design targeted to run as
a service would also work well on premises, so we essentially designed for running as a service. As it happened,
2012 was far too early for most enterprise customers to bring serious data to the cloud, so we opted to deliver
Trifacta as an on-premises “big data” solution first. However, when Google approached us four years later to
deliver Trifacta as a service called Google Cloud Dataprep, we were architecturally in a good position to meet
that challenge, and now we have offerings on all three public clouds.

3.3.1 Trifacta Architecture

The key goals of Trifacta’s coarse-grained architecture were to scale from a single-user desktop up to the biggest
SaaS deployments in the cloud, while preserving end-user simplicity and immediacy at every scale.

Trifacta was designed from the start as a three-tier solution, consisting of a Trifacta client built on browser
technology (currently both Javascript and WebAssembly), a middle tier of soft-state Trifacta services, and a
lower tier of commodity (non-Trifacta) services for persistence and big-data compute. The lower tier was de-
signed to be pluggable with a variety of cloud-hosted or on-premises solutions including the Apache big data
stack for on-premises deployment, and the native services of the popular public clouds. Key to this design was
the focus going back to Potter’s Wheel of having a DSL representation of user intent at the heart of the system,
and—like Wrangler—an ability to cross-compile that DSL to multiple candidate execution services.

The top (“client”) tier of Trifacta runs in a web browser, or in a desktop application using web components
via the Chromium framework. The Trifacta client combines an intelligent Transformer user interface with
a DSL cross-compiler—both written in Javascript—and also includes a C++-based in-memory query engine
called Photon [12] that is compiled to WebAssembly to run in the browser. The user interface includes many
of Trifacta’s characteristic visual profiling and ML-based predictive interaction [11] model for transformation,
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as well as the ability to manage flows and external datasets from a wide variety of remote sources: filesystems,
web-based storage, databases and so on. When a user identifies a dataset of interest, Trifacta’s middle tier fetches
the raw data and pushes it into the browser for initial visualization; if the dataset will not fit in browser memory,
the middle tier pushes a sample of the data into the browser. As the user manipulates data in the Transformer
interface, “recipes” (transformation scripts) are generated in Trifacta’s DSL, “Wrangle”. For every action in the
Transformer interface, the recipe up to that point is compiled into a Photon query plan, executed by Photon on
the browser-based data, and rendered on screen in a range of visualizations. This provides a rich, responsive
direct-manipulation experience in the browser, and ensures that users can fluidly explore and transform their data
without any backend processing. When the user chooses to run or schedule a job, the front-end cross-compiles
their recipe to the backend execution framework of choice in their deployment—the list of targets has evolved
over time as big data engines have waxed and waned in popularity, but current offerings at this date include
hosted editions of Photon, Apache Spark, Google Dataflow, AWS Elastic MapReduce, and Azure HDInsight.

Figure 6: Sketch of Trifacta Wrangler Enterprise.

Trifacta’s rich interface places significant demands on
Photon in the browser: nearly every user gesture generates a
multitude of transformation tasks (queries)—different tasks
for each different suggestion to the user—which all need
to be run through Photon at the speed of human interac-
tion to generate visual previews. This need for concur-
rent, responsive query processing is the primary reason we
built our own in-memory query engine. Some products for
data transformation use backend technologies like Spark
for their interactive processing. In designing Photon, we
evaluated Spark to back each client, but found that Spark’s
performance was far too unpredictable—in startup, latency
and especially memory pressure—to service our interactive
user experience. Instead, Photon was inspired by a num-
ber of similar high-performance in-memory query engines
including Hyper [20] (now embedded similarly in Tableau)
and Cloudera Impala [21]. An overview of the Photon ar-
chitecture is beyond the scope of this paper, but was pre-
sented in a conference talk viewable online [12].

Trifacta’s middle tier is a set of soft-state services that
power the frontend, and connect it to scalable data process-
ing and storage. First, there is a web application that routes requests and controls the user interface’s metadata,
including browsing and storage of a registry of user Flows, Datasets, scheduled jobs, collaborations with other
users, and so on. There is a jobrunner for running transformation jobs in big data engines in the lower tier, and a
monitoring service to track those jobs throug their lifecycle. There is a “virtual filesystem” service for abstract-
ing access to datasets from various storage systems, and a backend C++ Photon engine for running jobs that are
too large to run in the browser, but small enough to run most quickly in memory on a single machine. Finally
there is a machine learning (ML) service for serving predictions from a variety of models that power Trifacta’s
intelligent features. A non-exhaustive list of these ML features includes auto-detection of data types, recom-
mendation of transformation steps, recommendations for join keys, synthesis of regular expressions from textual
examples, and extraction/conversion of canonical patterns for variant data (e.g., for understanding a mixture of
date formats, log records, addresses and so on, and optionally standardizing them.)

The bottom tier of a Trifacta installation is not Trifacta code at all—it is a set of commodity infrastructure
services that provide persistence and compute resources. These include a relational database for maintaining
user metadata for the webapp, a scalable file system for unstructured dataset inputs and outputs, a dataflow
execution service (query processor) and native services for identity and access management (e.g., Kerberos).
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Trifacta also offers a REST API for integrating with third-party services and applications: for example for
publishing clean datasets to downstream analytics or charting tools, or for reading and writing metadata and job
lineage to third party data catalogs. This API is critical for Trifacta to “play nice” with other pieces of the data
stack, including infrastructure as well as downstream user-facing applications.

3.3.2 Agile Exploration of Big Data: Sampling

A key design imperative for Trifacta is to allow users to see and directly manipulate their data during trans-
formation, which requires a responsive user interface. For very large datasets, the only way to get responsive
interaction is to reduce the data to an efficient size—either via precomputation (summary structures like data
cubes) or via subsetting the data (using indexes or random samples). Because the process of data wrangling
transforms the dataset step-by-step, it is infeasible to assume precomputed structure like cubes or indexes are
available on the full dataset—these structures would have to be rebuilt after every transform step! Instead, for
data wrangling to both scale up and provide an immediate, responsive user experience, sampling is in some
form is quite natural. Data preparation products that do not offer built-in sampling either (a) do not provide a
responsive user experience, or (b) effectively force the user to do sampling by hand outside the product. Worse,
when users do their own sampling in many products, they often are only able to get a transformed copy of their
sample data—the wrangling work they author in the product is not transferrable to the larger dataset.

Potter’s Wheel scaled fluidly via a unique sampling technique integrated into the UI. The design was innova-
tive but not without problems: the sampling was a best-effort approach on streaming read, and had randomness
guarantees that were hard to interpret statistically. The user experience was unpredictable as well, in terms of
what data would actually be seen during scrolling: in particular, if a user saw a particular row at some scrollbar
location, it was not guaranteed that said row would still be there if they scrolled away and scrolled back [30].

Wrangler, by contrast, took a simple approach that put the burden on the user. Because Wrangler could only
consume as much data as the OS “clipboard” could cut-and-paste, users with big datasets had to downsample
their data themselves. Importantly, though, Wrangler could still be useful for users with big data sets: after
the user transformed their sample dataset to their satisfaction, Wrangler (like Potter’s Wheel before it) could
output a reusable transformation script to transform the full dataset using a variety of programming languages
(Javascript, Python, SQL, etc.) Hence while Wrangler itself did not scale, it provided a clear “contract” to the
user about how it could and could not help with large data sets.

Trifacta was designed to preserve Wrangler’s spirit of user clarity, but with significantly better scale and au-
tomation using an approach we call sample-to-scale. The goals of sample-to-scale are to guarantee a responsive
but rich visual experience, to put users in control of sampling in intuitive and low-friction ways, and to ensure
that users’ visual work is encoded in recipes that can be run at scale on unbounded amounts of data. To get
started quickly when opening a new dataset, Trifacta loads the “head” of the dataset into the browser by default,
while in the background Trifacta’s services are assembling a statistically robust simple random sample on the
fly. The user is alerted when the random sample is available, and can switch between samples in the browser
at any time. Because Trifacta user behaviors are captured in declarative recipes, the new sample can be run
through the existing recipe and rendered in the browser immediately, to allow the user to see how their recipe
to that point would work on a different sample. Trifacta also allows users to specify specific sampling meth-
ods including stratified sampling on particular columns, samples that ensure that certain values appear in their
output, or samples that ensure that certain anomalies of interest are in evidence so they can be addressed. For
UX consistency, Trifacta remembers the samples that users have worked with, and ensures that it is possible to
go back to prior states of transformation history with the same samples that were originally seen. Finally, when
users are satisfied with the properties of their transformed sample (or samples) they can run a full job, which
executes the recipe over the entire datasets and produces both an output file and a data profile.
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3.4 Deployments

Trifacta’s architecture allowed us to deploy it in multiple environments. There are three basic patterns.
In an on-premises deployment, the lowest tier is the customer’s existing installation of Hadoop and Spark

from vendors like Cloudera and Hortonworks. Trifacta’s middle tier is deployed on an “edge node” that sits
alongside the Hadoop cluster, and provides metadata storage via a relational database.

We also offer a similar cloud tenant deployment for customers whose data lives in the cloud. In this format,
Trifacta’s middle tier runs in Kubernetes-managed containers on behalf of the client, and native cloud services
(database, dataflow, filesystem) replace the metadata database and the various functions of Hadoop.

Trifacta can also be deployed as multitenant SaaS, as we do for Google Cloud Dataprep. In this configu-
ration, Trifacta’s middle tier is run in an elastic environment of containers managed with Kubernetes. Jobs are
compiled to run on elastic cloud dataflow services like Google Cloud Dataflow. Metadata is stored in a multi-
tenant cloud database. We have seen users of this deployment routinely transform petabytes of data and consume
thousands of compute hours. Yet they share the same agile experience in the browser enjoyed by smaller user
cases thanks to the immediacy of photon and the philosophy of sample-to-scale.

To stay connected to our roots in the academic Wrangler prototype, we maintain a free photon-based edition
of Trifacta Wrangler for use by the general public at https://www.trifacta.com. The global community of
data wranglers provides us with front-line awareness of how the software can be improved over time.

4 Conclusion

After years of scattered research, Self-Service Data Preparation has emerged as a significant category in the
data industry. It has a different technical focus than legacy data integration/ETL due to evolution in the users
who wrangle data, the variety of data they face, and the data systems they favor. Usage at major enterprises
demonstrates that new technologies improve processes for experienced users, and enable new classes of users to
wrangle their own data. The area remains important for further innovation across Databases, AI, PL and HCI;
we encourage our fellow researchers to further explore industry reports on the area [1, 5, 8, 23, 35] as well as
free offerings of data preparation solutions online to get a sense of issues in the field.
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Abstract

We argue that the data integration (DI) community should devote far more effort to building systems,
in order to truly advance the field. We discuss the limitations of current DI systems, and point out that
there is already an existing popular DI “system” out there, which is PyData, the open-source ecosystem
of 138,000+ interoperable Python packages. We argue that rather than building isolated monolithic DI
systems, we should consider extending this PyData “system”, by developing more Python packages that
solve DI problems for the users of PyData. We discuss how extending PyData enables us to pursue an
integrated agenda of research, system development, education, and outreach in DI, which in turn can
position our community to become a key player in data science. Finally, we discuss ongoing work at
Wisconsin, which suggests that this agenda is highly promising and raises many interesting challenges.

1 Introduction
In this paper we focus on data integration (DI), broadly interpreted as covering all major data preparation steps
such as data extraction, exploration, profiling, cleaning, matching, and merging [10]. This topic is also known
as data wrangling, munging, curation, unification, fusion, preparation, and more. Over the past few decades, DI
has received much attention (e.g., [37, 29, 31, 20, 34, 33, 6, 17, 39, 22, 23, 5, 8, 36, 15, 35, 4, 25, 38, 26, 32, 19,
2, 12, 5, 16, 2, 3]). Today, as data science grows, DI is receiving even more attention. This is because many data
science applications must first perform DI to combine the raw data from multiple sources, before analysis can
be carried out to extract insights.

Yet despite all this attention, today we do not really know whether the field is making good progress. The
vast majority of DI works (with the exception of efforts such as Tamr and Trifacta [36, 15]) have focused on
developing algorithmic solutions. But we know very little about whether these (ever-more-complex) algorithms
are indeed useful in practice. The field has also built mostly isolated system prototypes, which are hard to use and
combine, and are often not powerful enough for real-world applications. This makes it difficult to decide what
to teach in DI classes. Teaching complex DI algorithms and asking students to do projects using our prototype
systems can train them well for doing DI research, but are not likely to train them well for solving real-world DI
problems in later jobs. Similarly, outreach to real users (e.g., domain scientists) is difficult. Given that we have
mostly focused on “point DI problems”, we do not know how to help them solve end-to-end DI tasks. That is,
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we cannot tell them how to start, what algorithms to consider, what systems to use, and what they need to do
manually in each step of the DI process.

In short, today our DI effort in research, system development, education, and outreach seem disjointed from
one another, and disconnected from real-world applications. As data science grows, this state of affairs makes it
hard to figure out how we can best relate and contribute to this major new field.

In this paper we take the first steps in addressing these problems. We begin by arguing that the key to
move forward (and indeed, to tie everything together) is to devote far more effort to building DI systems. DI is
engineering by nature. We cannot just keep developing DI algorithmic solutions in a vacuum. At some point we
need to build systems and work with real users to evaluate these algorithms, to integrate disparate R&D efforts,
and to make practical impacts. In this aspect, DI can take inspiration from RDBMSs and Big Data systems.
Pioneering systems such as System R, Ingres, Hadoop, and Spark have really helped push these fields forward,
by helping to evaluate research ideas, providing an architectural blueprint for the entire community to focus on,
facilitating more advanced systems, and making widespread real-world impacts.

We then discuss the limitations of current DI systems, and point out that there is already an existing DI system
out there, which is very popular and growing rapidly. This “system” is PyData, the open-source ecosystem of
138,000+ interoperable Python packages such as pandas, matplotlib, scikit-learn, etc. We argue that rather than
building isolated monolithic DI systems, the DI community should consider extending this PyData “system”, by
developing Python packages that can interoperate and be easily combined to solve DI problems for the users of
PyData. This can address the limitations of the current DI systems, provide a system for the entire DI community
to rally around, and in general bring numerous benefits and maximize our impacts.

We propose to extend the above PyData “system” in three ways:

• For each end-to-end DI scenario (e.g., entity matching with a desired F1 accuracy), develop a “how-to
guide” that tells a power user (i.e., someone who can program) how to execute the DI process step by step,
identify the true “pain points” in this process, develop algorithmic solutions for these pain points, then
implement the solutions as Python packages.

• Foster PyDI, an ecosystem of such DI packages as a part of PyData, focusing on how to incentivize the
community to grow PyDI, how to make these packages seamlessly interoperate, and how to combine them
to solve larger DI problems.

• Extend PyDI to the cloud, collaborative (including crowdsourcing), and lay user settings.

We discuss how extending PyData can enable our community to pursue an integrated agenda of research, system
development, education, and outreach. In this agenda we develop solutions for real-world problems that arise
from solving end-to-end DI scenarios, build real-world tools into PyData, then work with students and real-
world users on using these tools to solve DI problems. We discuss how this agenda can position our community
to become a key player in data science, who “owns” the data quality part of this new field. Finally, we describe
initial work on this agenda in the past four years at Wisconsin. Our experience suggests that this agenda is highly
promising and raises numerous interesting challenges in research, systems, education, and outreach.

2 Data Science and Data Integration
In this section we briefly discuss data science, data integration, and the relationship between the two.

Currently there is no consensus definition for data science (DS). For our purposes, we will define data
science as a field that develops principles, algorithms, tools, and best practices to manage data, focusing on three
topics: (a) analyzing raw data to infer insights, (b) building data-intensive artifacts (e.g., recommender systems,
knowledge bases), and (c) designing data-intensive experiments to answer questions (e.g., A/B testing). As such,
DS is clearly here to stay (even though the name may change), for the simple reason that everything is now data
driven, and will only become even more so in the future.
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Figure 1: Matching two tables in practice often involves two stages and many steps (shown in italics).

In this paper we focus on the first topic, analyzing raw data to infer insights, which has received a lot
of attention. A DS task here typically consists of two stages. In the data integration (DI) stage, raw data from
many different sources is acquired and combined into a single clean integrated dataset. Then in the data analysis
stage, analysis is performed on this dataset to obtain insights. Both stages extensively use techniques such as
visualization, learning, crowdsourcing, Big Data scaling, and statistics, among others.
Core DI Problems & End-to-End DI Scenarios: The DI stage is also known as data wrangling, prepara-
tion, curation, cleaning, munging, etc. Major problems of this stage include extraction, exploration, profiling,
cleaning, transforming, schema matching, entity matching, merging, etc. We refer to these as core DI problems.
When solving a core DI problem, real-world users often want to reach a desired outcome (e.g., at least 95%
precision and 80% recall). We refer to such desired outcomes as goals, and to such scenarios, which go from
the raw data to a goal, as end-to-end DI scenarios. (As a counter example, simply trying to maximize the F1

accuracy of entity matching, as many current research works do, is not an end-to-end scenario.)
Development and Production Stages: To solve an end-to-end DI scenario, a user typically goes through two
stages. In the development stage, the user experiments to find a DI workflow that can go from raw data to the
desired goal. This is often done using data samples. In this stage, the user often has to explore to understand the
problem definition, data, and tools, and make changes to them if necessary. Then in the production stage, the
user specifies the discovered workflow (e.g., declaratively or using a GUI), optionally optimizes, then executes
the workflow on the entirety of data. (Sometimes the steps of these two stages may be interleaved.)
Example 1: Consider matching two tables A and B each having 1M tuples, i.e., find all pairs (a ∈ A, b ∈ B)
that refer to the same real-world entity. In the development stage (Figure 1.a), user U tries to find an accurate
EM workflow. This is often done using data samples. Specifically, U first samples two smaller tables A′ and B′

(each having 100K tuples, say) from A and B. Next, U performs blocking on A′ and B′ to remove obviously
non-matched tuple pairs. U often must try and debug different blocking techniques to find the best one.

Suppose U wants to apply supervised learning to match the tuple pairs that survive the blocking step. Then
next, U may take a sample S from the set of such pairs, label pairs in S (as matched / non-matched), and then use
the labeled sample to develop a learning-based matcher (e.g., a classifier). U often must try and debug different
learning techniques to develop the best matcher. Once U is satisfied with the accuracy of the matcher, the
production stage begins (Figure 1.b). In this stage, U executes the EM workflow that consists of the developed
blocking strategy followed by the matcher on the original tables A and B. To scale, U may need to rewrite the
code for blocking and matching to use Hadoop or Spark.

3 Limitations of Current Data Integration Systems
Each current DI system tries to solve either a single core DI problem or multiple core DI problems jointly (e.g.,
schema matching, followed by schema integration, then EM). We now discuss these two groups in turn. Consider
systems for a single core DI problem. Our experience suggests that this group suffers from the following
limitations.
1. Do Not Solve All Stages of the End-to-End DI Process: Most current DI systems support only the
production stage. For example, most current EM systems provide a set of blockers and matchers. The user can
specify an EM workflow using these blockers/matchers (either declaratively or via a GUI). The systems then
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optimize and execute the EM workflow. Much effort has been devoted to developing effective blocker/matcher
operators (e.g., maximizing accuracy, minimizing runtime, minimizing crowdsourcing cost, etc.). There has
been relatively little work on the development stage. It is possible that database researchers have focused mostly
on the production stage because it follows the familiar query processing paradigm of RDBMSs. Regardless, we
cannot build practical DI systems unless we also solve the development stage.
2. Provide No How-To Guides for Users: Solving the development stage is highly non-trivial. There are
three main approaches. First, we can try to completely automate it. This is unrealistic. Second, we can still
try to automate, but allowing limited human feedback at various points. This approach is also unlikely to work.
The main reason is that the development stage is often very messy, requiring multiple iterations involving many
subjective judgments from the human user. Very often, after working in this stage for a while, the user gains a
better understanding of the problem and the data at hand, then revises many decisions on the fly.

Example 2: Consider the labeling step in Example 1. Labeling tuple pairs in sample S as matched or non-
matched seems trivial. Yet it is actually quite complicated in practice. Very often, during the labeling process
user U gradually realizes that his/her current match definition is incorrect or inadequate. For instance, when
matching restaurant descriptions, U may start with the definition that two restaurants match if their names and
street addresses match. But after a while, U realizes that the data contains many restaurants that are branches
of the same chain (e.g., KFC). After checking with the business team, U decides that these should match too,
even though their street addresses do not match. Revising the match definition however requires U to revisit and
potentially relabel pairs that have already been labeled, a tedious and time-consuming process.

As another example, suppose a user U wants to perform EM with at least 95% precision and 80% recall. How
should U start? Should U use a learning-based or a rule-based EM approach? What should U do if after many
tries U still cannot reach 80% recall with a learning-based approach? It is unlikely that an automated approach
with limited human feedback would work for this scenario.

As a result, it is difficult to imagine that the development stage can be automated with any reasonable degree
soon. In fact, today it is still often executed using the third approach, where a human user drives the end-to-end
process, making decisions and using (semi-)automated tools in an ad-hoc fashion. Given this situation, many
users have indicated to us that what they really need, first and foremost, is a how-to guide on how to execute the
development stage. Such a guide is not a user manual on how to use a tool. Rather, it is a detailed step-by-step
instruction to the user on how to start, when to use which tools, and when to do what manually. Put differently,
it is an (often complex) algorithm for the human user to follow. Current DI systems lack such how-to guides.
3. Provide Few Tools for the Pain Points: When executing the development state, a user often runs into many
“pain points” and wants (semi-)automated tools to solve them. But current DI systems have provided few such
tools. Some pain points are well known, e.g., debugging blockers/matchers in EM. Many more are not well
known today. For example, many issues thought trivial turn out to be major pain points in practice.

Example 3: Exploring a large table by browsing around is a major pain point, for which there is no effective
tool today (most users still use Excel, OpenRefine, or some limited browsing capabilities in PyData). Counting
the missing values of a column, which seems trivial, turns out to be another major pain point. This is because
in practice, missing values are often indicated by a wide range of strings, e.g., “null”, “none”, “N/A”, “unk”,
“unknown”, “-1”, “999”, etc. So the user often must painstakingly detect and normalize all these synonyms,
before being able to count. Labeling tuple pairs as match/no-match in EM is another major pain point. Before
labeling, users often want to run a tool that processes the tuple pairs and highlights possible match definitions,
so that they can develop the most comprehensive match definition. Then during the labeling process, if users
must still revise the match definition, they want a tool that quickly flags already-labeled pairs that may need to
be relabeled.

4. Difficult to Exploit a Wide Variety of Capabilities: It turns out that even when we just try to solve a single
core DI problem, we already have to utilize a wide variety of capabilities. For example, when doing EM, we
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often have to utilize SQL querying, keyword search, learning, visualization, crowdsourcing, etc. Interestingly,
we also often have to solve other DI problems, such as exploration, cleaning, information extraction, etc. So we
need the solution capabilities for those problems as well.

Today, it is very difficult to exploit all these capabilities. Incorporating all of them into a single DI system
is difficult, if not impossible. The alternative solution of moving data among multiple systems, e.g., an EM
system, an extraction system, a visualization system, etc., also does not work. This is because solving a DI
problem is often an iterative process. So we would end up moving data among multiple systems repeatedly,
often by reading/writing to disk and translating among proprietary data formats numerous times, in a tedious
and time consuming process. A fundamental problem here is that most current DI systems are stand-alone
monoliths that are not designed to interoperate with other systems. Put differently, most current DI researchers
are still building stand-alone systems, rather than developing an ecosystem of interoperable DI systems.
5. Difficult to Customize, Extend, and Patch: In practice, users often want to customize a generic DI
system to a particular domain. Users also often want to extend the system with latest technical advances, e.g.,
crowdsourcing, deep learning. Finally, users often have to write code, e.g., to implement a lacking functionality
or combine system components. Writing “patching” code correctly in “one shot” (i.e., one iteration) is difficult.
Hence, ideally such coding should be done in an interactive scripting environment, to enable rapid prototyping
and iteration. Few if any of the current DI systems are designed from scratch such that users can easily customize,
extend, and patch in many flexible ways. Most systems provide “hooks” at only certain points in the DI pipeline
for adding limited new functionalities (e.g., a new blocker/matcher), and the vast majority of systems are not
situated in an interactive scripting environment, making patching difficult.
6. Similar Problems for the Production Stage: So far we have mostly discussed problems with the devel-
opment stage. But it appears that many of these problems may show up in the production stage too. Consider
for example a domain scientist U trying to execute an EM workflow in the production stage on a single desktop
machine and it runs too slowly. What should U do next? Should U try a machine with bigger memory or disk?
Should U try to make sure the code indeed runs on multiple cores? Should U try some of the latest scaling
techniques such as Dask (dask.pydata.org), or switch to Hadoop or Spark? Today there is no guidance to such
users on how best to scale a DI workflow in production.
Limitations of Systems for Multiple DI Problems: So far we have discussed systems for a single core DI
problem. We now discuss systems for multiple DI problems. Such a system jointly solves a set of DI prob-
lems, e.g., data cleaning, schema matching and integration, then EM. This helps users solve the DI application
seamlessly end-to-end (without having to switch among multiple systems), and enables runtime/accuracy opti-
mization across tasks. Our experience suggests that these systems suffer from the following limitations. (1) For
each component DI problem, these systems have the same problems as the systems for a single DI problems.
(2) As should be clear by now, building a system to solve a single core DI problem is already very complex.
Trying to solve multiple such problems (and accounting for the interactions among them) in the same system
often exponentially magnifies the complexity. (3) To manage this complexity, the solution for each component
problem is often “watered down”, e.g., fewer tools are provided for both the development and production stages.
This in turn makes the system less useful in practice. (4) If users want to solve just 1-2 DI problems, they still
need to install and load the entire system, a cumbersome process. (5) In many cases optimization across prob-
lems (during production) does not work, because users want to execute the problems one by one and materialize
their outputs on disk for quality monitoring and crash recovery. (6) Finally, such systems often handle only a
pre-specified set of workflows that involves DI problems from a pre-specified set. If users want to try a different
workflow or need to handle an extra DI problem, they need another system, and so end up combining multiple
DI systems anyway.
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4 The PyData Ecosystem of Open-Source Data Science Tools
In the past decade, using open-source tools to do data science (for both data integration and data analysis stages)
has received significant growing attention. The two most well-known ecosystems of such open-source tools are
in Python and R. In this paper we focus on the Python ecosystem, popularly known as PyData.
What Do They Do? First and foremost, the PyData community has been building a variety of tools (typically
released as Python packages). These tools seek to solve data problems (e.g., Web crawling, data acquisition,
extraction), implement cross-cutting techniques (e.g., learning, visualization), and help users manage their work
(e.g., Jupyter notebook). As of May 2018, there are 138,000+ packages available on pypi.org (compared to
“just” 86,000 packages in August 2016). Popular packages include NumPy (49M downloads), pandas (27.7M
downloads), matplotlib (13.8M downloads), scikit-learn (20.9M downloads), jupyter (4.9M downloads), etc.

The community has also developed extensive software infrastructure to build tools, and ways to man-
age/package/distribute tools. Examples include nose, setuptools, pypi.org, anaconda, conda-forge, etc. They
have also been extensively educating developers and users, using books, tutorials, conferences, etc. Recent con-
ferences include PyData (with many conferences per year, see pydata.org), JupyterCon, AnacondaCon, and
more. Universities also often hold many annual Data Carpentry Workshops (see datacarpentry.org) to train
students and scientists in working with PyData.

Finally, the PyData community has fostered many players (companies, non-profits, groups at universities) to
work on the above issues. Examples include Anaconda Inc (formerly Continuum Analytics, which releases the
popular anaconda distribution of selected PyData packages), NumFocus (a non-profit organization that supports
many PyData projects), datacarpentry.org (building communities teaching universal data literacy), software-
carpentry.org (teaching basic lab skills for research computing), and more.
Why Are They Successful? Our experience suggests four main reasons. The first obvious reason is that PyData
tools are free and open-source, making it cheap and easy for a wide variety of users to use and customize. Many
domain scientists in particular prefer open-source tools, because they are free, easy to install and use, and can
better ensure transparency and reproducibility (than “blackbox” commercial software). The second reason, also
somewhat obvious, is the extensive community effort to assist developers and users, as detailed earlier. The
third, less obvious, reason is that PyData tools are practical, i.e., they often are developed to address creators’
pain points. Other users doing the same task often have the same pain points and thus find these tools useful.

Finally, the most important reason, in our opinion, is the conscious and extensive effort to develop an ecosys-
tem of interoperable tools and the ease of interoperability of these tools. As discussed earlier, solving DI prob-
lems often requires many capabilities (e.g., exploration, visualization, etc.). No single tool today can offer all
such capabilities, so DI (and DS) is often done by using a set of tools, each offering some capabilities. For this
to work, tool interoperability is critical, and PyData appears to do this far better than any other DI platforms, in
the following ways. (a) The interactive Python environment makes it easy to interoperate: one just has to import
a new tool and the tool can immediately work on existing data structures already in memory. (b) Tool creators
understand the importance of interoperability and thus often consciously try to make tools easy to interoperate.
(c) Much community effort has also been spent on making popular tools easy to interoperate. For example, for
many years Anaconda Inc. has been selecting the most popular PyData packages (536 as of May 2018), curat-
ing and making sure that they can interoperate well, then releasing them as the popular anaconda data science
platform (with over 4.5M users, as of May 2018).
What Are Their Problems? From DI perspectives we observe several problems. First, even though PyData
packages cover all major steps of DI, they are very weak in certain steps. For example, there are many out-
standing packages for data acquisition, exploration (e.g., using visualization and statistics), and transformation.
But until recently there are few good packages for string matching and similarity join, schema matching, and
entity matching, among others. Second, there is very little guidance on how to solve DI problems. For example,
there is very little published discussion on the challenges and solutions for missing values, string matching,

40



entity/schema matching, etc. Third, most current PyData packages do not scale to data larger than memory and
to multicore/machine cluster settings (though solutions such as Dask have been proposed). Finally, building
data tools that interoperate raises many challenges, e.g., how to manage metadata/missing values/type mismatch
across packages. Currently only some of these challenges have been addressed, in an ad-hoc fashion. Clearly,
solving all of these problems can significantly benefit from the deep expertise of the DI research community.

5 The Proposed System Building Agenda
Based on the extensive discussion in the previous section, we propose that our community consider extending
the PyData “system” to solve DI problems for its users. First, this “system” already exists, with millions of
users. So it is important that we consider helping them. (A similar argument was made for XML, MapReduce,
etc: regardless of what one thinks about these, many users are using them and we ought to help these users if
we can.) Second, we believe that the system building template of PyData is worth exploring. As mentioned
earlier, no single uber-system can provide all DI capabilities. An ecosystem of interoperable DI tools situated in
an interactive environment (e.g., Python) seems highly promising.

Third, extending PyData brings numerous practical benefits and helps maximize our impacts. (a) By building
on PyData, we can instantly leverage many capabilities, thus avoid building weak research prototypes. (b) Many
domain scientists use this “system”. So by extending it, we can better convince them to use our tools. (c) We
can teach PyData and our tools seamlessly in classes, thereby educating students in practical DS tools (that
they should know for later jobs) yet obtaining an evaluation of our tools. (d) For our students, developing
Python packages are much easier compared to developing complex stand-alone systems (such as RDBMSs). So
academic researchers stand a better chance of developing “systems components” that are used in practice. (e)
Tools developed by different DI groups have a better chance of being able to work together. (f) PyData is weak
in many DI capabilities. So this is a real opportunity for our community to contribute. (g) Finally, if the whole
community focuses on a single system, we have a better chance of measuring progress.

Specifically, we propose the following concrete agenda:
• Build systems, each of which helps power users solve an end-to-end scenario involving a single core DI

problem, as software packages in PyData.

• Foster PyDI, an ecosystem of such DI software packages as a part of PyData, focusing on how to incen-
tivize the community to grow PyDI, how to make these packages seamlessly interoperate, and how to
combine them to solve larger DI problems.

• Extend PyDI to the cloud, collaborative (including crowdsourcing), and lay user settings.

We now motivate and discuss these directions.

5.1 Build Systems for Core DI Problems
To build these systems, we propose the following steps (see Figure 2 for the proposed architecture).
1. Identify a Concrete End-to-End DI Scenario: We propose to start by identifying a concrete scenario
that involves a single core DI problem. (Later, as we know much better how to solve core DI problems, we can
leverage that knowledge to build “composite systems” to jointly solve multiple core DI problems.) This concrete
scenario must be end-to-end (e2e), i.e., going from raw data to a desired outcome for the end user (e.g., EM with
at least 95% precision and 90% recall). Our goal is to solve this end-to-end scenario for power users: those
who may not be DI experts but can code, e.g., data scientists. (Later we can leverage these solutions to develop
solutions for lay users, i.e., those that cannot code, in a way analogous to building on assembly languages to
develop higher-level CS languages.)
2. Develop a Detailed How-To Guide: Next, we should develop a detailed how-to guide to the user on how
to execute the above e2e scenario, step by step. First, the guide should tell the user whether he or she should
execute the scenario in stages. As discussed earlier, there are typically two stages to consider: development
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and production. Depending on the scenario, these stages may be executed separately or interleaved somehow.
For example, if the user wants to match two tables of 1M tuples each, then the best course of action is to do a
development stage first with data samples to find an accurate EM workflow, then execute this workflow on the
two original tables in a production stage. On the other hand, if the two tables have just 300 tuples each, then the
user can execute the two stages interleavingly “in one shot”.

Then for each stage, the guide should tell the user as clearly as possible how it should be executed, step
by step: which step should be first, second, etc. For each step, the guide in turn should provide as detailed
instruction as possible on how to execute it. In short, the guide is a detailed algorithms for the human user. A
“rule of thumb” is that if the user knows how to code, he or she should be able to use the guide to execute the
e2e scenario, even without utilizing any tool (of course, this can take a long time, but the key is that the user
should be able to do it). In practice, the guide can utilize any appropriate (semi-)automatic existing tools.
3. Identify Pain Points in the How-To Guide: Next, we should examine the guide carefully to identify real
pain points, i.e., steps that are laborious or time consuming for the user and can be fully or partly automated.
These include well-known pain points (e.g., performing blocking in EM) or steps that are thought trivial but
turn out to be major problems in practice (e.g., browsing a large table, managing missing values, labeling, see
Example 3) .
4. Develop Solutions and Tools for the Pain Points: Finally, we should develop algorithmic (semi-)automated
solutions for the pain points, then implement them as tools. Each tool is a set of Python packages, often using
other packages in PyData. For example, tools for the pain points of the development stage can use pack-
ages in the Python Data Analysis Stack (e.g., pandas, scikit-learn, numpy, etc.), while tools for the production
stage, where scaling is a major focus, can use packages in the Python Big Data stack to perform MapReduce
(e.g., Pydoop, mrjob), Spark (e.g., PySpark), and parallel/distributed computing in general (e.g., pp, dispy).

Data Analysis Stack 

pandas,  scikit-learn, matplotlib, 
numpy, scipy, pyqt, seaborn, …  

Python Interactive Environment 
 Script Language 

Development Stage 
How-to guide 

 
Tools for pain points 
(as Python packages) 

 
Data samples 

DI
Workflow

Production Stage 
How-to guide 

 
Tools for pain points 
(as Python packages) 

 
Original data 

Big Data  Stack 

PySpark, mrjob, Pydoop, 
pp, dispy, … 

Power Users 

PyData 
eco 

system 

Figure 2: Proposed architecture for DI systems.

Example 4: We have built Magellan, a system that
helps users solve the EM problem scenario described
in Example 1 [17]. We provide detailed how-to
guides, then develop tools for the pain points. For
the development stage, these tools (a) take a sample
from two tables A and B (ensuring a reasonable num-
ber of matches in the sample), (b) debug the block-
ers, (c) debug the labeling process, (d) select the best
matcher, and (e) debug the matchers, among others
[24, 27, 28]. There are 104 Python commands that
users can use. By leveraging 11 packages in the Py-
Data ecosystem, we were able to develop these tools
with relatively little effort. For the production stage,

we have developed a preliminary how-to guide, which tells the user how to scale. But more work is necessary to
refine the guide.

We have also been building DI systems to normalize attribute values, count the number of missing values
in a column, taking into account synonyms for missing values, and help users clean a table, using a detailed
how-to guide which tells him or her which attribute to clean in which order, and how.

5.2 Foster a DI Ecosystem as a Part of PyData
In the second part of our system building agenda, we propose to foster PyDI, an ecosystem of interoperable DI
software packages as a part of PyData. To do so, there are several obvious actions we should take. (1) PyData
has been very successful. We should study it and similar ecosystems (e.g., R, Bioconductor), then apply the
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lessons learned to grow PyDI. (2) We should solve a wide variety of end-to-end DI problem scenarios and build
many more tools as Python packages, as discussed earlier. (3) We should work extensively on helping PyDI re-
searchers, developers, educators and users, in terms of infrastructure, books, conferences, tutorials, community
resources, etc. To recruit more developers and users, we can apply the lessons learned from PyData/R, “piggy-
back” on their efforts (e.g., promoting our PyDI tools in Data Carpentry Workshops), and recruit data science
students and domain scientists as our users.
Must Ensure That Tools Can Interoperate: Critical to our success of fostering PyDI, however, is the issue of
tool interoperability. As described earlier, the proposed DI systems (i.e., tools) will be in the PyData ecosystem
and expected to “play well” with other packages. We say that these systems are “open-world”, in contrast to
current stand-alone “closed-world” DI systems. It is critical that we design these “open-world” DI systems
from scratch for interoperability, so that they can easily exploit the full power of PyData and can be seamlessly
combined to solve multiple DI problems.

In particular, these systems should expect other systems (in the ecosystem) to be able to manipulate their
own data, they may also be called upon by other systems to manipulate those systems’ data, and they should
be designed in a way that facilitates such interaction. This raises many interesting technical challenges. For
example, what kinds of data structures should a tool T use to facilitate interoperability? How to manage metadata
if any external tool can modify the data of T , potentially invalidating T ’s metadata without T knowing about it?
How to manage missing values, data type mismatches, version incompatibilities, etc. across the packages? See
[17] for a discussion of some of these issues. We should identify and develop solutions for these challenges.

Finally, the PyData experience suggests that it might not be sufficient to just rely on individual creators to
make the tools interoperate. Community players may have considerably more resources for cleaning/combining
packages and making them work together well. So it is important that we foster such players (e.g., startups,
non-profits, research labs, data science institutes, etc.).

5.3 Build Cloud/Collaborative/Lay User Versions of DI Systems
So far we have proposed to develop DI systems for a single power user, in his/her local environment. There are
however increasingly many more DI settings, which can be characterized by people (e.g., power user, lay user, a
team of users, etc.) and technologies (e.g., cloud, crowdsourcing, etc.). For instance, a team of scientists wants
to solve a DI problem collaboratively, or a lay user wants to do cloud-based DI because he/she does not know
how to run a local cluster. To maximize the impacts of our DI systems, we should also consider these settings.
In particular, we briefly discuss three important settings below, and show that these settings can build on DI
systems proposed so far, but raise many additional R&D challenges.
Cloud-Based DI Systems: Many recent efforts to push PyData “into the cloud” have developed infrastructure
as a service (IaaS). Such a service allows a scientist to quickly create a cloud environment for data science, by
renting machines then installing a wide variety of data science software, including PyData packages (many of
which may already been pre-installed). Scientists can then collaborate in this cloud environment. There have
been far fewer efforts, however, to develop software as a service (SaaS) and platform as a service (PaaS) to
solve DI problems. We should develop such services. If we can develop cloud services to perform DI tasks (e.g.,
profiling, cleaning, labeling, matching, etc.), that would bring major benefits. For example, scientists can easily
collaborate (e.g., in labeling a dataset), share data (e.g., among team members in multiple locations), remotely
monitor task progress, elastically rent more machines/memory to scale, and get access to resources not available
locally (e.g., GPU), among others. Further, if we can develop cloud platform services for DI, they can save
developers a lot of work when building new cloud software services for DI.
Systems for Lay Users: Another promising direction is to customize DI systems discussed so far for lay users
(who do not know how to code), by adding GUIs/wizards/scripts as a layer on top. A lay-user action on a GUI,
for example, is translated into commands in the underlying system (in a way analogous to translating a Java
statement into assembly code). A key challenge is to build this top layer in a way that is easy for lay users to use
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yet maximizes the range of tasks that they can perform.
Collaborative Systems: Similarly, we can try to extend the DI systems discussed so far to collaborative
settings (including crowdsourcing). This raises many interesting challenges, e.g., how can users (who are often
in different locations) collaboratively label a sample and converge to a match definition along the way? How can
they collaboratively debug, or clean the data? How can power users, lay users, and possibly also crowd workers
work together?

6 Integrating Research, Education, and Outreach
We now discuss how extending PyData allows us to pursue an integrated agenda of research, system develop-
ment, education, and outreach, which in turn can position our community to be a key player in data science.

First, pursuing the above system building agenda raises numerous research challenges. Examples include
how to develop the individual tools? How to make them interoperate? How to scale and handle data bigger than
memory? How to manage DI workflows (e.g., scaling, incremental execution, what-if execution, provenance)?
How to build cloud/collaborative/lay user systems, and many more. Research challenges in building current DI
systems would still arise here. But we also have additional challenges that are unique to the PyData setting (e.g.,
how to make packages interoperate and how to scale across packages?).

Second, we can teach students in DS or DI classes DI principles, solutions, and tools drawn from PyData
and PyDI, in a seamless fashion. This helps them gain deep knowledge about DI, but also trains them in tools
that they are likely to use in later jobs. Further, many workshops that train domain scientists to do DS already
teach PyData, so it is natural to incorporate teaching PyDI.

Third, to make PyDI successful, we need to work with real users and real data. A promising solution for
academic researchers is to talk with domain scientists at the same university. Twenty years ago this might have
been difficult, because most of the data was still at companies. But the situation has dramatically changed. At
virtually any university now, often within a walking distance from the CS department, there are many domain
science groups that are awash in data, with many pressing DI problems to solve. Since many such groups have
been using PyData, we believe they would be willing to try PyDI.

Finally, given that DI is a major part of the DS pipeline, if we can do DI well, via system building, educa-
tion/training, and outreach to domain sciences, our community should be in a good position to be a key player
in data science, by “owning” the DI part (i.e., the data quality part) of this new field.

7 Ongoing Work at Wisconsin
We now describe ongoing work at Wisconsin based on the above agenda, and the main observations so far.
Build Systems for Core DI Problems: We found that this agenda could be used to effectively build a variety
of DI systems. Back in 2014 we spent a year building an initial version of Magellan, a Java-based stand-alone
EM system, following common practice: the system translates (GUI/command-based) user actions into a work-
flow of pre-defined operators, then optimizes and executes the workflow. We had serious difficulties trying to
extend the system in a clean way to cope with the messiness of real-world EM tasks, where iterations/subjective
decisions are the norm, and where exploratory actions (e.g., visualizing, debugging) are very common but it is
not clear where to place them in the translate-optimize-execute-workflow paradigm.

Once we switched to the current agenda, these difficulties cleared up. We were able to proceed quickly,
and to flexibly extend Magellan in many directions [9]. Using PyData allowed us to quickly add a rich set
of capabilities to the system. As far as we can tell, Magellan is the most comprehensive open-source EM
system today, in terms of the number of features it supports. Besides EM, we found that the same methodology
could also be used to effectively build systems for attribute value normalization and string similarity joins. As
discussed earlier, we are also currently working on managing missing values and cleaning tables.
Fostering PyDI: We have been working on position and experience papers [9, 18], instructions on how to
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develop PyData packages, datasets, and challenge problems. We have also been partnering with Megagon Labs
to encourage a community around BigGorilla, a repository of data preparation and integration tools [4]. The
goal of BigGorilla is to foster an ecosystem of such tools, as a part of PyData, for research, education, and
practical purposes.
Build Cloud/Collaborative/Lay User Versions of DI Systems: We have developed CloudMatcher, a cloud
EM service that is well suited for lay users and crowd workers (e.g., when relying solely on crowdsourcing, it
can match tables of 1.8M-2.5M tuples at the cost of only $57-65 on Mechanical Turk) [14]. This is based on our
earlier Corleone/Falcon work [13, 7]. We are also developing cloud services for browsing large tables and for
collaborative labeling.
Integrating Research, Education, and Outreach: Research-wise we have developed a solution for debugging
the blocking step of EM [24] and matching rules [28], using deep learning to match textual and dirty data [27],
scaling up EM workflows [7], and developing a novel architecture for cloud EM services [14], among others.
We have designed and taught two “Introduction to Data Science” courses, at undergraduate and graduate levels,
in multiple semesters. In both courses, students are asked to perform multiple end-to-end DI scenarios, using
real-world data and PyData tools, including our PyDI tools. For example, the Magellan system has been used in
5 classes so far, by 400+ students. An extensive evaluation of Magellan by 44 students is reported in [17]. For
outreach, Magellan has been successfully used in five domain science projects at UW-Madison (in economics,
biomedicine, environmental science [18, 21, 30, 1]), and at several companies (e.g., Johnson Control, Marshfield
Clinic, Recruit Holdings [4], WalmartLabs). For example, at WalmartLabs it improved the recall of a deployed
EM solution by 34%, while reducing precision slightly by 0.65%. The cloud EM service CloudMatcher [14] is
being deployed in Summer 2018 at American Family Insurance for their data science teams to use.
Data Science: Building on the above efforts, in the past few years we have worked to become a key player in
data science at UW-Madison, focusing on data quality challenges. Specifically, we have been working on devel-
oping an UW infrastructure (including on-premise and cloud tools) to help UW scientists solve DI challenges,
designing DS courses and programs (which incorporate DI), training UW scientists in DI, providing consulting
services in DI, and working with domain sciences (as described above).

Overall, we have found that the proposed agenda is highly promising, synergistic, and practical. As a small
example to illustrate the synergy: it is often the case that we conducted research to develop a how-to guide for
solving a DI scenario, used it in a class project to see how well it worked for students and refined it based on
feedback, then used the improved how-to guide in our work with domain scientists, who can provide further
feedback, and so on.

8 Conclusions
In this paper we have discussed the limitations of current DI systems, then proposed an integrated agenda of
research, system building, education, and outreach, which in turn can position our community to become a key
player in data science. Finally, we have described ongoing work at Wisconsin, which shows the promise of this
agenda. More details about this initial work can be found at sites.google.com/site/anhaidgroup.
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Abstract

Explanations are an integral part of human behavior: people provide explanations to justify choices
and actions, and seek explanations to understand the world around them. The need for explanations
extends to technology, as semi-automated and fully-automated systems support crucial activities and
increasingly important societal functions. The interpretability of these systems and the ability to explain
their decision processes are crucial in developing trust in the systems’ function. Further, explanations
provide opportunities for systems to interact with human users and obtain feedback, improving their
operation. Finally, explanations allow domain experts and system developers to debug erroneous system
decisions, diagnose unexpected outcomes, and improve system function. In this paper, we study and
review existing data integration systems with respect to their ability to derive explanations. We present
a new classification of data integration systems by their explainability and discuss the characteristics of
systems within these classes. We review the types of explanations derived by the various data integration
systems within each explainability class. Finally, we present a vision of the desired properties of future
data integration systems with respect to explanations and discuss the challenges in pursuing this goal.

1 Introduction

Human perception of and reliance on explanations shape all aspects of human activity and our interactions with
the world: people rely on explanations to make decisions, justify actions, predict events, and understand the
world around them [35, 36]. At the same time, advances in technology and the big data revolution have fun-
damentally impacted human activity and interactions: data and algorithms play a major role in product recom-
mendations, news personalization, social media interactions, autonomous vehicle decisions, and even medical
diagnosis and treatment. The computer systems supporting these tasks are becoming increasingly complex, and
their function and decision processes are often poorly understood, even by domain experts. This obscurity is
detrimental to user trust in the system operation, and can potentially hinder adoption.

Explanations can significantly ease the interaction between humans and systems: they help humans un-
derstand, justify, and consequently trust system function, as well as provide humans with support to debug,
diagnose, and improve the systems. This has led to a strong push in several research domains to develop support
for explanations in computing systems, such as interpretable machine-learning [23], and DARPA’s explainable
AI initiative [30]. In the data management community we have also seen a fruitful line of research focusing on
supporting explanations in relational [60, 51, 43] and non-relational systems [15].
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In this paper, we focus on explanations in data integration systems. Data integration is a crucial component
in data analytics and data management applications, involving the acquisition, storage, and management of
data gathered from heterogeneous data sources, through a uniform query interface [38]. Unlike fully-automated
systems, data integration systems often interact with humans extensively. Many existing data integration systems
are semi-automated and require several iterations with human input. Even automated data integration tasks
may still rely on humans to remove the uncertainty from the results (e.g., in schema mapping). Support for
explanations in data integration systems facilitates the interactions between these systems and human users,
improving not only the user experience, but also the overall quality of these systems’ function.

In this paper, we offer a review of existing data integration research and systems with respect to their ability
to provide explanations. We present a new classification of the existing work into three explainability categories,
and discuss the characteristics of each class (Section 2). We review existing solutions for four core data integra-
tion tasks with respect to our classification (Section 3). We then conduct detailed comparison and analysis over
existing explanations in data integration systems (Section 4). Finally, we present a vision of desirable explana-
tion properties for future data integration systems and discuss the challenges in pursing this goal (Section 5).

2 Classifying data integration systems’ explainability

In this section, we present a new classification of data integration systems with respect to their explainability
and the type of explanations they produce. In general, explanations can be categorized into two major classes:
(1) causal explanations typically focus on how and why an outcome was derived; (2) non-causal explanations
typically focus on what the outcome is. For example, for the schema matching pair (class, course), the
explanation “more than 90% of the values in attribute class and attribute course match” is causal: it explains
why these attributes were matched. In contrast, the explanation, “attribute class in schema A and attribute
course in schema B match with each other” is non-causal: it explains what the schema matching output rep-
resents, but it does not reveal how or why it was derived. Some data integration systems focus on causal
explanations as an explicit objective. However, causal explanations may also be implicitly derived from systems
that do not target them directly. Systems that require human involvement often focus on non-causal explanations
to make their results understandable to and allow for feedback from human users. Finally, a large number of
data integration systems do not derive explanations of any kind (unexplainable systems). Figure 1 provides an
overview of our classification of data integration systems. We proceed to describe our classification and discuss
the characteristics of systems within each class.

Explaining systems

Our first class includes methods and systems that focus on providing causal explanations as an explicit objective.
We call this class explaining systems. Such systems build connections between evidence and results in an attempt
to explain how and why particular results are derived. The purpose of some of these systems is only to derive
explanations of a data integration process, and they treat data integration results as part of their input. Other
systems aim to derive results, as well as their explanations, at the same time. Explaining systems often use
conciseness as an objective and performance metric in generating and summarizing explanations. As a result,
the causal explanations they produce tend to be simple and understandable, and thus easily accessible to human
users. Explaining systems produce explanations that allow users to understand and validate results, and engineers
to debug, diagnose, and fix problems in the systems.

Explainable systems

Outside of the explaining systems class, causal explanations are not an explicit goal. The majority of data
integration systems focus on other goals and metrics, typically, higher accuracy, scalability, and efficiency.
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Figure 1: Explainability classification for data integration systems

However, causal explanations may still be present implicitly in approaches that do not target them directly,
derived as a by-product of the system processes. These systems comprise the explainable systems class. In this
class, since explanations are not an explicit objective, the explanations produced are typically suboptimal with
respect to common explanation quality metrics, such as conciseness. Frequently, these explanations are complex,
long, and hard or even impossible for humans to interpret and digest. However, there is potential to improve
these explanations in a post-processing step, which summarizes and abstracts them. Such a transformation would
convert explainable systems to explaining systems.

Illustrative systems

Our third class, illustrative systems, includes systems that provide non-causal explanations for their results
or processing steps. Non-causal explanations are common in data integration systems that prioritize human
involvement as a way to improve system function and result quality. In these systems, non-causal explanations,
such as simplification, examples, and visual demonstrations, are often used to ease the processes of tapping
into human knowledge as an information source and employing human intelligence to solve data integration
tasks. For example, non-causal explanations make it possible for a human user to provide feedback for a schema
mapping application by simplifying the possible mappings and demonstrating each mapping through examples.
Note that human-in-the-loop systems are not necessarily illustrative systems: some human-in-the-loop systems
may provide causal explanations and some may not provide any kind of explanation.

Unexplainable systems

The remaining data integration systems are unexplainable systems. Unexplainable systems often use highly
complex procedures or purpose-built code to generate results and they do not interact with humans during the
integration process. Unexplainable systems may derive high quality results extremely efficiently, but they can be
hard to debug and analyze. Note that although many data integration systems, especially those with probabilistic-
based approaches, are currently unexplainable, advances in explainable AI [30] could impact their explainability
classification in the future and may potentially transform unexplainable systems into explainable ones. We will
not discuss this class of systems further in this paper.
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Explaining systems Explainable systems Illustrative systems

Schema
Level

schema matching
iMap [17],

S-Match [28, 53]
mSeer [9]

CUPID [42],
Peukert et al. [48],

YAM++ [45],
AutoMatch [5]

AgreementMaker [13, 14]
COMA++ [3], CCQ [63]

schema mapping Spider [1, 12],
TRAMP [27]

RiMOM [56],
CMD [37]

Clio [44, 62], Muse [2],
Tupelo [25],

Mweaver [50],
Prompt [47]

Data
Level

record linkage
entity resolution

deduplication
None

Davis et al. [16],
Whang et al. [57],

HIL [32], Li et al. [40],
ActiveAtlas [54, 55]

Alias [52], GCER [58],
DIMA [41],
C3D+P [11],

D-Dupe [8, 34]

data fusion
truth discovery

Dong & Srivastava [22],
Popat et al. [49],

PGM [46]

VOTE [18],
Wu & Marian [59] CrowdFusion [10]

Table 1: Explainability classification of core techniques in data integration.

3 Data integration tasks through the lens of explainability

The field of data integration has expanded in many directions [31, 21, 29], including tasks such as schema
matching, schema mapping, record linkage, data fusion, and many more. In this section, we study and review
existing approaches for four core data integration tasks, two for schema level integration and two for data level
integration, and summarize them based on the classification of Table 1.

3.1 Schema matching

Schema matching, a fundamental requirement for schema mapping, focuses on finding the correspondence
among schema elements in two semantically correlated schemata. Existing schema matching solutions leverage
a wide variety of techniques, from heuristics, to rules, to learning-based approaches. These techniques give
them different abilities to provide explanations. Here we discuss some representative systems in each of the
three explainability classes.

Explaining systems. Explaining systems for schema matching have various goals, such as result justification
or system debugging. iMap [17] is a semi-automated schema matching system that leverages users to final-
ize matching decisions. To assist users in making matching decisions, iMap provides insight into the derived
matches by presenting causal explanations that are associated with each match. iMap does this by constructing a
dependency graph that abstracts the process and the major decisions in deriving a match; the explanations reflect
causality through the way they are generated. iMap further visualizes the dependency graph explanations such
that they can be easily interpreted by users. S-Match [28, 53] uses explanations to gain trust from the users: it
has a multi-level explanation module that generates high-level, concise explanations, as well as more verbose
explanations. A high-level explanation is typically a short piece of natural language without any technical detail
about the matching process; verbose explanations exploit both background knowledge and the logical reasoning
of the matching process. mSeer [9] is an analytic tool that uses explanations to debug schema matching sys-
tems. mSeer does not generate matches itself. Instead, it takes the output of a matching system and produces a
concise matching report, in which it displays all the derived matches, and the aggregated positive (e.g., matcha-
bility statistics) and negative (e.g., common matching mistakes) evidence for each match. iMap, S-Match, and
mSeer belong to the class of explaining systems as they all treat deriving causal explanations as an explicit goal:
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S-Match and iMap explain how a match is derived, and mSeer explores why a match is true (or false).

Explainable systems. Rule-based techniques, such as CUPID [42] and Peukert et al. [48], are known to be
explainable and interpretable as rules are often self-explaining. For example, a rule “two schema elements match
with each other if they are semantically similar” directly explains why two attributes are considered as a match.
Machine-learning techniques have also been widely applied to schema matching problems. Some of these
machine-learning techniques are likewise known to be explainable and interpretable, such as decision tree [26]
and naı̈ve Bayes [39]. For example, YAM++ [45] leverages decision trees to combine different terminological
similarity measures in order to justify the candidate matches. In each decision tree, non-leaf nodes represent the
similarity measures and the leaf nodes indicate whether the match is valid or not. Thus, the matching decision
is explainable by tracing the path through the decision tree. AutoMatch [5] uses naı̈ve Bayes analysis and
data samples of the attributes to determine the matching relationship. Their results are explainable since the
conditional probability for each matching decision is calculated independently and the probability value directly
reflects its contribution to the final matching decision. The key factor that distinguishes the above systems from
explaining systems is that they do not produce explanations as part of their output. In addition, their explanations
are often hard to understand as they do not restrict the number of rules ([48]), the size of the decision tree
(YAM++), or the number of data samples (AutoMatch).

Illustrative systems. Due to the complexity and intricacy of the schema matching process, researchers have
realized the limitations (in terms of precision and recall performance) of fully-automated schema matching
techniques [24]. Therefore, many schema matching systems require human intervention and user validation [17,
63, 14, 47, 3, 33] to further refine their results. Most of these human-in-the-loop systems will iteratively ask users
to accept or reject a selected set of candidates and then update their matching results accordingly. Meanwhile,
they also provide a variety of non-causal explanations to facilitate these interactive processes. Some systems
visualize the matches through user interfaces in order to help users understand the matches. Such systems
include AgreementMaker [13, 14], and COMA++ [3]. Another thrust of such systems focuses on leveraging
the intelligence of the crowd, instead of domain experts, to answer the questions (e.g., CCQ [63]). Since the
crowd often has little or even no background knowledge, these crowd-based systems typically simplify their
questions to make the requested matching feedback understandable and accessible. Instead of explaining how
the results are produced, illustrative systems in schema matching focus on explaining and demonstrating the
results themselves through visualization (AgreementMaker, COMA++) or question simplification (CCQ).

3.2 Schema mapping

Schema mapping, a core operation for all data integration systems, describes how a source database schema
relates to a target database schema [6, 4]. The mappings, typically generated from the matches between schema
elements, form the basis for transforming the data from the source into the target. Schema matching and mapping
are two strongly correlated components in data integration, and many schema mapping systems are also equipped
with a schema matching module.

Explaining systems. Explaining systems in schema mapping primarily focus on system debugging. Spi-
der [1, 12] is a debugging tool for exploring and understanding schema mappings. It does not identify mapping
errors, but rather generates routes that describe the causal relationship between source and target data with the
schema mapping. Thus it provides a platform that allows users to find the errors more easily. On the other
hand, TRAMP [27] assists users in identifying mapping errors; it uses mapping provenance to explore common
mapping errors and report the analysis, together with the evidence, to the users. Both systems consider deriving
concise explanations as one of their objectives: Spider ranks the explanations and only returns the top ones;
TRAMP always highlights the conclusion of the explanations – the identified errors – in its results.

Explainable systems. As with schema matching techniques, systems that leverage interpretable learning-based
approaches are also explainable. For example, RiMOM [56] uses naı̈ve Bayes to decide whether there exists
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a mapping and, further, the type of the mapping between schema elements. CMD [37] poses a new direction
for solving schema mapping problems by taking advantage of both rule-based and learning-based approaches.
It leverages probabilistic soft logic (PSL), a scalable probabilistic programming language over weighted first-
order logic rules, to derive the schema mapping. CMD first expresses the candidate mappings through first-order
logic and then infers the weights of the mappings. The results of CMD are explainable since one can learn
the contribution of a candidate mapping through learned weights. As with other interpretable learning-based
approaches, RiMOM and CMD do not return these explanations, hence they are explainable, but not explaining;
moreover, these explanations could be hard to understand due to the complexity and number of the sub-decisions
(RiMOM) and rules (CMD).

Illustrative systems. There are many schema mapping techniques that rely on users to reduce the uncertainty of
the mapping and to make the final mapping decisions. However, as the mappings are often complex programs,
explaining the mappings to the users becomes a critical issue. Some systems, such as Clio [44, 62], Muse [2],
Tupelo [25] and Mweaver [50], use data examples to explain the mappings; other systems, e.g., Prompt [47],
rely on graphical interfaces to visualize the mapping between the source schema and the target schema.

3.3 Record linkage

Record linkage (also known as entity resolution and deduplication) is the problem of identifying records that
refer to the same logical entity, and it is an important task in integrating data from different data sources. Un-
fortunately, to the best of our knowledge, none of the existing record linkage systems explicitly provide causal
explanations of their results. However, many record linkage systems are explainable because of the method they
use in determining the matching records.

Explainable systems. Explainable systems for record linkage often rely on approaches that naturally con-
tain explanations. Rule-based record linkage methods typically expose understandable logic. For example,
“same name(t1, t2) → duplication(t1, t2)”, intuitively means: “two records refer to the same entity if they
have the same name”. There are many rule-based record linkage systems, and they often rely on different meth-
ods to derive the linkage rules. For example, ActiveAtlas [54, 55] uses decision trees to learn the mapping
rules over the records; Whang et al. [57] and Li et al. [40] leverage dynamic rules, learned from an iterative
process, for discovering duplicate records; HIL [32] applies SQL-like syntax rules to accomplish entity resolu-
tion, mapping, and fusion tasks. Meanwhile, some record linkage solutions use explainable probabilistic-based
approaches, combined with rules, to resolve the uncertainty in the mappings. Such approaches can be explain-
able as well. For example, Davis et al. [16] is explainable since it combines two explainable components, rules
and naı̈ve Bayes, to solve the record linkage problem. Again, the explanations are implicit in the specifications,
not produced by the systems, so these are explainable, not explaining systems. Further, these systems usually
include many rules, sub-decisions, or explainable components, which increase the overall complexity of their
explanations. Therefore, in most cases, their explanations are still hard for humans to understand.

Illustrative systems. Researchers have developed a wide variety of record linkage solutions [52, 8, 58, 11, 41]
that employ human intelligence. However, obtaining user input efficiently and effectively remains challenging.
Many record linkage systems try to reduce the number of record pairs that need to be justified by humans.
Alias [52] attempts to limit the manual effort by reducing the number of record pairs according to the information
gained from them; GCER [58] measures the quality of questions (or record pairs) based on their impact over
the system and selects questions that lead to the highest expected accuracy; DIMA [41] evaluates the questions
according to their impact on the monetary cost and selects those that reduce the cost. We classify these as
illustrative systems since they offer, in the form of questions, non-causal examples of possible linkages, and
try to reduce the number of such questions to make it easier for the user to understand. C3D+P [11] eases
the tasks handed to humans along another dimension – it simplifies and summarizes record descriptions by
selecting a small subset of critical attributes. D-Dupe [8, 34] provides a visual interface that shows the relational
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neighborhood for each record in a candidate pair to facilitate users’ decisions.

3.4 Data fusion

Data errors and conflicting information are common occurrences across different data sources. Data fusion
focuses on resolving conflicts and determining the true data values, leveraging information in heterogeneous
data sources [7, 20].

Explaining systems. Explaining systems for data fusion explore explanations from both structured and un-
structured data. Dong & Srivastava [22] leverage Maximum A Posteriori (MAP) analysis to make data fusion
decisions about data stored in a DBMS. MAP analysis is explainable since a probability value for each candi-
date decision is calculated independently. However, the raw MAP explanations are complex and excessively
detailed; Dong & Srivastava [22] abstract them through categorization and aggregation to produce succinct and
understandable explanations for the decisions. Unlike the majority of data integration tools, which focus on
structured or semi-structured data, Popat et al. [49] fuses data in unstructured format. Instead of fusing conflict-
ing data values, this work tries to determine the credibility of natural language claims and explore the evidence,
identified from articles on the Web, to support or refute the claim through Conditional Random Field (CRF)
analysis. Explanations in this system are easy to understand as they are all in natural language. In a similar
vein, PGM [46] also targets discovering the truthfulness of natural language claims. PGM further improves the
understandability of the explanations by aggregating the evidence and visualizing them through a user interface.

Explainable systems. Many data fusion systems are based on probabilistic analysis, such as Bayesian analy-
sis [18], probabilistic graphical models [19, 64] and SVM [61], and most of these models are hard to explain to
humans with little domain knowledge. VOTE [18] discovers true values by incorporating both the data source
dependence, i.e. the copying relationship between data sources, and data source accuracy. VOTE is explain-
able since it relies on several explainable steps: First, it uses Bayesian analysis to calculate the probability of
dependence and accuracy among data sources; second, it estimates the vote count of values, combined with
the dependence probabilities, through a greedy algorithm; finally, it combines the vote count and accuracy of
the data source through a weighted sum formula. Wu & Marian [59] use a scoring mechanism, based on the
score of the source and scores of values within the data source, to decide the actual result of a query. Similar
to other explainable systems, VOTE [18] and Wu & Marian [59] do not derive explanations directly and their
explanations may also be too complex to interpret in practice.

Illustrative systems. Incorporating human intelligence in solving data fusion problems is challenging as hu-
mans may be misled by conflicting information in data sources and the Web. CrowdFusion [10] tackles this
challenge by allowing mistakes in the crowd answers: it assigns a probability for the correctness of an answer,
and assumes that crowd answers follow a Bernoulli distribution. CrowdFusion adjusts the fusion results upon
receiving relevant answers from the crowd and optimizes its questions by maximizing the questions’ entropy.

4 Properties of explanations

Explanation coverage and understandability. So far, in this paper, we have categorized explanations in
data integration as one of two types: causal or non-causal. A causal explanation is essentially evidence, or a
summary of evidence that supports or refutes a data integration outcome. A non-causal explanation does not
provide any evidence of the data integration process, but helps users understand the results. In this section, we
further examine these explanations along two metrics, coverage and understandability. Coverage measures the
amount of evidence with respect to the results of a data integration process. More precisely, 100% coverage
means that one can replicate all decisions of the algorithm purely based on the explanations, whereas lower
coverage means that one can only replicate a smaller portion of such decisions. Understandability intuitively
measures the difficulty in understanding the explanations.
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Figure 2: Coverage vs. understandability

Figure 2 presents our three explainability classes with respect to coverage and understandability. Explainable
systems have high coverage since every step in their algorithm is interpretable. However, they are typically hard
to understand, even for domain experts, since the explanations are usually complex and long. Illustrative systems
present the opposite behavior: they do not cover any evidence of the data integration processes—their goal is to
explain what the results are, not how they were produced—but are easy to understand by most users. Explaining
systems show more diverse behavior depending on their motivation for providing explanations. Systems whose
goal is to build trust in the data integration process tend to have lower coverage but higher understandability.
In contrast, systems that focus on diagnosis and debugging typically produce explanations with higher coverage
but lower understandability, as they target more educated users and domain experts.

We proceed to review these properties in more detail for explaining systems and highlight differences in
their objectives and results.

Properties of explaining systems. Explaining systems provide evidence, in the form of explanations, that
supports or refutes the results. Such evidence can be found in the input, the algorithm, or the combination of
the two, and it is presented in various formats, such as examples, rules, or statistics. Discovering the evidence is
fundamental to deriving causal explanations, but many explanation systems explore beyond this point in order to
further improve their understandability. Some systems score the importance of the evidence and only report the
top indicators; some systems aggregate the evidence and report the aggregated values instead of other details.
In Table 4, we enumerate the properties of explanations for explaining systems along five dimensions, including
the goal of the explanations, whether the explanations include details of the algorithm, the audience for the
explanations, their format, and whether there is any post-processing associated with the discovered evidence.

Although all explaining systems provide causal explanations of their result, their coverage may be different
due to differing explanation objectives. Systems that derive explanations for debugging purposes usually provide
evidence not only from the input but also from the algorithms in order to reveal enough detail. However, this
is not the case for external analytic tools, including mSeer, Spider, and TRAMP. With the goal of justifying
the results and debugging the functionality of an existing data integration algorithm, these external analytic
tools often conduct independent analysis over a data integration algorithm and reason about the correctness and
the causes of the correctness of its results. Meanwhile, systems that use explanations to build trust typically
do not reveal many details from the algorithm, and often only highlight evidence discovered from the input.
The audience for the explanation correlates with the explanation objectives. Explanations meant for debugging
usually target educated users, who have some background knowledge of the problem and algorithm, and may
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System Goal Algorithm? Audience Format Post-processing?

iMap [17] Get feedback Yes Educated user Visualization None

S-Match [28, 53]
Build trust No Non-expert Text Summarization
Debug Yes Domain expert Rules None

mSeer∗ [9] Debug No Domain expert Statistics Summarization
Spider∗ [1, 12] Debug No Domain expert Rules TopK
TRAMP∗ [27] Debug No Domain expert Tuples, rules None
Dong & Srivastava [22] Build trust Yes Non expert Statistics Summarization
Popat et al. [49] Build trust No Non expert Natural Language Summarization
PGM [46] Build trust No Non expert Statistics Summarization

Table 2: Analysis of properties of explaining systems. Highlighted systems (mSeer, Spider, and TRAMP) are
external analytic tools; the others are a build-in component of the algorithms.

even be domain experts. In contrast, systems aimed at building trust are designed to be understandable even
for non-expert users, with little background knowledge of the problem and algorithm. Even with the same
explanation goal, systems may use different explanation formats, or post-process the discovered evidence to
further improve the understandability of their explanations. In general, visualizing explanations may help users
understand the explanations. In addition, condensing and summarizing the evidence may significantly reduce
the volume of the explanations, and therefore improve their understandability.

5 Summary, next steps, and challenges for explaining data integration

In this paper, we presented a new classification of data integration systems by their explainability, and studied the
systems and their characteristics within each class. The rich literature on data integration already demonstrates a
strong and established focus on explanations. Over the past few years, data integration systems have developed
a variety of explanations that serve diverse objectives. For example, human-in-the-loop systems frequently use
non-causal explanations to illustrate the meaning of their results, and many explaining systems leverage causal
explanations, associated with their results, to gain trust from the users. However, the portion of data integration
systems that provide explanations, in particular causal explanations, is still small. For example, causal explana-
tions are not an explicit objective of any existing approach in record linkage. The lack of explainability impedes
the usability and evolution of data integration systems: humans cannot understand the results, provide feedback,
or identify problems and suggest improvements.

We envision a future generation of data integration systems where flexible explanatory capabilities are a
primary goal. Our study showed that there is a natural trade-off between coverage and understandability (Fig-
ure 2), and it is often driven by the underlying goals of the explanations (e.g., debugging, trust). Explanations
that are used for debugging and diagnosis tend to be less understandable, however, they include more details
of the data integration process. In contrast, non-causal explanations focus on explaining what the result is, and
they typically offer little or no coverage of the process itself. The explanation goals also correlate with the target
audience and the explanation type and content. To cater to varied users, uses, and goals, data integration systems
need to support flexible, diverse, and granular explanation types. Such systems would seamlessly transition
from non-causal explanations facilitating interactions with non-experts, to causal explanations of the integration
process facilitating debugging by domain experts. We identify the following challenges in achieving this vision.

Interactive explanations. To allow flexibility in navigating across explanations of different granularities and
types, systems need to facilitate user interactions with the explanations. Users should be able to drill down,
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generalize, and even ask for explanations of the explanations themselves.
From explainable to explaining. Explainable systems produce rich causal explanation content. However, these
explanations are often not exploited, because they are typically complex, long, and hard or even impossible
for humans to interpret and digest. External application tools could process, summarize, and abstract these
explanations to different granularities, increasing the utility of explainable systems and essentially transforming
them into explaining systems.
Evaluating understandability. Understandability is an important factor in formulating explanations, but it is
a difficult factor to evaluate and measure. The fundamental challenge is that judgments of understandability are
often subjective and could vary among people with different levels of background knowledge. System designers,
knowledgeable users, and complete non-experts have different expectations from explanations. An explanation
that is understandable and useful for one group may not be for another. To evaluate understandability in practice,
researchers will have to rely on user studies with varied target users, ideally producing and generalizing guiding
principles in explanation design.
Accuracy vs. explainability. Explaining data integration systems need to balance the tradeoff between accuracy
and explainability. Sophisticated machine-learning approaches are widely used for solving data integration tasks.
These methods achieve high accuracy, but are typically not explainable. Any solution in this domain will need
to consider and balance these often conflicting objectives, to produce systems that are both effective and usable.
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Abstract

Open Data plays a major role in open government initiatives. Governments around the world are adopt-
ing Open Data Principles promising to make their Open Data complete, primary, and timely. These
properties make this data tremendously valuable. Open Data poses interesting new challenges for data
integration research and we take a look at one of those challenges, data discovery. How can we find new
data sets within this ever expanding sea of Open Data. How do we make this sea transparent?

1 Introduction

Governments in many countries have recognized that the provision of open access to their data promotes govern-
ment transparency and can be beneficial to the public good [3, 34]. Therefore, both federal and local governments
have been putting policy frameworks in place in order to enable access to their data. By committing to common
Open Data Principles, they are promising to ensure their Open Data is complete, accurate, has primacy, and is
released in a timely manner. These properties make this data of great value to data scientists, journalists, and
to the public. When Open Data is used effectively, citizens can explore and analyze public resources, which in
turn allows them to question public policy, create new knowledge and services, and discover new (hidden) value
useful for social, scientific, or business initiatives.

Given the value of Open Data, an important question is how well are we doing in providing adequate tools
for finding, using, and integrating Open Data? We take a look at the first task in data integration, data discovery.
We consider data sets of structured data which may be from a relational DBMS, but more often are extracted
from spreadsheets or document collections and published in formats such as CSV or JSON. We will use the
term data set and table interchangeably for any data set in which a set of (not necessarily named) attributes can
be identified. We consider three important data discovery problems: finding joinable tables (Section 2), finding
unionable tables (Section 3), and creating an organization over collections of tables (Section 4). In the spirit
of Open Data Integration, we are making our solutions and benchmark datasets, including a large collection of
Canadian, US, and UK Open Data, open source.

Copyright 2018 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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2 Finding Joinable Tables

One of the basic ways of finding new tables is to start with an existing table (which we will call a query table)
and look for other tables that join with the query table.

Example 2.1: A journalist is working on a piece about the state of industrial research in Canada. Being knowl-
edgable about the topic, he searches using the keyword “NSERC”1 on open.canada.ca, the Canadian Open Data
portal, to find data sets related to the disbursement of government funding for scientific research. The keyword
search returns tables on individual funding disbursements and the industry partners associated with some of the
disbursements.2 The search results are interesting, and include details on the funding amount, research topic,
proposal keywords, along with other information. As one example, by joining and processing the tables on
funding disbursements and industry partners, the journalist creates a table on companies and the total funding
each company received from NSERC, in 2004, as shown in Table 1.

company name total funding amount number of grants ...

Bell Canada, 4,505,988 26
Kruger Inc. 1,551,303 7

Pfizer Canada Inc. 464,725 2
Bombardier Inc. 120,000 1

Table 1: The query table for finding joinable tables for attribute “company name”

The journalist is not yet satisfied because all the information in the table is related to the funding alone with-
out information on the industry partners other than their names. He wants to look into other information about
these companies that could potentially paint a more enlightening picture about why companies are receiving
grant funding. In this case, the journalist does not know what specific information might be available and what
search keywords to use. The keyword search feature on open.canada.ca, and other similar Open Data portals,
only allows the user to search for keywords against the accompanying metadata, which is typically human-
curated and may not contain many (or any) of the data values in the data set. So the journalist cannot just use
the company names as the keywords to find tables that contain those company names.

The journalist wants to find joinable tables, other tables that join with the table he has already created on
company names. So how do we build a search engine for joinable tables? The problem can be formulated as
a classic set overlap search problem by considering attributes as sets, and joinable values as overlap between
sets. For example, Table 1 has an attribute “company name” which contains the set of values: Bell Canada,
Kruger Inc., Pfizer Canada Inc., etc. To find additional attributes about the companies the journalist
wants to find tables that have an attribute that joins with these values.

2.1 Set Similarity Search

Set overlap search is an instance of the set similarity search problems that have been studied extensively [6,
13, 30, 43, 44]. However, these solutions focus on relatively small sets such as keywords, titles, or emails.
The proposed algorithms typically use inverted indexes, and their runtimes are typically linear in the set sizes
(both the query set and the sets being searched). However, Open Data has very large set sizes in comparison to
keywords or titles: based on a crawl of 215,393 CSV tables from U.S., U.K., and Canadian Open Data portals
as of March 2017, we found the average set size is 1,540 and the maximum size is 22,075,531. In comparison,
typical data sets used in previous work for set similarity search [6, 44], have much smaller set sizes, under 100.

1Natural Sciences and Eng. Research Council of Canada is the federal funding agency for sciences (including CS) in Canada.
2https://open.canada.ca/data/en/dataset/c1b0f627-8c29-427c-ab73-33968ad9176e
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Thus, the existing search algorithms that work for keyword and string search may not be suitable for finding
joinable tables in Open Data.

Most of the previous work in set similarity search proposed algorithms that find exact results. In addition
to exact approaches, some research has considered solving the set similarity search problem approximately.
Interestingly, research in approximate approaches pre-date that of the exact approaches we mentioned above,
and started outside of the database research community, in web search engines [9]. The most popular recipes
for approximate set similarity search use Locality Sensitive Hashing (LSH) [4, 18, 23, 31, 41]. The reason for
LSH’s popularity is likely due to its simplicity: it is data-independent, requires only a few parameters, and can
be implemented using off-the-shelf hash table code libraries. Most importantly, LSH also scales very well with
respect to the size of sets, because each set is stored as a “sketch” – a small, fixed-size summary of the values
(e.g., MinHash [8] or SimHash [11]).

The main justification for an approximate algorithm is that users are often willing to sacrifice a certain degree
of accuracy in the search results to receive a significant speed-up in response time. Typically, an approximate
algorithm returns much faster than an exact algorithm for the same query, and uses less resources (such as
memory), because of the use of sketches instead of the actual data values. Thus, a search engine may respond
quickly with approximate results first, and optionally provide the exact result only when required.

2.2 LSH Ensemble

We proposed LSH Ensemble, an LSH-based algorithm for approximate set overlap search, that can be used
for finding joinable tables in Open Data [45]. Our work addresses two important research gaps in existing
approximate set similarity search algorithms that were limiting their usefulness on Open Data. The first gap is
in defining an appropriate similarity function. Most of the proposed LSH algorithms only support symmetric
normalized similarity functions, such that f(A,B) → R[0, 1], and f(A,B) = f(B,A) regardless of the order
of input. Examples of such similarity functions f are Jaccard and Cosine. The normalized version of set overlap
is Containment similarity which in contrast is not symmetric:

Containment(Q,X) =
|Q ∩X|

|Q|
=

Overlap(Q,X)

|Q|
→ R[0, 1] (1)

where Q is the query set and X is a candidate set. Due to its asymmetry, containment similarity cannot be used
by most existing LSH algorithms with the exception of Asymmetric Minwise Hashing (AMH) [41]. We used
AMH on Open Data and observed that its accuracy deteriorates quickly when applied to data with a large skew
in set cardinality size. We show the Zipfian distribution of attribute sizes in Open Data in Figure 1.
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Figure 1: Set size distribution of sets from Canada, US, and UK Open Data
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The large differences in set sizes is in fact the reason for choosing containment over other, better supported,
similarity functions like Jaccard. When the query is large, the Jaccard similarity may be very small, even for sets
that are fully contained in the query – sets we would want to return as fully joinable. The cardinality differences
also leads to the second major gap in using LSH algorithms for searching Open Data: the accuracy of LSH
decreases with skewness. AMH transforms Containment to Jaccard by making all sets the same size as the
largest set. This approach pads small sets with added values that do not exist in any real sets and then builds
sketches on the padded sets. We have shown that in Open Data where the largest set can be much larger than
the smallest sets, AMH is very inaccurate.3 An analysis for this effect is provided in the full version of our
paper [46]. In Open Data, the set size distribution is close to Zipfian (with massive numbers of small sets), so
the vast majority of sets will have very low accuracy sketches by using padding, and this is unacceptable even
for approximate search. Our work addresses both of these gaps. We convert Containment to Jaccard, which is a
normalized symmetric similarity function, using a well-known transformation [14].

Jaccard(Q,X) =
|X ∩Q|
|X ∪Q|

=
Containment(Q,X)

|X|/|Q|+ 1− Containment(Q,X)
(2)

This makes it possible to adapt MinHash LSH using Jaccard to use Containment. However, the main problem
is how to set the value of |X|, which is unknown at query time. Our approach uses an approximation, which
goes hand-in-hand with reducing the effect of a skewed set size distribution that heavily impacts the accuracy
of LSH algorithms. We partition all sets into disjoint buckets by their set size ranges – small sets will not be
placed in the same buckets as large sets – and then build an LSH index for each bucket and use the smallest set
size in each bucket as an approximation for |X|. The effect of partitioning is that as the cardinality difference
within each bucket is smaller, the approximation is more accurate. Using this intuition, we developed an optimal
partitioning strategy for Zipfian distributions of cardinality sizes [45]. Furthermore, since the query size |Q| also
affects the transformation from Containment to Jaccard similarity, and it is only given at run time, we use LSH
Forest [4] so the LSH index can be tuned dynamically at run time for different query sizes.

2.3 Open Data Search Engine

Using LSH Ensemble, we built a search engine for Canadian Open Data [47], available at demo.findopendata.com.

Example 2.2: The journalist in our example could use this search engine to find tables that join with his query
table in Table 1. As an example, he could find a table on contributions to political candidates4 that lists every
contribution made from companies to every political candidate from 2000 to 2004. By joining this table with
the query table (and aggregating), the journalist could create Table 2.

company name # of grants total funding total contribution

Bell Canada 26 4,505,988 22,385.22
Kruger Inc. 7 1,551,303 17,500

Pfizer Canada Inc. 2 464,725 11,100
Bombardier Inc. 1 120,000 5,000

Table 2: The result after joining the query table with a search result.

This resulting table is a product of very low effort by our journalist, who otherwise would rely on serendipity,
significant knowledge of available data, or labor intensive search. Using our tool, the journalist unlocks a level
of government transparency that was otherwise lost in the sea of Open Data.

3It is possible to over-compensate by using very large sketches, however, this just defeats the purpose of using sketches.
4https://open.canada.ca/data/en/dataset/af0b8907-8234-4fa3-b3be-f4406a9aacb8
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3 Finding Unionable Tables

Some data analytics tasks require building master lists of tuples by unioning tables together. For instance, to
analyze the state of greenhouse gas emission, a data scientist might need to build a list of various geographical
locations and their gas emission indicators. A simple keyword search for “greenhouse gas emission” in the
Canadian Open Data portal returns an overwhelming number of data sets which need to be manually examined
to understand if the information can be meaningfully unioned. Automated solutions for more effectively finding
unionable tables from Open Data would make this a less laborious task for data scientists.

Borough Data Year Fuel ktCO2 Sector . . .
Barnet 2015 Electricity 240.99 Domestic
Brent 2013 Gas 164.44 Transport
Camden 2014 Coal 134.90 Transport
City of London 2015 Railways diesel 10.52 Domestic

County Year Commodity Type Total Emissions (MT CO2e) Source . . .

Benton 2015 Gasoline 64413 ConAgra Foods. . .
Kittitas 2015 Fuel oil (1, 2. . . 12838 Central Wash. . .

Grays Harbor 2015 Aviation fuels 1170393 Sierra Pacific. . .
Skagit 2015 liquefied petroleum 59516 Linde Gas. . .

Table 3: Unionable tables from Greenhouse Gas Emission of London (top) and Washington State (bottom).

3.1 Attribute Unionability

Defining when two attributes are unionable is not as straight-forward as defining when two attributes are joinable.

Example 3.1: Consider the data sets in Table 3 containing greenhouse gas emission statistics one from UK
Open Data for the London area5 and one from the US Open Data for the state of Washington6. Clearly, it seems
reasonable to consider attributes with a large value overlap (like “Date Year” and “Year”) to be unionable, but an
important question is how much overlap is sufficient? In addition, value overlap is often not required. Attributes
(like “Borough” and “County”) that have semantic overlap may also be considered unionable. Sometimes an
ontology containing both entities and classes can be used to discover that values that do not overlap actually
come from the same semantic class (such as a class “Region of Country”). However, ontologies (especially
public ontologies) are rarely complete and may have some, but not all values in an attribute. As with value
overlap, an important question is how many values need to map to the same semantic class for two attributes
to be declared unionable? Consider attributes “Fuel” and “Commodity Type” which are intuitively unionable.
The former uses standard generic fuel types, while the latter uses user-defined text descriptions of fuels. It is
possible, though unlikely, that a sufficient number of these values are in an ontology but even if we do not have
an ontology with sufficient coverage, the words used in these two attributes have a semantic closeness that can
be measured using natural language techniques. Intuitively, from our understanding of natural language, we
recognize that the values in “Fuel” and “Commodity Type” appear frequently in the same context in natural
language. Again, the challenge is to define a principled mathematical framework for justifying how close the
words in two attributes need to be before the attributes are considered unionable.

This example illustrates some measures that can be used to quantify attribute unionability. Indeed, table
union has been considered for web tables (meaning tables extracted from web pages [10]), using set overlap

5https://data.london.gov.uk/dataset/leggi
6https://catalog.data.gov/dataset/2015-greenhouse-gas-report-data
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or other similarity functions over attribute values (Jaccard, tf-idf, etc.) or by mapping values to ontologies [10,
28, 40]. These heuristic approaches also leverage attribute names which can be very reliable in web tables.
However, to really help our data scientist, we would like a principled way of turning a similarity measure into a
hypothesis test: how likely is it that these two attributes contain values drawn from the same domain?

3.2 Table Unionability

Once we have a principled way of understanding how likely it is that two attributes are unionable, we need a
way of evaluating how likely it is for two tables to be unionable.

Example 3.2: A data scientist who uses one of the data sets in Table 3 as a query table will receive in response
a ranked list of tables that are unionable with her query by just using attribute unionability. However, if she
uses a different query table, perhaps one containing only French words as values, over a corpus of English
tables (where only an English ontology and word embeddings are used), it is not meaningful to return the
nearest (closest) table if is too dissimilar to be unioned. So an attribute unionability measure alone is not
enough. Moreover, if her query is a table like London Energy and Greenhouse Gas Inventory containing a
subset of strongly unionable attributes with a candidate table State of Washington Greenhouse Gas Report in
the repository (like “Date Year” with “Year”, “Borough” with “County”, and “Fuel” with “Commodity Type” of
Table 3) as well as non-unionable attributes (like “Sector” and “Source”), we would want the search engine to
return unionable tables with a maximal alignment indicating which attributes can be unioned.

From this example, we can add to our requirements for a search engine that it automatically selects which
measure is most suitable for estimating the unionability of a specific pair of attributes. In addition, we would like
a search engine that not only finds tables that are unionable on all their attributes, but rather one that retrieves
tables unionable on a subset of attributes. To do this, we also need to be able to pick a maximal set of attribute
pairs that can be meaningfully aligned (unioned) in two tables.

3.3 Table Union Search

Our solution estimates the likelihood that two attributes contain values that are drawn from the same domain
- a problem we call attribute unionability [36]. We defined three types of domains for attributes and three
statistical tests (set-unionability for overlap based on values, sem-unionability for overlap based on mappings
into an ontology, and NL-unionability which is natural-language based). These tests evaluate the hypothesis that
two attributes come from the same domain. Specifically, in set-unionability and sem-unionability, we argue that
the size of the syntactic or semantic overlap of attributes follows a hypergeometric distribution. This allows us
to compute the likelihood of two attributes being drawn from the same domain as the Cumulative Distribution
Function of the hypergeometric distribution of their overlap. Given the cardinalities of A and B, na and nb, the
overlap size t, and the size of their domain nD, the likelihood of set-unionability is defined as follows.

Uset(A,B) =
∑

0≤s≤t

p(s|na, nb, nD) (3)

To compute set-unionability, we need to know the size of the domain, nD. In the context of Open Data, it is
impractical or impossible to know the true domain. Thus, we make a practical assumption that the domain is
approximately the disjoint union of A and B, and therefore nD ≃ na + nb. Similarly, we define the likelihood
of the sem-unionability of A and B based on the size of overlap of the ontology classes to which their values are
mapped.

In NL-unionability, we model an attribute with a multivariate normal distribution on the word embedding
vectors (v⃗) of its values centered around µA with some covariance matrix ΣA. To build such a distribution, we
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leverage pre-trained word embedding vectors [25]. We call µA the topic vector of an attribute. Two attributes
are NL-unionable if they are sampled from the same distribution. The distance between the topic vectors of
attributes (the estimated mean of the set of embedding vectors) is an indicator of whether they are drawn from
the same domain. We apply Hotelling’s two-sample statistic (T 2) to undertake tests of the distances between
the topic vectors of attributes. The distance of the mean of multi-variant distributions is inversely proportional
to the T 2 statistic and follows an F-distribution. This allows us to define NL-unionability as the Cumulative
Distribution Function (F) of the distance between topic vectors.

Unl(A,B) = 1− F(T 2, na + nb) (4)

To automatically select the best measure for each pair of attributes in a repository, we also developed a new
distribution-aware measure, ensemble attribute unionability. We defined the notion of goodness for a unionabil-
ity score generated by each measure. Intuitively, given a measure and its corresponding unionability score for
a query and a candidate attribute, goodness estimates the likelihood of the candidate being the most unionable
attribute with the query in a given corpus. This allows the selection of the measure that provides the strongest
signal, or goodness, within a repository. We developed LSH-based indexes that permit us to efficiently retrieve
an approximate set of candidate unionable attributes. These indexes allow our search engine to scale to large
repositories of Open Data.

To perform search, we need to define a unionability score for table pairs. Ideally, the most unionable tables
share a large number of highly unionable attributes with a query table. However, in reality, candidate tables
might share a large number of weakly unionable attributes or a few strongly unionable attributes with a query.
We defined an alignment of two tables as a one-to-one mapping between subsets of their attributes. Assuming
the independence of unionability of different attribute pairs in an alignment, we defined the probability of union-
ability of two tables as the product of their attribute unionability. Note that table unionability is not monotonic
with respect to the number of attributes in a mapping in an alignment. Thus, we need to define a meaningful
way of comparing the unionability between sets of attributes of different sizes. We presented the goodness of
an alignment as the likelihood of the alignment being the most unionable of the alignments of a specific size in
a repository. Through this distribution-aware algorithm, we are able to find the optimal number of attributes in
two tables that can be unioned [36].

Since there is no benchmark available for table union search, to evaluate accuracy, we built and publicly
shared an Open Data table union benchmark. Our experiments show that NL-unionability effectively finds
unionable attributes, even when there is little value overlap and poor ontology coverage. In addition to greater
precision and recall, NL-unionability has more pruning power than other measures. Also, ensemble unionability
(our solution for choosing among unionability measures) improves the accuracy of table union search with only a
small runtime cost [36]. We believe table union search enables cross-publisher analyses by letting data scientists
quickly find data sets from different publishers that may have been gathered using similar protocols.

4 Data-driven Organization of Open Data

While the volume of Open Data continues to grow, Open Data repositories lack connectivity and a unified
organization. Thus, Open Data tables are typically hosted in isolated silos, each with locally and manually
curated organizations. Good publishing practice dictates that Open Data should be published with metadata.
Typical metadata files contain unstructured or semi-structured information that might include the authoring
institution, the date-time of the creation of the data set, and a set of tags or keywords. Open Data portals7

currently use these tags for search and navigation. Since the metadata is manually created by data content
authors, it is often incomplete, inconsistent, and may exhibit different levels of semantic granularity.

7https://open.canada.ca/en and https://ckan.org/
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Example 4.1: Consider our journalist studying the state of industrial research in Canada from Example 2.1. He
starts his research with NSERC industry partner awards,8 government awards given to industry-university col-
laborations. The schema of the data set consists of university institutions, departments, names of the researchers,
and industry company names. Here is an incomplete list of the tags of this data set in the accompanying
metadata: NSERC, award, fellowship, training, postgraduate, postdoctoral, university,
college, innovation, industry, science, engineering, technology. These tags represent dif-
ferent aspects of the data set (like science and training) and semantics at different levels of granularity
(like NSERC, a specific award-agency, and award, a more abstract notion). We can use clustering techniques,
based on similarity of tags, to create topics (and groups of related tables) to form an organization for the ta-
bles. For example, a table with tags University and college; award and expenditures9 shares some similarity
with the tags of the NSERC industry partner awards mentioned above. Interestingly, another similar table on
academic grants and expenditures has only one tag: Summary tables. One would not be able to discover
the connection between these tables using only metadata.

4.1 Connectivity (Linkage) Graph

We have presented data-driven methods to infer linkages (similarity based on joinability or unionability) between
data sets. This allows users to search, discover, and combine data sets from different repositories. The Open Data
search engine (Section 2.3) allows interactive navigation of repositories by join linkages [47]. During navigation,
joinable data sets can be integrated and the result of a join can used to create new join linkages. While we have
presented these as search problems, we can view the join and union graphs as a way of organizing tables and
navigating table. Similarly, semantic similarity of metadata can be used to create a metadata linkage graph.

4.2 Hierarchical Organization

In addition to dynamic and query-driven connectivity discovery, a user may want a navigation platform that lets
her view the entire repository abstractly and navigate progressively into parts of the repository of interest. While
metadata tags alone may be insufficient to organize repositories, we believe these tags, together with other con-
nectivity graphs (based on join and union), can be leveraged to create hierarchical organizations. Traditionally,
taxonomy induction and ontology construction approaches extract labels (classes in ontologies) from text docu-
ments and use hand-constructed or automatically discovered textual patterns, as well as label co-occurrences to
infer taxonomies on extracted classes [27, 42]. In the Open Data organization problem, a user wants to explore
and navigate the semantic space of repositories and narrow down search to more specific topics to find desired
data sets. Here, the challenge is to construct taxonomies over groups of data sets by leveraging metadata (which
is mostly incomplete) and connectivity graphs.

5 Open Problems

Data discovery has been studied mostly within the enterprise, over corporate data lakes, or over web data (for
example, web tables), with little research on Open Data repositories. We briefly review some of this work and
highlight implications for Open Data management and open problems that remain.

5.1 Finding Connections between Data Sets

Keyword-based search. To perform keyword search on web tables, OCTOPUS applies document-style search
on the content and context of web tables [10]. The result of search is then clustered into groups of unionable

8https://open.canada.ca/data/en/dataset/c1b0f627-8c29-427c-ab73-33968ad9176e
9https://open.canada.ca/data/en/dataset/66def988-48ca-4cc5-8e0b-19d9b73f6266
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tables using common syntactic document similarity measures. Pimplikar and Sarawagi consider a query that is
a set of keywords each describing an attribute in a desired table and present a search engine that finds tables
whose schemas match the query [38]. Such keyword-based table search algorithms take time linear to the size
of attribute values and have been shown to perform well on web tables. It is an open question if these techniques
could be made to scale over Open Data. For example, the WDC Web Table Corpus is massive (over 80 Million
tables), but the average table has 14 tuples and the largest has only 17,030 [29], in contrast, in the Open Data we
have reported on in this paper, the average set size is 1,540 (meaning the distinct values in an attribute) and the
maximum size is 22,075,531.

Attribute-based search. Existing work on the problem of finding linkage points among data sources on the
web propose lexical analyzers and similarity functions accompanied by a set of search algorithms to discover
joinable attributes [20]. As with our work, linkage point discovery does not require the existence of schemas, but
it is unclear the performance over data with the massive sizes and skewed distributions of Open Data. Ilyas et
al. [22] learn syntactic patterns of an attribute and use this to perform attribute search. To search repositories, they
adapt MinHash LSH to use these patterns. The system has only been evaluated over repositories of thousands
of attributes, but it is a very interesting open question to see if some of the ideas of LSH Ensemble [45] could be
used to made this approach feasible on massive repositories, where individual attributes can also be massive.

Schema and table instance-based search. Data Civilizer, proposed after LSH Ensemble, also employs LSH
to build a linkage graph between data sources in a data lake [12]. Extending ideas from enterprise data integration
systems like Clio which compute possible join paths within data sources (relational or semi-structured data-
bases) to suggest mappings between data sources [15], Data Civilizer computes possible join paths (foreign key
paths) between data sources that can be used in queries [12]. Unlike our work which supports computation of
linkages at interactive speed (the search problem), this work materializes a linkage graph. The system provides
a declarative query language that enables search over this materialized graph [33]. Recent related work adds
semantic linkages using word embeddings on attribute names in schemas (which are rich in enterprise data) [17]
and dynamically maintains the materialized graph [16]. Other systems for data discovery over data lakes include
Kayak [32] which also uses materialized statistical profiles to discover or suggest data sets.

Das Sarma et al. [40] define joinability and unionability for web tables by assuming that each table has a
subject column that contains entities that the table is about. Their entity-complement approach uses an ontology
to identify entities and the accuracy depends on the coverage of this ontology. We have shown that in Open Data
the coverage of open ontologies like YAGO can be very low (on our corpus less than 13% of string values can
be mapped to the ontology) [36].

A lot of research has been done on scalable schema matching and ontology alignment, where the problem is
to match pairs (or small sets) of large schemas (ontologies). However, schema matching and ontology alignment
have not generally been studied as search problems over massive collections of Open Data tables. Despite the
rich literature, there are many open problems. Here we suggest a few. With the exception of set-unionability,
the similarity measures used in table union work (ours and unioning of web tables) are not directly applicable
to numerical values. Evaluating the unionability of numerical attributes requires first understanding what each
attribute quantifies using which measurement unit. For instance, in Table 3, using the header names, attributes
Total Emissions (MT CO2e) and ktCO2 might be recognized as unionable and can be consolidated after unit
conversion. To make sense of quantities in web tables, Ibrahim et al. [21] represent <measure, value, unit>
triples over taxonomies of measures (e.g., physical and monetary). This representation can be augmented with
distribution properties of an attribute. Once numerical attributes are canonicalized, we need a way of computing
the likelihood of numerical attributes being drawn from the same domain and then we could incorporate this
idea into table union search.

In table union search, we used pre-trained embedding models [25] (trained on Wikipedia documents) to
compute NL-unionability. This allows NL-unionability to take advantage of embeddings trained on external
sources of knowledge and results in high accuracy of search. However, these embeddings are limited to the
vocabulary of the training corpus. Training word embeddings on text documents and knowledge bases has
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been extensively studied [35, 37]. With the abundance of Open Data, training domain-specific and generic
embedding models on Open Data using metadata, schema and constraints is an interesting research problem
which has applications beyond table union search.

The VADA project considers source selection using detailed models of user preferences [1]. Source selection
is a classical data integration (and information retrieval) problem that has been studied for decades. Relevant
data sets (sources) are identified (typically using keyword search or exploration) and selection is done based on a
model of user preferences [1] or models of the cost and/or value of using a source [39]. Source selection usually
is a task following data discovery, but nonetheless something that will be important to consider over Open Data.

5.2 Data Set Organization and Management

Goods [19] organizes enterprise data sets by building data set profiles that leverage query logs and metadata.
These profiles are exposed to users through portals that allow faceted search on the metadata of data sets.
Open Data does not come with query logs but providing faceted search over Open Data is a desirable goal.
Skluma is a system for organizing large amounts of data (organized in different file types) which extracts “deeply
embedded” metadata, latent topics, relationships between data, and contextual metadata derived from related
files [5]. Skluma has been used to organize a large climate data collection with over a half-million files. Skluma
uses statistical learning to allow data to be discovered by its content and by discovered topics, something that is
especially important for headerless-files which also appear in Open Data.

DataHub [7] provides efficient management of versioned data in a collaborative environment that has a
community of users. In contrast, Open Data is published “out in the wild” typically without strict versioning.
An interesting open problem is detecting near versions of data and providing an efficient way of on-boarding
Open Data into a data collaboration platform like DataHub. DataHub supports IngestBase, a declarative data
ingestion platform where enterprise users can create sophisticated data ingestion plans to ingest operational data
from sensors or other external sources (financial feeds, social media, etc.) [24]. Open Data however requires a
data-driven way of discovering good ingest plans as it is published in a way that basic elements (like the schema
or number and type of attributes) may change.

6 Conclusion

We have taken a detailed look at data discovery over Open Data in a way that will be both efficient and effective
given the characteristics of both individual data sets and collections of Open Data. We have presented new
table join and table union search solutions that provide interactive search speed even over massive collections
of millions of attributes with heavily skewed cardinality distributions. Through examples, we showcased how
powerful search solutions make finding Open Data an easier, less daunting task – we hope making Open Data
a bit more transparent and useable. Of course our solutions also inform enterprise data integration as more and
more organizations are seeking to leverage external information including Open Data, and are creating data lakes
with the massive scale and characteristics (for example, cardinality skew) already seen in Open Data [26].

Our methodology for studying the integration of Open Data is by developing data integration and preparation
solutions that are themselves open. We are making our solutions open source, adding to the growing ecosystem
of data preparation and integration tools.10 We are also publishing curated benchmarks for data discovery prob-
lems (including gold standard solutions).11 In data integration, open benchmarks (with gold standard solutions)
have proven very valuable [2]. We believe both efforts can provide tremendous benefit to our community in
advancing data integration research and the level of reproducibility of our field.
Acknowledgments This work was partially supported by NSERC.

10Including https://github.com/ekzhu/datasketch and https://github.com/ekzhu/lshensemble
11Including https://github.com/RJMillerLab/table-union-search-benchmark
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[24] A. Jindal, J. Quiané-Ruiz, and S. Madden. INGESTBASE: A declarative data ingestion system. CoRR,

abs/1701.06093, 2017.
[25] A. Joulin, E. Grave, P. Bojanowski, & T. Mikolov. Bag of tricks for efficient text classification. ACL, 2017.
[26] E. Kandogan, M. Roth, P. M. Schwarz, J. Hui, I. Terrizzano, C. Christodoulakis, and R. J. Miller. Labbook:

Metadata-driven social collaborative data analysis. In IEEE Big Data, pages 431–440, 2015.
[27] J. Lehmann and P. Hitzler. Concept learning in description logics using refinement operators. Journal of

Machine Learning, 78–203(1), 2009.
[28] O. Lehmberg and C. Bizer. Stitching web tables for improving matching quality. PVLDB, 10(11):1502–

1513, 2017.
[29] O. Lehmberg, D. Ritze, R. Meusel, and C. Bizer. A large public corpus of web tables containing time and

context metadata. In WWW, pages 75–76, 2016.
[30] C. Li, J. Lu, and Y. Lu. Efficient merging and filtering algorithms for approximate string searches. In ICDE

2008, pages 257–266, 2008.
[31] Q. Lv, W. Josephson, Z. Wang, M. Charikar, and K. Li. Multi-probe LSH: efficient indexing for high-

dimensional similarity search. In VLDB, pages 950–961, 2007.
[32] A. Maccioni and R. Torlone. Crossing the finish line faster when paddling the data lake with kayak.

PVLDB, 10(12):1853–1856, 2017. System Demonstration.
[33] E. Mansour, A. A. Qahtan, D. Deng, R. C. Fernandez, W. Tao, Z. Abedjan, A. Elmagarmid, I. F. Ilyas,

S. Madden, M. Ouzzani, M. Stonebraker, and N. Tang. Building data civilizer pipelines with an advanced
workflow engine. In ICDE, 2018. System Demonstration. To appear.

[34] J. Manyika, M. Chui, P. Groves, D. Farrell, S. V. Kuiken, and E. A. Doshi. Open data: Unlocking innovation
and performance with liquid information. McKinsey Global Institute, 2013.

[35] T. Mikolov, I. Sutskever, K. Chen, G. S. Corrado, and J. Dean. Distributed representations of words and
phrases and their compositionality. In NISP, pages 3111–3119, 2013.

[36] F. Nargesian, E. Zhu, K. Pu, & R. Miller. Table union search on open data. PVLDB, 11(7):813–825, 2018.
[37] M. Nickel, K. Murphy, V. Tresp, and E. Gabrilovich. A review of relational machine learning for knowledge

graphs. Proceedings of the IEEE, 104(1):11–33, 2016.
[38] R. Pimplikar and S. Sarawagi. Answering table queries on the web using column keywords. PVLDB,

5(10):908–919, 2012.
[39] T. Rekatsinas, A. Deshpande, X. L. Dong, L. Getoor, and D. Srivastava. Sourcesight: Enabling effective

source selection. In SIGMOD, pages 2157–2160, 2016. System Demonstration.
[40] A. D. Sarma, L. Fang, N. Gupta, A. Y. Halevy, H. Lee, F. Wu, R. Xin, and C. Yu. Finding related tables.

In SIGMOD, pages 817–828, 2012.
[41] A. Shrivastava and P. Li. Asymmetric minwise hashing for indexing binary inner products and set contain-

ment. In WWW, pages 981–991, 2015.
[42] R. Snow, D. Jurafsky, and A. Y. Ng. Semantic taxonomy induction from heterogenous evidence. In ACL,

pages 801–808, 2006.
[43] J. Wang, G. Li, D. Deng, Y. Zhang, and J. Feng. Two birds with one stone: An efficient hierarchical

framework for top-k and threshold-based string similarity search. In ICDE, pages 519–530, 2015.
[44] J. Wang, G. Li, and J. Feng. Can we beat the prefix filtering?: an adaptive framework for similarity join

and search. In SIGMOD, pages 85–96, 2012.
[45] E. Zhu, F. Nargesian, K. Q. Pu, and R. J. Miller. LSH ensemble: Internet-scale domain search. PVLDB,

9(12):1185–1196, 2016.
[46] E. Zhu, F. Nargesian, K. Q. Pu, and R. J. Miller. LSH ensemble: Internet scale domain search. CoRR,

abs/1603.07410, 2016.
[47] E. Zhu, K. Q. Pu, F. Nargesian, and R. J. Miller. Interactive navigation of open data linkages. PVLDB,

10(12):1837–1840, 2017. System Demonstration.

70



Big Data Integration for Product Specifications

Luciano Barbosa1, Valter Crescenzi2, Xin Luna Dong3, Paolo Merialdo2, Federico Piai2,
Disheng Qiu4, Yanyan Shen5, Divesh Srivastava6

1 Universidade Federal de Pernambuco luciano@cin.ufpe.br
2 Roma Tre University {name.surname}@uniroma3.it

3 Amazon lunadong@amazon.com
4 Wanderio disheng@wanderio.com

5 Shanghai Jiao Tong University shenyy@sjtu.edu.cn
6 AT&T Labs – Research divesh@research.att.com

Abstract

The product domain contains valuable data for many important applications. Given the large and in-
creasing number of sources that provide data about product specifications and the velocity as well as the
variety with which such data are available, this domain represents a challenging scenario for developing
and evaluating big data integration solutions. In this paper, we present the results of our efforts towards
big data integration for product specifications. We present a pipeline that decomposes the problem into
different tasks from source and data discovery, to extraction, data linkage, schema alignment and data
fusion. Although we present the pipeline as a sequence of tasks, different configurations can be defined
depending on the application goals.

1 Introduction

The product domain represents a challenging arena for studying big data solutions that aim at performing data
integration at the web scale. An impressive number of product specification pages are available from thousands
of websites, each page associated with a product, providing a detailed product description that typically includes
technical and physical features, price, and customers’ reviews. Integrating the data offered by these pages to
create a comprehensive, unified description of each product represents a foundational step to enable valuable
applications, such as, question answering, price comparison and data driven market analysis.

In this paper we describe an overview of our ongoing research activities to address the issue of integrating
data extracted from product specification pages. We present some results that we have already achieved, the
lessons that we have learned from our experience, open problems and future directions.

1.1 End-to-End Data Integration Pipeline

We refer to an end-to-end data integration pipeline for product specification pages that includes several tasks,
as depicted in Figure 1. Every task adopts methods and techniques from databases, information retrieval and

Copyright 2018 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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machine learning. Every task produces output to feed the successive task in the pipeline, but intermediate results
could find other compelling application scenarios as well. To this end, we advocate that the pipeline must include
an empirical evaluation benchmark for every task.

In our vision, the information need is expressed by an input set of sample pages. We observe that products
are typically organized in categories, and hence we expect that the sample pages refer to products from the
categories of interest. Our approach is inspired by the Open Information Extraction [6] paradigm: the schema
for the target data is not specified in advance, and the categories of the target products do not refer to a predefined
product taxonomy, but they are rather inferred from data in the product pages of the input sample and in the
product pages that are gathered from the Web along a progressive and iterative process.

Source 
Discovery

Data Discovery
and Extraction

Data 
Linkage

Schema 
Alignment

Data 
Fusion

Evaluation Evaluation Evaluation Evaluation Evaluation

Figure 1: Our end-to-end big data integration pipeline for product specifications.

Source discovery aims at efficiently finding and crawling product websites in order to gather pages that refer
to the products of interest. One might believe that discovering product websites is a minor task, as a relatively
small number of head sources can offer enough data for most of the products. For example, amazon.com already
provides data about an impressive number of products. However, valuable information is actually published by
an enormous number of tail sources [3, 4], i.e., sources that each provide a small number of product entities.
These tail sources are important because they improve coverage. They can often offer tail entities, i.e., products
that are present in a small number of sources, as well as tail attributes, i.e., product properties that are present
in a small number of entities. Also, tail sources ofter refer to tail categories, i.e., small niche categories of
products. Finally, tail sources contribute to information diversity, as they provide values that depend on the local
source, such as, product reviews and price. Source discovery also deals with efficiently crawling the discovered
websites towards pages containing products of the categories of interest, without visiting unproductive regions.

Data discovery and extraction has the objective of processing the pages harvested in the previous task in order
to locate and extract product attribute names and their values. As we mentioned above, we do not rely on a
predefined schema, but rather extract attributes bottom-up, with the goal of discovering not just head attributes,
but also tail attributes that cannot always be described in advance.

Data linkage seeks to cluster pages from different sources that refer to the same products. It is worth observing
that in the traditional data integration pipeline, schema alignment is performed before record linkage [5]. Un-
fortunately, with a very large number of sources, such a traditional approach becomes infeasible because of the
huge variety and heterogeneity among attributes. As we shall discuss later, we propose to perform data linkage
before schema alignment as we can take advantage of the opportunity that products are named entities, and
hence a product specification page usually publishes the product identifier.

Schema alignment addresses the challenge of semantic ambiguity and aims to reconcile the attributes offered by
different sources, that is, to understand which attributes have the same meaning and which ones do not, as well
as identify value transformations to normalize different representations of the same attribute values. Since we
do not rely on a global schema given in advance, correspondences among attributes are established bottom-up
leveraging the results of the previous data extraction and data linkage phases.

Data fusion tackles the issue of reconciling conflicting values that may occur for attributes from different
sources. Data fusion aims at evaluating the trustworthiness of data, deciding the true value for each data item,
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and the accuracy of the sources. To address these challenges, data fusion techniques rely on data redundancy,
which further motivates the need to process many sources.

For simplicity of presentation, we have described our approach as a linear pipeline, where tasks are per-
formed in sequence and independent of one another. However, there might be feedback loops between the tasks,
as intermediate results can indeed influence the performance and the behavior of the preceding tasks and of the
end to end solution.

1.2 Challenges and Opportunities

The web scale raises intriguing challenges for all the tasks of our pipeline due to its volume, variety, velocity,
and veracity [5].

• The volume of data refers not only to the large number of products but, more importantly, to the number of
sources. As we have discussed, to achieve coverage and diversity, we need to process a very large number
of sources across the entire web, not just a small number of pre-selected sources.

• The variety of data is directly influenced by the number of sources and arises at many different levels,
affecting every task of our pipeline. At the product category level, websites, especially the head ones,
organize products according to such a vast plethora of categorization strategies that makes it very difficult,
if not impossible, to reconcile them into a unified taxonomy. At the product description level, hetero-
geneities are related to attributes and values, which are published according to different granularities (e.g.,
physical dimensions in one field vs three separate fields for width, length, height), formats (e.g., centime-
ters vs inches) and representations (e.g., the color of a product as a feature vs distinct products for different
colors).

• The Velocity of data involves the rate of appearance and disappearance of pages in sources as well as the
rate of appearance and disappearance of web sources. Also, while some attributes (such as technical and
physical features) are quite stable over time, the contents of the individual pages can change daily, for
example for prices and reviews.

• The Veracity of data deals with honest mistakes that can occur in web pages, but also with deceits, that is,
deliberate attempts to confuse or cheat (e.g., providing imprecise or erroneous product characteristics).

Our approach to address these challenges aims at taking advantage of the opportunity that products are
named entities, and hence a product specification page usually publishes the product identifier. Web sources that
deliver product specification pages publish product identifiers mainly for economic reasons: websites need to
expose the product identifiers to let them be indexed by shopping agents and available to customers who search
products for comparing prices or consulting specifications. Large e-commerce marketplaces strongly encourage
sellers and retailers to publish product identifiers,1 as they improve efficiency both for the internal management
of data and for the exchange of data with search engines like Google and Bing.

The presence of identifiers allows us to drive the pipeline from source discovery to data integration by
leveraging the opportunity of redundancy of information at the global level, and the homogeneity of information
at the local level.

• At the global level, we observe that head (popular) products are present in several head (large) sources
as well as in many tail (small) sources. Therefore, we expect that identifiers of head products are spread
across many sources. Further, many head products in a category will often co-occur in multiple sources.

1eBay, Amazon, Google Shop explicitly require sellers to publish the id for many product categories. For example, see eBay’s rules:
http://for-business.ebay.com/product-identifiers-what-they-are-and-why-they-are-important.
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• At the local level, we observe that the structure and the semantics of information, within each source, tend
to be regular. Hence, we expect the product specification presented in a given page is published according
to the same structure for every page in the same source.

Redundancy as a Friend Figure 2 illustrates the key intuitions underlying our approach [11] from source
discovery to data integration to meet the goal of effectively and efficiently dealing with head and tail sources,
hence including all pages of head and tail entities. Starting from known head entities in head sources, we take
advantage of homogeneity of information at the local level to extract product specifications and identifiers for
tail entities in head sources (even head sources offer many tail entities). Then, we exploit the presence of head
entities across sources: searching head identifiers, we discover tail sources (even tail sources offer a few head
entities). Again, we exploit homogeneity of information at the local level to extract identifiers and specifications
for tail entities in tail sources.

Figure 2: Our approach.

2 Source Discovery

We consider a focused crawler, Dexter [12], to discover and crawl product websites offering product pages for
the input categories. The crawler iterates over three phases: source finding, source crawling, identifier extraction.

2.1 Source Finding

Our target websites are sparsely distributed on the web. To efficiently find them without visiting unproductive
regions on the web, we consider two different strategies, search and backlink, whose results can be suitably
combined. Search consists of querying a search engine with a set of seed identifiers of products; we expect that
the search engine results contain pages from websites that publish information about these products. Backlink
exploits services that provide inbound links, i.e., pages containing the set of links pointing to a given page; we
rely on these services to find hubs, i.e., pages aggregating links to product websites.

These strategies allow us to discover many sources without penalizing recall, with Search focused more on
head sources, Backlink including also tail sources. However, they often return also many non-relevant sites. To
improve precision, we filter out results that are unlikely to represent a product website.

Search takes advantage of the redundancy of product information: searching the identifiers of known products
on a search engine, we expect to find pages of the same products in many different sites. Identifiers to trigger the
search engine are extracted from the input set of pages by means of suitable wrappers, or leveraging microdata
annotations, such as schema.org, in case these are used in the pages.
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Observe that the search engine can also return pages from websites that are not useful for our goals, such
as pages from a web forum or pages from news websites. To efficiently select relevant websites, we search for
multiple products and rank websites based on the number of pages from the same website that are present in
the results. The rationale is that it is unlikely that a website that does not contain product specification pages
appears frequently on the results of multiple queries with different product identifiers. Based on the ranking, we
select the top-k websites.

It is worth observing that this strategy can penalize the recall of tail sources whose pages do not appear
with a sufficient number of occurrences in the search engine results. This limitation can be further exacerbated
by costs and limitations of the search engine APIs, which usually impose limits on the number of results per
query, and on the number of queries in an interval of time. This is a significant issue if the goal is to collect an
unbounded number of product websites.

Backlink aims to deal with the above limitations by adopting an alternate solution that is not dependent on
the search engine restrictions. The idea is to find hubs, that is, pages that list links to many product websites.
To this end we rely on online services that return the inbound links to a given input page.2 Our approach is
to search for pages that contain pages containing inbound links to the websites returned by Search. We then
consider the domain of the links contained in these pages as candidate product websites. Similarly as for search
engine results, backlinks can also lead to non-relevant hubs, subsequently leading to non-relevant websites. For
example, sometimes they return generic hubs that point to multiple websites like popular websites in a country.

To select the most promising websites without penalizing the recall, we adopt an iterative approach to com-
pute a ranking of the websites contained in the hubs returned by a seed set of product websites. As non-relevant
hubs are less likely to point to many relevant websites, we score hubs based on the number of relevant websites
they point to, and similarly we score the relevance of websites, based on the number of hubs that point to them.
Based on this intuition, we rank websites and hubs and select the top-k websites.

Filtering Results The collection of websites discovered by Search and Backlink can contain many spurious
results. In order to select our target websites, we adopt a simple machine learning approach, training a classifier
to recognize if a website is a product website. The features that we have considered include all the anchor texts
of the links in the home page.

2.2 Source Crawling

Source discovery also deals with crawling the discovered websites towards the product pages of the target cate-
gories. Also in this case, efficiency is a challenging objective, as websites often contain a huge number of pages,
and only a small fraction may represent pages of interest.

We adopt a crawling strategy inspired by [8], which focused on web forums. Our approach builds on the
assumption that, similar to forum websites, product websites have an internal structure consisting of one or more
entry pages to the product content for a given category, followed by possibly paginated index pages that offer
links to product pages. Therefore, our approach first looks for the entry pages related to the target category, then
seeks for the index pages.

To discover the entry pages for a given category, the crawler relies on a classifier trained to predict links
that are likely to point to entry pages. The classifier, which is trained with the links to entry pages of the target
category in the websites of the input set of sample pages, analyses the anchors of links that are present in the
home page and in target product pages (those returned by the search engine in the source discovery phase).

A similar approach, based on machine learning, has been adopted also to detect index pages. In this case, the
classifier is trained to predict links that lead to product pages. A page is considered an index page if it contains
a collection of links that point to product pages and that share uniform HTML format layout.

2These services are used to support search engine optimization (SEO).
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2.3 Identifier Extraction

The last phase of source discovery has the objective of extracting product identifiers from the pages collected by
the crawler. These identifiers will be used to launch new searches for discovering other sources.

To extract the product identifiers that can feed a new search, we exploit the local homogeneity of web
sources. For each discovered source, we use the set of known identifiers to automatically annotate the pages
collected by the crawler; then, for each annotation that exactly matches a textual leaf node of the DOM tree
associated with the page, we infer an extraction rule (e.g. an XPath expression). To this end, we use the
technique proposed by Dalvi et al. [2] to infer the extraction rules given noisy training data, that is, pages
annotated by possibly erroneous labels. Because of the local structural homogeneity of the sources, we expect
that the application of these rules returns the identifiers that are present in the pages.

3 Data Discovery and Extraction

We now describe our strategies to automatically extract product descriptions from the collections of product
pages harvested by the previous task.

We have concentrated our efforts on specifications, in the form of pairs of attribute name and value, and on
the product identifier. Future investigations will target our attention to extract and process also price and product
reviews. We now describe our approach to extract specifications, and in Section 4 we illustrate our technique to
extract product identifiers associated with the product on a page.

Automatically extracting specifications in many websites for different categories of products is challenging.
Each website adopts a local template to generate the product specification pages. Then, to accurately extract
the data, one should generate a specific wrapper for every website. A solution to this problem could be that of
applying an automatic wrapper inference technique, such as Roadrunner [1]. However such a solution exhibits
two major drawbacks: first, it has limited performance with irregular templates; second, it extracts a lot of
meaningless data, since it considers every item that is not part of the template as data to extract. Another
approach is to develop wrappers leveraging domain knowledge, as in [7]. However, as we already discussed,
this would limit the opportunity of discovering tail attributes; also, with a large number of product categories
this approach would require significant effort because of the heterogeneity of specifications across categories.

We have adopted a solution that represents a good trade-off between the above approaches. On the one hand,
we exploit publication practices that occur globally in many product websites. On the other hand, we leverage
the local homogeneity exhibited in large websites, which build pages according to a bunch of local templates.

Our solution splits the problem in two separate phases: data discovery, i.e., detecting the portion of product
pages that contain the specifications, and data extraction, i.e., extraction of the specification, as attribute name
and value pairs.

3.1 Data Discovery

We have observed that although specifications can be contained in different HTML structures, they are primarily
found within HTML table and list elements. By manually inspecting 301 pages from a great variety of products,
we have noticed that 62% of the specifications were inside an HTML table element, and 31% were inside an
HTML list element; the remaining 7% were in other miscellaneous HTML elements.

Web pages may contain many tables and lists; however, we have noticed that, independent of product cat-
egory and of the site, product pages exhibit structural characteristics that can be exploited to determine if a
table or a list contains the product specifications (as opposed to being used, e.g., only for formatting purposes).
Therefore, we have trained a classifier to detect tables and lists that contain product specifications. We used a
Naive Bayes classifier, considering features dealing with table and list contents, such as, statistics about number
of links, number of tokens in the leaf nodes, depth of the leaf nodes, etc. (see [12]).
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3.2 Data Extraction

In order to extract attribute name and value pairs, we have considered two strategies.
The first strategy adopts a simple heuristic based on the observation that the structure of the fragments

containing the specifications in tables and lists are very homogeneous, even across sources. By inspecting these
tables and lists, we determined that attribute-value pairs of the specification are often contained in the html
row element and that the first and second text elements of each row represent the attribute name and value,
respectively. A similar heuristic is applied for the elements of lists classified as specifications.

The second strategy, which is applied on tables, uses the same technique adopted to extract the identifiers,
described in Section 2.3. In this case, attribute names and values from the input sample pages are used to
annotate the pages of the discovered sources. From the annotations we infer extraction rules. To obtain a more
effective approach, we generalize these extraction rules to work on all the rows of the table, thus extracting all
the attributes that it offers, including those that are not in the input set.

4 Data Linkage

Our approach to data linkage for product specification pages exploits the opportunity that product pages usually
contain a product identifier. However locating the product identifiers in product pages at Web scale is quite
challenging:

• It is not easy to locate, within the HTML of the product specification pages, the string that represents
the identifier; some sources adopt microdata markups (such as schema.org), but their diffusion is lim-
ited [10]. Usually identifiers consist of a single token that, for some categories of products, follow specific
patterns. But at Web scale, it is not possible to generalize these patterns (as done, for instance, in [9],
which concentrated on a handful of sources), because of the large variety of patterns. Similarly, it is not
possible to focus only on specific patterns, e.g., those associated with popular standards (as done, for in-
stance, in [13]) because of the skewed distribution of the patterns. To give a concrete example, we have
analyzed the identifiers extracted from the subset of pages annotated with microdata markups in the col-
lection of sources discovered by our pipeline. We observed 930 different patterns for 33, 281 values, with
the most frequent pattern (a sequence of 8 digits) matching less than 23% of values; the most frequent
pattern associated to a standard was GTIN-13, with frequency 3%.

• Product pages usually contain identifiers not only for the main product presented in the page, but also for
related products (e.g., suggested products, products bought by other users, sponsored products, etc.).

• Some identifiers may only be local (i.e., only within a source), not useful for linkage across sources. Local
identifiers from different sources may conflict; similarly, conflicts may occur among global identifiers of
products from different categories. Hence, different product pages associated with the same identifier are
not guaranteed to refer to the same product.

To overcome these challenges, we leverage the redundancy of information that occurs at the global level and
the regularities of the sources and uniqueness of information that occur at the individual source level [11]. Our
approach to data linkage for product pages consists of an iterative phase to extract and filter identifiers, and a
conclusive phase to resolve conflicting identifiers and generate the linkages.

4.1 Identifiers Extraction and Filtering

We start from a seed set of high quality product identifiers, which are used as keywords for searching among the
discovered sources product pages that might refer to these products.
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Next, for every retrieved product page, we infer an extraction rule for every HTML region containing an
occurrence of the searched identifiers. To infer the extraction rule we use again the technique based on noisy
annotations. However, here we consider as worth extracting also regions that contain the identifiers, not only
those that exactly match the identifiers. In fact, for the purpose of linkage we are interested to extract the
identifier that corresponds to the product on the page, and in many sources this is in a textual node, together with
other tokens.

Based on the assumption of the local regularities of the sources, the extraction rules are used to obtain
regions containing identifiers from all the other product pages in the same source. From every region returned
by the rules, we have to select the token that represents a candidate identifier for the primary product of the
corresponding page.

Since we cannot rely on a set of predefined patterns to select identifiers among the tokens of large regions,
we consider that usually a source provides at most one page for a product. Therefore, we take the frequency of
the tokens as a measure of their ability to serve as identifiers.

An immediate idea is to consider the token source frequency, that is, the token with the smallest number
of occurrences within the source. However, considering every source separately does not work well when
searching for global identifiers because many sources, especially tail sources, contain tokens that are locally
rare, but do not represent global identifiers. For example, consider a small source where there is just one laptop
with a touchscreen: if the keyword touchscreen is used along with the description of the product, it would be
very rare at the source level, and thus it could be erroneously regarded as a good candidate identifier. Even if
these tokens might appear as very selective at local level, they are much more frequent if considered globally,
especially in the head sources. Continuing the above example, touchscreen is a pretty frequent token at the
global level.

Therefore, we consider the token collection frequency, defined as the total number of occurrences of a token
in the whole collection. In this way, we take into account both local and global characteristics. It is worth noting
that because of this property we can perform data linkage only once we have gathered a large number of sources.

The above extraction and selection processes may produce incorrect identifiers, for many reasons: a wrong
selection of the candidate identifiers; a region returned by an inaccurate extractor; the presence of regions con-
taining identifiers that do not refer to the main product of the page (e.g., suggested products). To improve the
precision, we consider the duality between good extractors and correct identifiers: an extractor is good if the
identifiers of its regions are correct; similarly, an identifier is correct if it comes from a region returned by a good
extractor.

The selected identifiers are then iteratively used to trigger another search on the source dataset.

4.2 Resolution of Conflicting Identifiers

Due to the variety of information across sources, and the presence of local and global identifiers, at the conclu-
sion of the iterations different products could share the same identifier across sources. To improve the accuracy
of linkage, we identify these conflicting identifiers by considering that every source consists of a homogeneous
set of products: although the criteria that define the uniformity of the product categories are local, not global,
with a large enough dataset it is likely that many pairs of products co-occur in many sources because they adopt
similar (even if they are not identical) categories. Then, we consider identifiers that co-occur with multiple
identifiers in many sources more reliable for the purpose of linking.

5 Lessons Learned and Future Work

In an experimental evaluation performed between Sept 2014 and Feb 2015, we have trained the focused Dexter
crawler [12] to gather product pages from 10 coarse categories: camera, cutlery, headphone, monitor, notebook,
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shoes, software, sunglasses, toilet accessories, televisions. The crawler discovered 3.5k websites, for a total of
1.9M pages. Each website contributed to provide pages for the different categories, and pages were grouped into
7, 145 clusters, corresponding to the local categories exposed by the websites (on average every websites has 2
local categories). The dataset is publicly available on-line.3

Building a Benchmark Product Dataset We compared the contents of our dataset with pages in Common
Crawl,4 an open repository of web crawl data. About 68% of the sources discovered by our approach were not
present in Common Crawl. Only 20% of our sources contained fewer pages than the same sources in Common
Crawl, and a very small fraction of the pages in these sources were product pages: on a sample set of 12 websites
where Common Crawl presented more pages than in our dataset, we evaluated that only 0.8% of the pages were
product pages.

These results suggest the critical need for the community to build a suitable benchmark product dataset to
conduct big data research. Our dataset can be considered a first step in this direction. Another important step
would be that of maintaining the dataset over time, as discussed next.

Maintaining the Benchmark Product Dataset: Addressing the Velocity Challenge In March 2018, we
have checked all the URLs of the pages of the dataset. We have observed that just 30% of the original pages and
37% of the original sources are still valid (we consider a source valid if it contains at least one working URL).
We also performed an extraction of the product specifications. We obtained complete specification from just
20% of the pages.

These numbers clearly indicate that the velocity dimension affects all the tasks of the pipeline. Developing
solutions to collect snapshots over regular time intervals and perform data integration over time can open intrigu-
ing research directions. While some activities, such as checking the appearance/disappearance of sources can
be done on monthly basis, others, such as crawling websites to check appearance/disappearance of pages and
changes in the pages should be performed more frequently. To this end, the development of efficient incremental
solutions for source discovery and web crawling represent interesting research directions.

As our experiments emphasize, data extraction rules are brittle over time. The development of wrappers
resilient to changes in the pages has always been a primary goal in data extraction research. A dataset with
multiple snapshots over a long interval of time, as the one that we have advocated above, could serve as a
benchmark for data extraction solutions.

Harnessing Velocity We observe that while velocity represents a challenge, it could also become an opportu-
nity. For example we observe that analyzing changes in the pages could help improve our data extraction and
data linkage techniques. For example, examining the same product page over time may help us to more easily
separate out information about related and suggested products, since those may change faster over time than the
descriptions of the product in the page.

Schema Alignment We are currently working on the development of techniques to perform schema alignment
for our product domain. The main difficulties that we have to face are due to the heterogeneity at the schema
and at the instance level, due to the large number of independent sources.

To give a concrete example of the heterogeneity at the schema level, consider the dataset collected using
the Dexter crawler, described earlier in this section. The specifications extracted from these sources contain
more than 86k distinct attribute names (after normalization by lowercasing and removal of non alpha-numeric
characters). Most of the attribute names (about 85k) are present in less than 3% of the sources, while only 80
attribute names occur in 10% of the sources, with the most popular attribute name occurring in just 38% sources.

3Note that the on-line version (https://github.com/disheng/DEXTER) is an extension of the dataset presented in [12].
4http://commoncrawl.org/
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The solution that we are investigating exploits data linkage to cluster attributes that share the same values.
Since heterogeneity occurs also at the instance level, we aim at progressively finding correspondences between
the clusters resolving increasingly complex matches between values with different representations.

Addressing the Veracity Challenge and Data Fusion Analyzing the sources of our dataset we noticed that
some clusters contain product pages from different categories. In some cases, the errors are in the sources: some
websites adopt unexpected (or even completely wrong) criteria as, for example, classifying monitors under
a laptop category or vice-versa; other websites aggregate products and related accessories (which represent
another category of products). In other cases, the errors are due to wrong classifications by the system.

To overcome this issues we want to investigate different solutions. First, we believe that introducing feed-
backs in our pipeline could significantly improve data quality, especially for precision. For example, alternating
source discovery and data linkage we could select better identifiers to feed to Search for source discovery, thus
increasing the precision, with respect to the target category, of the sources. Similarly, results from schema align-
ment could help improve the precision of linkage, as pages whose attributes do not align are unlikely to represent
the same product. Another promising direction to improve precision without penalizing recall is to study so-
lutions to exploit humans in the loop. In particular, we aim at developing and evaluating techniques based on
active learning and crowdsourcing to continuously train the classifiers with effective and updated training sets.

We have observed many inconsistencies between values of a product attribute across sources. Existing
data fusion techniques [4, 5] can help to resolve these inconsistencies when they are due to honest mistakes,
possibly in combination with extraction errors. However, the product domain also exhibits inconsistencies due
to deceit, where sources may deliberately provide imprecise or erroneous product characteristics. Identifying
and effectively addressing such inconsistencies at web scale is an important direction of future work.

Beyond Source Homogeneity Our approach to data extraction is based on the assumption that pages are
structurally homogeneous at the local source level. This is a valid assumption for a vast majority of websites,
but there are exceptions. For example, some websites that publish used products have a weak template and
leave the seller the freedom to publish the product specification without any structural imposition. For some
application scenarios, one can simply drop these sources. If on the contrary they are important, data extraction
should be performed by solutions that do not rely on the template.

Beyond Product Specifications So far we have considered the extraction of the identifiers and of the specifi-
cations. However important data that complete the product description are price and reviews. Challenging issues
for the extraction of price are to distinguish the price of the principal product in the page from the prices of other
products, such as suggested product, similar products, and the actual price from discounts or list price. Reviews
represent important information in many applications. An interesting problem is how to combine structured data
from the specification with the unstructured data of the reviews.
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Abstract

Amazon Redshift features integrated, in-place access to data residing in a relational database and to
data residing in the Amazon S3 object storage. In this paper we discuss associated query planning and
processing aspects. Redshift plays the role of the integration query processor, in addition to the usual
processor of queries over Redshift tables. In particular, during query execution, every compute node of
a Redshift cluster issues (sub)queries over S3 objects, employing a novel multi-tenant (sub)query execu-
tion layer, called Amazon Redshift Spectrum, and merges/joins the results in an streaming and parallel
fashion. The Spectrum layer offers massive scalability, with independent scaling of storage and compu-
tation. Redshifts optimizer determines how to minimize the amount of data scanned by Spectrum, the
amount of data communicated to Redshift and the number of Spectrum nodes to be used. In particular,
Redshifts query processor dynamically prunes partitions and pushes subqueries to Spectrum, recogniz-
ing which objects are relevant and restricting the subqueries to a subset of SQL that is amenable to
Spectrums massively scalable processing. Furthermore, Redshift employs novel dynamic optimization
techniques in order to formulate the subqueries. One such technique is a variant of semijoin reduction,
which is combined in Redshift with join-aggregation query rewritings. Other optimizations and rewrit-
ings relate to the memory footprint of query processing in Spectrum, and the SQL functionality that it is
being supported by the Spectrum layer. The users of Redshift use the same SQL syntax to access scalar
Redshift and external tables.

1 Introduction and Background

The database literature has described mediators (also named polystores) [6, 1, 4, 2, 3, 5] as systems that provide
integrated access to multiple data sources, which are not only databases. In response to a client query that refers
to multiple sources, the mediator formulates a distributed query plan, which obtains source data by issuing
subqueries and/or (generally) data requests to the sources and consequently merges the results received from the
multiple sources.

The advent of scalable object storage systems, such as Amazon’s S3, has created a new kind of non-DBMS
data source. The S3 data are stored across multiple storage nodes, which are accessible by the multiple Compute

Copyright 2018 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
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Figure 1: Amazon Redshift and the Spectrum processing layer

Nodes of a parallel database. Many users have data in an Amazon Redshift database and also have data in
Amazon S3. A typical use case is very large fact data (in the data cube terminology) residing in S3, with
matching dimension tables residing in Amazon Redshift. For such users, Amazon Redshift acts as mediator: It
provides a logical view of the S3 data as external tables in addition to providing access to the Redshift tables.
Queries received by Redshift may refer to both the Redshift tables and the S3 data, while the SQL syntax used
when accessing scalar tables, regardless whether they are in Redshift or external, it remains the same. We discuss
query planning and query processing issues solved by Redshift.

Using Spectrum in Query Processing. Spectrum is a multi-tenant execution layer of Amazon Redshift that
provides massively scalable access and SQL processing capabilities over collections of Amazon S3 objects. It
efficiently reads records from objects of various file formats stored in Amazon S31 and processes them before
streaming the results to Redshift’s Compute Nodes. The benefit of massive parallelism is realized when each
Spectrum node computes a (sub)query that processes a lot of data but the results returned to Redshift are rela-
tively small. Queries that filter, project and aggregate have this property. Thus, when accessing external tables
on S3, Redshift’s query optimizer pushes filters, projections and aggregations to the Spectrum layer, while joins
(either between local and external tables or even between external tables), order-by’s and final aggregations (of

1Currently, the supported file formats include columnar formats like Parquet, RCFile and ORC, as well as row-wise formats like
CSV, TSV, Regex, Grok, Avro, Sequence, JSON and Ion.
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the results of the multiple subqueries that have been sent to the Spectrum layer) are computed at the Redshift
Compute Nodes. As we exhibit in Section 2, external table data filtering includes filters that correspond to semi-
join reductions (Section 3.4). Furthermore, Redshift is aware (via catalog information) of the partitioning of an
external table across collections of S3 objects. It utilizes the partitioning information to avoid issuing queries
on irrelevant objects and it may even combine semijoin reduction with partitioning in order to issue the relevant
(sub)query to each object (see Section 3.5).

Spectrum’s massive parallelism comes with some challenges for the mediator/query planner: The Spectrum
nodes are stateless - they are not supposed to cooperate and keep state in multi-phase plans. Second, the Spec-
trum subqueries must be computable within a memory budget; no local disk is used by Spectrum nodes. The
hard memory limit leads to the use of partial aggregation (Section 3.3) and run-time decided semijoin reduction
(Section 3.4). Further, the SQL functionality supported by each Spectrum node, is not fully aligned to the one
of Redshift. Thus, the mediator (Redshift) also considers which SQL processing can be pushed to the Spectrum
execution layer and which needs to be complemented in the Redshift processing layer.

2 Running Example

The setting of the scenario is an imaginary future where JK Rowling is launching the 8th book in the original
Harry Potter series and the publisher’s marketers want to direct the marketing campaign for this book. The
particular marketers are in Miami and are looking to build a billboard advertising campaign. They had set such
billboard campaigns in the past and they want to find out where and how much they succeeded. So, they want to
find out the regions (postal codes) in Miami where the book sales were most improved by the past campaigns.
The described scenario was exhibited in Amazon’s reInvent 2017 conference, with an exabyte sales (fact) table.2

The first step to answer this question is to create a temporary table hp book data that holds the raw
aggregated data about each Harry Potter book sales per Miami zip code, for the sales that followed within 7 days
of its release. The second step of the analysis is to compare the book-over-book improvements per zip code and
join with knowledge of which release/zip code combinations had billboard campaigns. Thus a comparison can
be made between the cases that had the benefit of a campaign and those that did not. The second step is not
challenging from a performance point of view, since hp book data will be very small. Rather the challenge
is in computing hp book data.

The marketers have data in both the Redshift database and on S3. In particular, they have an exabyte fact table
S3.D CUSTOMER ORDER ITEM DETAILS stored as a collection of S3 object, while the dimension tables are
in Redshift. Having fact tables as external tables on S3 and dimension tables at Redshift table is indeed a com-
mon case of Redshift usage of external tables. In this case there are two tables, named ASIN ATTRIBUTES and
PRODUCTS, that provide information (author, title, release date) about the book editions, which are identified
by the ASIN numbers. The REGION dimension table provides the country, state and city of the REGION IDs
that appear in the fact table.

The S3-residing fact table is partitioned by the ORDER DAY attribute. The partitions table in the catalog
provides the association between ORDER DAY’s and the id’s of the object prefixes (partitions) that are associated
to each ORDER DAY.

The following query computes the hp book data.

SELECT
SUM(D.QUANTITY * D.OUR_PRICE) AS SALES,
P.TITLE, R.POSTAL_CODE, P.RELEASE_DATE

FROM
S3.D_CUSTOMER_ORDER_ITEM_DETAILS D,
ASIN_ATTRIBUTES A, PRODUCTS P, REGIONS R

2The scenario is imaginary and, to the best of our knowledge, does not correspond to a particular marketing campaign.
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Spectrum (sub)query

ϒP.TITLE, R.POSTAL_CODE, P.RELEASE_DATE;

SUM(MERGE_PART_SALES) → SALES

SCANREGION R

HASH→TempR

D.REGION_ID=R.REGION_ID

HASH→TempAP

SCANASIN_ATTRIBUTES A SCANPRODUCTS P

A.ASIN=P.ASIN

PARTITION LOOP
for each object in

issue query

ϒD.ASIN, R.D.REGION_ID, D.ORDER_DATE;

SUM(D.QUANTITY*D.OUR_PRICE) → SPEC_PART_SALES

˜

SCANS3.D_CUSTOMER_ORDER_ITEM_DETAILS D

w/ filter D.REGION_ID in TempR

AND D.ASIN in TempAP

SCANcatalog.partitions P SCANTempAP T

P.ORDER_DATE >= T.RELEASE_DATE
AND P.ORDER_DATE < T.RELEASE_DATE+7

ϒD.ASIN, R.D.REGION_ID, D.ORDER_DATE;

SUM(SPEC_PART_SALES) → MERGE_PART_SALES

Figure 2: The query plan of the running example. The aggregation operator γG;f(A)7→S stands for a grouping on
the grouping list G and aggregating with the aggregate funftion f(A), leading to an aggregate attribute S. The
partial aggregation variation γ̃ is explained in Section 3.3

WHERE
D.ASIN = P.ASIN AND P.ASIN = A.ASIN AND
D.REGION_ID = R.REGION_ID AND
A.EDITION like ’%FIRST%’ AND P.TITLE like ’%Potter%’ AND
P.AUTHOR = ’JK Rowling’ AND
D.ORDER_DAY >= P.RELEASE_DATE AND
D.ORDER_DAY < P.RELEASE_DATE + 7 Days AND
R.COUNTRY_CODE=’US’ AND R.STATE = ’WA’ AND
R.CITY = ’Miami’

GROUP BY
P.TITLE, R.POSTAL_CODE, P.RELEASE_DATE

The plan of Figure 2 executes the query. Informally, its steps are:

1. Combine the Redshift tables Products and ASIN Attributes to find the ASIN’s, TITLE’s and
RELEASE DATE’s of the first editions of Harry Potter books. There will be relatively few such tuples.

2. Scan the REGIONS table to find the REGION ID’s and POSTAL CODE’s of the Miami regions. Again,
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there will be relatively few such tuples.

3. Retrieve from the catalog the list of partitions, identified by ORDER DAY, that have sales data for the 7
days that followed each release. (See the semijoin in Figure 2.)

4. To each S3 object contained in a qualified partition, issue a Spectrum query that aggregates the revenue
per Miami region, book edition and date. Notice the Spectrum query also includes IN filters, sof that only
Miami data and Harry Potter book editions are aggregated.

5. On the Redshift side, merge the partially aggregated results per S3 object returned by the Spectrum layer.

6. For each group pull the corresponding values from the dimension tables, by performing the joins.

7. Perform the final aggregation.

The efficiency of the plan comes from Steps 3 and 4. In Step 3, Redshift prunes work at the partition level,
and ends up having to only process the (relatively few) objects that follow the 7-days-post-release condition.
Consequently, it sends much fewer (sub)queries to the Spectrum layer than a blind querying of all objects would
lead to. In Step 4, the large amount of data per object boils down to returning only a few tuples, thanks to the
IN filters and the presence of the aggregation. Of course, it matters that the Redshift optimizer first executed the
joins of Steps 1 and 2, figures the relevant regions and book editions, and thus focused Steps 3 and Steps 4 to
partitions and data in S3 objects that matter.

3 Redshift Dynamic Distributed Query Optimization

We discuss next the optimization steps that Redshift engages into, focusing primarily on special aspects of the
optimization.

3.1 Join Ordering

In its first step, the Redshift query optimization creates a query plan, as it would have done even if the S3 table
(or S3 tables in the general case) were database tables. In a cost-based fashion, using the statistics of the local
and (external) S3 tables it creates the join order that yields the smallest intermediate results and minimizes the
amount of data that are exchanged. Since the S3 tables are expected to be much larger than the Redshift tables,
the typical plan will have the S3 table(s) at the left-most side of joins sequences. We will focus the rest of our
optimization discussion to this pattern.

While join ordering is an expected functionality of databases, it is interesting to note that many SQL-on-
Hadoop engines do not offer such. Often their SQL queries are not declarative but rather the join orders have an
operational/execution order meaning as well.

3.2 Aggregation PushDown

Pushing the aggregations down to Spectrum has a large effect on performance and scalability, as it dramatically
reduces the amount of data each Spectrum node needs to return to the Redshift cluster. In the running example,
the aggregation pushdown rewriting leads to Spectrum queries that perform a pre-aggregation by grouping on
ASIN and REGION ID. 3 The pre-aggregation of Spectrum, leading to SPEC PART SALES is followed by a

3From a technical perspective, the ORDER DATE is also included in the grouping attributes of the pre-aggregation. However, since the
example’s partitioning dictates that each S3 object has the same ORDER DATE, the ORDER DATE is not really accomplishing grouping
and could also be eliminated.
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merge aggregation that aggregates the Spectrum derived SPEC PART SALES into the MERGE PART SALES.4

A final aggregation happens after the joins, since the grouping attributes of the pushed-down aggregation and the
query’s aggregation are not the same. The generalization of the rewriting behind the push-down of aggregation
below a sequence of joins is:5

γF.G,D1.G,...,Dn.G;agg(e(F.A)) 7→R(. . . (F ▷◁c1 D1) . . . ▷◁cn Dn)

= γF.G,D1.G,...,Dn.G;postagg(preR)7→R(. . . (γF.G,F/c1...cn;preagg(e(F.A)) 7→preR
F ) ▷◁c1 D1) . . . ▷◁cn Dn)

The notation Rel .Attr stands for a list of attributes from the table Rel . In the running example, the
“fact” table F is the S3 table, which joins twice with dimensions tables (or expressions involving join ta-
bles) before the aggregation, i.e., n = 2. Figure 2 shows the plan before the aggregation pushdown. The
condition c1 of the first join is D.ASIN = P.ASIN AND D.ORDER DAY >= P.RELEASE DATE AND
D.ORDER DAY < P.RELEASE DATE + 7 Days and the condition c2 of the second join is D.REGION ID
= R.REGION ID. The operator γF.G,D1.G,...,Dn.G;agg(e(F.A)) 7→R denotes grouping the input on the (concatena-
tion of the) lists of columns F.G from the table F and columns Di.G from the dimensions tables Di. In the
running example, F.G happens to be empty, i.e., the original plan has no aggregation on the S3 table attributes.
The notation F/c1, . . . , cn stands for the list of F attributes that appeared in the conditions c1, . . . , cn. Infor-
mally, the rewriting says that a pre-aggregation can be pushed to F by replacing the dimension attributes in the
grouping list with the fact table attributes that appeared in the joins. Notice that despite our use of the intu-
itive terms “fact table” and “dimension table”, the rewriting does not pose foreign key/primary key constraints
between the “facts” and “dimensions”.

The rewriting requires that the aggregation agg is an associative aggregation, such as SUM, MIN, MAX, etc.
The expression e is arbitrary. For each aggregation agg , there is a corresponding pre-aggregation preagg and
post-aggregation postagg . For example, if the aggregation is COUNT(e(. . .)) 7→ R then the preaggregation
is COUNT(e(. . .)) 7→ preR and the post-aggregation is SUM(preR) 7→ R. Similar pre-aggregation and post-
aggregation applies to all associative aggregation operators, such as MIN, MAX, etc. Other aggregate functions
such as AVG and STDEV can be emulated by combinations of the associative aggregations. As is well known, a
few aggregation operators, such as the median, are neither associative, nor emulatable by associative ones.

There are many special cases that can lead to simpler, more effective rewritings. For example, in certain
cases knowledge of the foreign key constraint allows elimination of the post-aggregation. In other cases, the
semijoin reduction may render the join at Redshift unnecessary.

Before we proceed in the next optimizations, we raise the question of the rewriting’s effectiveness and
applicability in the case where the memory needed for grouping exceeds the available main memory.

4The merge aggregation is actually two aggregations: A first local aggregation by the computing nodes of Redshift and a second,
global integration of the results of the local one. Depending on the expected cardinality of the aggregation, the global integration step
may be executed by a single or more compute nodes. We do not depict this two-staging in Figure 2.

5Note, an alternate form of this rewriting would involve an aggregation and a single join, at a time. This would push an aggregation
below the join and thus positioning it above the next join in the chain, which would trigger the next application of pushing aggregation
below join. In the running example, under this variant we would have (a) a first aggregation at Spectrum on fact table attributes
ASIN, ORDER DAY and REGION ID, as is the case in Figure 2 also, then (b) the join with the ASIN ATTRIBUTES and PRODUCTS
tables, again as is in Figure 2, (c) an aggregation on dimension table attributes TITLE, RELEASE DATE and (still) fact table attribute
REGION ID (this is the point where the variant is different from Figure 2), (d) the join with the REGIONS table and (e) the final
aggregation on the dimension attributes TITLE, POSTAL CODE and RELEASE DATE dictated by the query. At present time we elect
the “single” rewriting option that detects the full tree of joins and pushes a single aggregation below it, as typically the very first
aggregation (which happens on the Spectrum layer) is responsible for (vastly) most of the performance optimization.
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ϒP.TITLE, R.POSTAL_CODE, P.RELEASE_DATE;

SUM(MERGE_PART_SALES) → SALES

SCANREGION R

HASH→TempR

D.REGION_ID=R.REGION_ID

HASH→TempAP

SCANASIN_ATTRIBUTES A SCANPRODUCTS P

A.ASIN=P.ASIN

SCANS3.D_CUSTOMER_ORDER_ITEM_DETAILS D

ϒP.TITLE, R.POSTAL_CODE, P.RELEASE_DATE;

SUM(MERGE_PART_SALES) → SALES

SCANREGION R

HASH→TempR

D.REGION_ID=R.REGION_ID

HASH→TempAP

SCANASIN_ATTRIBUTES A SCANPRODUCTS P

A.ASIN=P.ASIN

ϒD.ASIN, R.D.REGION_ID, D.ORDER_DATE;

SUM(D.QUANTITY*D.OUR_PRICE) → SPEC_PART_SALES

SCANS3.D_CUSTOMER_ORDER_ITEM_DETAILS D

Figure 3: Plans before and after pushing aggregation below joins

3.3 Partial Aggregation

Aggregation pushdown comes with a risk: Aggregation, as usual, employs a data structure with pairs of group-
by attribute values and aggregates. For each input tuple, the aggregation finds the relevant pair and updates the
aggregate. If the group-by attributes of the input tuple have not appeared in any pair, then a new pair is created.
But what if the grouping data structure exceeds the amount of memory that a Spectrum (sub)query may use? In
the running example, this can happen if the amount of memory needed to store the pairs consisting of the group-
by attributes ASIN and REGION ID and the respective aggregate exceed the amount of available memory.
This risk is mitigated by turning the pre-aggregation γ into a partial aggregation γ̃. A partial aggregation has
generally a non-deterministic result and is allowed to output more than one tuples with the same grouping
values. This allowance enables γ̃ to deal with aggregations that have results larger than the available memory,
as follows. Assume that, at some point during the execution of γ̃ (a) the grouping structure has reached its
maximum memory size and (b) a new input tuple arrives, with a ASIN a, REGION ID r and ⟨a, r⟩ are not in the
grouping structure. The γ̃ will pick a pair (⟨a′, r′⟩, c′) from the grouping structure, output it, and use its spot in
the grouping table for the new entry (⟨a, r⟩, 1).6 Multiple replacement strategies are possible. A good strategy

6Theoretically, γ̃ could output (a, r, 1) and leave the grouping structure as-is. This would probably be the worst replacement strategy,
since there is most probably locality in the arrival of tuples with the same ASIN and REGION ID.
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minimizes the probability that the newly evicted entry will need to be re-established in the grouping table, while
keeping low the computation cost of discovering which entry to evict.

3.4 Semijoin Reduction by Dynamic Optimization

In the running example there are multiple regions but relatively few Miami regions. Similarly, there are multiple
books but few Harry Potter books. Thus the Spectrum queries should focus on the few Miami regions and Harry
Potter books. To achieve this, Redshift engages into semijoin reduction. Once the REGION ID’s and ASIN’s
are known (i.e., upon having evaluated the respective parts of the join tree), Redshift introduces the discovered
REGION ID’s and ASIN’s in the Spectrum queries, as IN semijoin filter lists. Thus a Spectrum query may look
like (when formatted in SQL)

SELECT REGION_ID, ASIN, SUM(OUR_PRICE*QUANTITY) AS PART_SALES
FROM S3object
WHERE REGION_ID IN [45, 12, 179] AND ASIN IN [35, 6, 17]
GROUP BY REGION_ID, ASIN

There is a risk that the semijoin filter lists may be too long and exceed the available memory. Thus the
semijoin reduction cannot be absolutely decided during query planning time. Rather, the Redshift query executor
makes the decision at run time upon executing the filters and the joins between the dimension tables of Figure 2.
If the right hand side results (TempAP and TempR) turn out to be small enough, then the queries issued to
Spectrum will incude the corresponding semijoin filters.

3.5 Smart Partitioning, driven by Joins

The partition loop operator is responsible for finding the partitions that contain objects that are relevant to the
query and emitting Spectrum queries to them. Its operation is based on the catalog.partitions table,
which associates each partition of an S3 table with a value of the partition attribute(s) of the S3 table - the
ORDER DAY in the example. The partition attribute, which is typically time-related, is often constrained by the
query. The simple form of constraining is when a selection filter applies on the partition attribute. For example,
this would be the case if the running query also had a condition D.ORDER DATE > ’04/01/2005’. Any
filter on the partitioned attribute should turn into a filter that is used to find the relevant partitions.

A more interesting case emerges when the constraint on the partition attribute is expressed by a join. In the
running query, the ORDER DAYs are constrained by the conditions placed on PRODUCTS and ASIN ATTRIBUTES:
The only ORDER DAYs that matter are the seven days that followed a Harry Potter book release. Technically,
these are the ORDER DAYs in the result TempAP in Figure 2. Thus, only the partitions that are associated with
these ORDER DAYs should be queried. The partition loop operator (Figure 2) finds the partition id’s by execut-
ing the depicted semijoin of the catalog.partitions with TempAP. Generally, the semijoin’s condition
is derived as follows: Detect the join conditions on the partitioned S3 table that involve the partition attribute.
Assuming the join condition is in conjunctive normal form, pick the maximum number of conjunction argu-
ments that involve the partition attribute and adjust the partition attribute references to refer to the catalog table
(as opposed to the partitioned table).

4 Conclusions

Amazon Redshift provides integrated access to relational tables and S3 objects. The S3 data are accessed via a
highly parallel, multi-tenant processing layer, called Amazon Redshift Spectrum. Multiple optimizations ensure
that the queries executed at the scalable Spectrum layer process only the relevant S3 objects and return to the
Redshift cluster small results, while cost-based optimizations, such as join ordering, are still in effect.
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Abstract

Entity resolution (ER) seeks to identify which records in a data set refer to the same real-world entity.
Given the diversity of ways in which entities can be represented, ER is a challenging task for automated
strategies, but relatively easier for expert humans. We abstract the knowledge of experts with the notion
of a boolean oracle, that can answer questions of the form “do records u and v refer to the same entity?”,
and formally address the problem of maximizing progressive recall and F-measure in an online setting.

1 Introduction

Humans naturally represent information about real-world entities in very diverse ways. Entity resolution (ER)
seeks to identify which records in a data set refer to the same underlying real-world entity [4, 8]. ER is an
intricate problem. For example, collecting profiles of people and businesses, or specifications of products and
services from websites and social media sites can result in billions of records that need to be resolved. Further-
more, these entities are represented in a wide variety of ways that humans can match and distinguish based on
domain knowledge, but would be challenging for automated strategies. For these reasons, many frameworks
have been developed to leverage humans for performing entity resolution tasks [17, 9].

The problem of designing human-machine ER strategies in a formal framework was studied by [18, 16, 6].
These works introduce the notion of an Oracle that correctly answers questions of the form “do records u and
v refer to the same entity?”, showing how different ER logics can achieve different performance having access
to such a “virtual” tool and a set of machine-generated pairwise matching probabilities. In this setting, the
knowledge of experts is abstracted with the notion of a boolean oracle. However, certain questions can be
difficult to answer correctly even for humans experts. To this end, the work in [7] formalizes a robust version
of the above ER problem, based on a “Noisy oracle” that can incorrectly label some queried matching and non-
matching pairs. The same paper describes a general error correction tool, based on a formal way for selecting
indirect “control queries”, that can be plugged into any correction-less oracle strategy while preserving the
orignal ER logic. We refer to both the perfect and the noisy boolean oracle models as CrowdOracle.

Earlier CrowdOracle strategies, such as [18], consider ER to be an off-line task that needs to be completed
before results can be used. Since it can be extremely expensive in resolving billions of records, more recent
strategies [6, 7] focus on an on-line view of ER, which enables more complete results in the event of early

Copyright 2018 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering
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termination or if there is limited resolution time available. On-line strategies consider progressive recall and F-
measure as the metrics to be maximized in this setting. If one plots a curve of recall (or, analogously, F-measure)
as a function of the number of oracle queries, progressive recall is quantified as the area under this curve.

Contributions and outline We describe the CrowdOracle pipelines introduced by [6, 7, 16, 18] by using a
common framework. The building blocks of the framework enable the definition of new strategies, which can
perform even better than those in the most recent works in certain applications. Problem formulation, error
correction and some examples are taken from [6, 7]. However, framework formulation, strategy categorization,
and an illustrative experiment are original contributions of this paper. This paper is organized as follows.

• In Section 2, we describe our ER problem leveraging the formal notion of a CrowdOracle that can (possi-
bly incorrectly) label some queried matching and non-matching pairs.

• In Section 3, we discuss the components of our descriptive framework for CrowdOracle strategies. Key
techniques and theoretical results of [7] are also given in this section.

• In Section 4, we describe previous CrowdOracle strategies leveraging our framework, and show how
combining its building blocks in new ways can lead to more efficient algorithms for specific applications.

• Finally, related work is discussed in Section 5.

2 Preliminaries

Let V = {v1, . . . , vn} be a set of n records. Given u, v ∈ V , we say that u matches v when they refer to the
same real-world entity. Let H = (V,A, pm), A ⊆ V ×V , be a graph with pairwise machine-generated matching
probabilities pm : A → [0, 1]. We may not have probabilities of all record pairs, and we may have |A| <<

(
n
2

)
.

Consider a graph C = (V,E+), where E+ is a subset of V ×V and (u, v) ∈ E+ represents that u matches with
v. C is transitively closed, that is, it partitions V into cliques representing distinct entities. We call the nodes in
each clique a cluster of V , and we refer to the clustering C as the ground truth for the ER problem. We refer
to the cluster including a given node u, as c(u) ∈ C. Consider a black box which can answer questions of the
form “are u and v matching?”. Edges in C can be either asked to the black box or inferred leveraging previous
answers. If the black box always tells the truth, a user can reconstruct C exactly with a reasonable number of
queries [18, 16]. In real crowdsourcing applications, however, some answers can be erroneous and we can only
build a noisy version of C, which we refer to as C ′. c′(u) refers to the cluster in C ′ including a given node u.

Definition 1: A CrowdOracle for C is a function q : V × V → {Y ES,NO} × [0, 0.5]. If q(u, v) = (a, e),
with a ∈ {Y ES,NO} and e ∈ [0, 0.5], then Pr[(u, v) ∈ E+] = 1− e if a=YES, and e otherwise. In the ideal
case, when e = 0 for any pair (u, v), we refer to the CrowdOracle as perfect oracle.

For instance, if q(u, v) = (YES, 0.15), then (u, v) ∈ E+ with probability 0.85, and if q(u, v) = (NO, 0.21),
then probability of (u, v) ∈ E+ is 0.21. We refer to the probability of a specific answer for the pair (u, v) being
erroneous, conditioned on the answer being YES or NO, as its error probability pe(u, v). Let Q = Q+ ∪Q− be
a graph containing all the edges that have been queried until a given moment, along with the oracle answers, we
state pe : Q → [0, 0.5]. An ER strategy s takes as input matching probability graph H and grows a clustering
C ′ by asking edges as queries to the noisy oracle. We call inference the process of building a clustering C ′

from Q. C ′ initially consists of singleton clusters: s can either merge existing clusters into larger clusters, or
split an already established cluster. Note that the sub-graph of Q− induced by c′(u) (that is, Q− ∩ c′(u)) can be
non-empty, because of wrong answers. We refer to such a sub-graph as Q−[c

′(u)].
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Input data There are many ways of estimating the matching probability function pm. For instance, automated
classifier methods can provide pairwise similarities, which can be mapped to matching probabilities, as in Sec-
tion 3.1 of [20]. Analogously, there are many ways of accessing error probabilities. For instance, the crowd
platform could return a confidence score associated with each answer. Another option is to learn a function
mapping similarity scores to error probabilities, akin to matching probabilities [20]. However, computing all the(
n
2

)
pairwise matching probabilities may not be feasible when the number of records n is large, and adopting a

crowd-only approach may be prohibitively expensive. To this end, people often remove obvious non-matching
pairs during a pre-processing phase. Then, they ask the crowd to examine the remaining pairs, which lead to
a relatively sparse graph. One approach is to put obviously non-matching nodes (e.g., watches and dishwash-
ers in an e-commerce dataset) in separate “domains” and consistently remove cross-domain edges. The result,
similarly to what is done in [15], is a collection of disconnected complete sub-graphs that can be resolved inde-
pendently. Another approach, exploited for instance in [3, 14], is to remove obviously non-matching edges either
by a matching probability threshold or other cheap procedures such as (overlapping) blocking. The result is a
sparse graph, possibly consisting of several connected components (not necessarily cliques). In the traditional
(non-crowdsourcing) setting, there is an extensive literature about blocking (see for instance [22]).

3 CrowdOracle Framework

We now define a conceptual framework for describing recent CrowdOracle strategies in terms of basic opera-
tions. The input of each CrowdOracle strategy includes the CrowdOracle answers Q, the matching probability
function pm, and the error probabilities pe, as in definition of Problem 1. In our framework, a strategy is a mech-
anism for selecting non-exhaustive sequence of CrowdOracle queries (i.e., less than

(
n
2

)
queries) and inferring

clusters according to answers. An oracle strategy also uses the following shared data and methods.

• The partition C ′, which can be updated upon the arrival of new answers.

• The method query pair(u, v), which returns a {Y ES,NO} oracle answer for the pair (u, v). Every
invocation of such method contributes to the cost of the ER process and each strategy can be thought
of determining a different sequence of query pair() invocations. We note that given two partially
grown clusters c1, c2 ∈ C ′ in the perfect oracle setting, the result of query pair(u, v) is consistently
the same for any (u, v) ∈ c1 × c2. For sake of simplicity, then, we sometimes use notations such as
query pair(u, c2) or query pair(c1, c2) for referring to an arbitrary inter-cluster pair-wise query.

Our framework consists of three aspects, useful for describing a variety of CrowdOracle strategies:

• the cost model of the ER task, which can represent off-line or on-line ER;

• the CrowdOracle model and the selection criteria for issued queries;

• the algorithms for updating the partition C ′, which we refer to as “building blocks”.

We discuss each of the above components in the following sub-sections.

3.1 Cost model

Recall and F-measure denote, respectively, the fraction of positive edges found among those of the unknown
clustering C, and the harmonic mean of this value and precision, which is the fraction of positive edges found that
truly belong to C. Specifically, F-measure is defined as 2·recall·precision

recall+precision . Recall and F-measure naturally represent
the “amount” of the information that is available to the user at a given point. However, they cannot distinguish
the dynamic behaviour of different strategies. In other words, they cannot represent whether a strategy achieves
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high F-measure only at the end of the ER process or earlier on, thus enabling early usage by the user. Consider
the following example with perfect oracle access. In this ideal setting, we can leverage transitivity: if u matches
with v, and v matches with w, then we can deduce that u matches with w without needing to ask the oracle.
Similarly, if u matches with v, and v is non-matching with w, then u is non-matching with w.

Example 1 (Running Example): There are many colleges and universities around the Italian city of Rome,
each with its own aliases or abbreviated names and acronyms1 which humans can distinguish using domain
knowledge. Given the six institutions (ra) Università di Roma, (rb) La Sapienza, (rc) Uniroma 1, (rd) Roma
Tre, (re) Università degli Studi Roma Tre, (rf ) American University of Rome, humans can determine that
these correspond to three entities: ra, rb, and rc refer to one entity, rd and re refer to a second entity, and rf refers
to a third entity. Let us assume that we have the following probability estimates for record pairs. Matching pairs:
p(rd, re) = 0.80, p(rb, rc) = 0.60, p(ra, rc) = 0.54, p(ra, rb) = 0.46. Non-matching pairs: p(ra, rd) = 0.84,
p(rd, rf ) = 0.81, p(rc, re) = 0.72, p(ra, re) = 0.65, p(rc, rd) = 0.59, p(re, rf ) = 0.59, p(ra, rf ) = 0.55,
p(rb, rd) = 0.51, p(rb, re) = 0.46, p(rc, rf ) = 0.45, p(rb, rf ) = 0.29. We let some non-matching pairs have
higher probability than matching pairs. Some observers, for instance, may consider ra and re more likely to be
the same entity, than ra and rb. Consider two strategies S1 and S2. Let S1 ask subsequently (ra, rb), (ra, rc),
(rd, re), (ra, rd), (ra, rf ), and (rd, rf ). Let S2 ask instead (ra, rd), (ra, rf ), (rd, rf ), (rd, re), (ra, rb), and
(ra, rc). Both strategies issue to the oracle the same 6 pair-wise queries and can get recall 1 by leveraging
transitivity. However, the recall of S1 would be 0.75 after labeling the first two record pairs and 1.0 after the
third, while the recall of S2 would be still 0.0 after the first three record pairs, 0.25 after labeling the fourth pair,
0.5 after labeling the fifth record pair, and 1.0 only after labeling the sixth record pair.

In response to the above concerns, we introduce two variants of recall and F-measure, dubbed progressive
recall and progressive F-measure. If one plots a curve of recall as a function of the number of oracle queries,
progressive recall denotes the area under the curve. Progressive F-measure is defined analogously.

CrowdOracle problems We are now ready to define our progressive CrowdOracle problems, where we aim
for high F-measure early on, which we refer to as on-line ER, and its traditional off-line version. In the perfect
oracle setting, optimizing F-measure is the same as optimizing recall.2

Problem 1 (On-line): Given a set of records V , a CrowdOracle access to C, and a matching probability function
pm (possibly defined on a subset of V × V ), find the strategy that maximizes progressive F-measure.

Problem 2 (Off-line): Given a set of records V , a CrowdOracle access to C, and a matching probability func-
tion pm (possibly defined on a subset of V × V ), find the strategy that maximizes F-measure and minimizes
queries.

An optimal strategy for Problem 1 is also optimal for Problem 2, making Problem 1 more general.3 For
instance, strategy S1 in Example 1 is optimal for both problems, whereas S2 is optimal only for Problem 2.4

The theory in [18] yields that both problems require at least n − k questions for growing all k clusters (i.e.,
the size of a spanning forest of C+) and at least

(
k
2

)
extra questions for proving that clusters represent different

entities. Intuitively, a strategy for Problem 2 tries to ask positive queries before negative ones, whereas a strategy
for Problem 1 also does this in a connected fashion, growing larger clusters first. We call ideal() the optimal

1https://en.wikipedia.org/wiki/Category:Universities_and_colleges_in_Rome
2In the perfect oracle setting, precision is 1 and F-measure is equal to 2·recall

recall+1
3In practice, some strategy can have great performance in the on-line setting at the cost of slightly worse final recall-queries ratio.
4For sake of completeness, we also give an example of sub-optimal strategy for Problem 2 and Example 1. Consider S3 as (ra, rd),

(rb, rd), (ra, rf ), (rd, rf ), (rd, re), (ra, rb), (ra, rc). The second query (rb, rd) is somewhat “wasted” in the perfect oracle setting as
the corresponding negative edge would have been inferred after (ra, rb) by leveraging transitivity.
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strategy for the on-line problem. Consider Example 1, ideal() first grows the largest cluster c1 = {ra, rb, rc}
by asking adjacent edges belonging to a spanning tree of c1 (that is, every asked edge shares one of its endpoints
with previously asked edges). After c1 is grown, ideal() grows c2 = {rd, re} in a similar fashion. Finally,
ideal() asks negative edges in any order, until all the labels are known, and also c3 = {rf} can be identified5.

3.2 Oracle model and query selection

A strategy S can be thought of as a sequence6 of queries. While in the perfect oracle setting S can leverage
transitivity, in real CrowdOracle applications, S can only trade-off queries for F-measure. Let T be the set of
positive answers collected by S at a given point of the ER process. We can think of two extreme behaviors.

• S skips all the queries that can be inferred by transitivity, that is, T is a spanning forest of V . This is
necessary and sufficient to resolve the clusters in the absence of answer error, as shown in Example 1.

• S asks exhaustively all the queries in V × V , that is, T is a noisy collection of cliques, and infers clusters
by minimizing disagreements (for instance, via correlation clustering).

In the middle of the spectrum, the work in [7] shows that the error of resolution can be minimized if we
strengthen the min-cuts of T with “control queries”7, exploiting the notion of expander graphs. Expander
graphs are sparse graphs with strong connectivity properties. We first describe spanning forest approaches for
error correction and then we summarize the methods in [7].

Spanning forest As discussed at the end of Section 3.1, the goal of a perfect oracle strategy S is two-fold:
promoting positive queries and growing clusters sequentially (only for Problem 1). In order to achieve this
goal, the query selection of S can be driven by the recall gain of discovering that two specific clusters refer
to the same entity. Depending on how S estimates the recall gain of a cluster pair cu, cv ∈ C ′, we can have
optimistic and realistic query selection. The optimistic approach only considers the maximum inter-cluster
matching probability, that is, it estimates the recall gain of cu and cv as maxu∈cu,v∈cv pm(u, v)|cu|·|cv|. Selecting
queries optimistically can be computationally efficient, and can give good results if matching probabilities are
accurate. However, it can perform badly in presence of non-matching pairs having higher probability than
matching pairs [6]. To this end, realistic approach uses a robust estimate, based on the notion of cluster benefit
cbn(cu, cv) =

∑
u,v∈cu×cv

pm(u, v). We note that if |cu| = |cv| = 1 then cbn(cu, cv) = pm(u, v), as in the
optimistic approach.8 Difference between optimistic and realistic is illustrated below.

Example 2 (Optimistic and realistic): Consider clusters grown by S2 of Example 1 after 4 queries C ′ =
{ra, rb}, {rc}, {rd, re}, {rf}. Optimistic estimate of recall gain between non-matching {ra, rb} and {rf} is
2 · 1 · 0.55 = 1.1, which is comparable to matching {ra, rb} and {rc}, i.e., 2 · 1 · 0.60 = 1.2. By switching to re-
alistic, we get cbn({ra, rb}, {rf})= 0.55+0.29 = 0.84 as opposite to cbn({ra, rb}, {rc})= 0.60+0.54 = 1.14.

Expander graph Control queries for handling CrowdOracle errors can be selected among those that provide
strongest connectivity between records of each cluster, based on the concept of graph expanders, which are
sparse graphs with formal connectivity properties. Expansion properties of clusters translate into (i) robustness
since the joint error probability of each cut is small, all the subsets of nodes are likely matching pair-wise;

5We note that recall is 1 as soon as c2 is fully grown.
6Partially ordered if parallel.
7In addition to the spanning forest.
8One may wonder why not take the average. We note that the recall gain is larger for large clusters. However the average would be a

robust estimate of the probability that the two clusters are matching.
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Figure 1: (a) Joint error probability. (b-c) Comparison of spanning forest with no error, and expander graphs.
Positive (negative) answers are represented with solid (dashed) edges. Wrong answers are shown in blue.

(ii) cost-effectiveness: the total number of queries is small, as edge density of expander is small. Technically,
different formalizations of connectivity give rise to different notions of expanders. We focus on edge expansion.9

Definition 2 (Edge expansion): The edge expansion parameter h(G) of a graph G = (V,E) is defined as the
minimum cut size (V ′, V \ V ′) for every subset of nodes V ′ ⊆ V , |V ′| ≤ |V |/2. Cut size is defined as the
number of edges crossing the cut. If h(G) is small, we say that the graph has at least one weak cut.

G is a γ-expander if h(G) ≥ γ. Intuitively, every subset of the nodes of G that is not “too large” has a “large”
boundary. In our ER setting, the boundary of a subset of nodes of the same entity provides evidence of how the
subset relates to the rest of the graph. A disconnected graph is not an expander (the boundary of a connected
component is empty), and every connected graph is an expander. However, different connected graphs have
different edge expansion parameters. Consider an entity C being partitioned in two clusters A and B at some
point of the ER process, like in Figure 1(a). Upon a positive answer for the pair (u, v) with error probability
0.3, the two clusters are connected but the probability of the whole cluster C = A ∪ B of being correct is only
0.7. At this point, whatever answers have been collected inside A, the boundary of A consists indeed of a mere
edge. Upon two positive answers for the pairs (u1, v1), and (u2, v2)

10 with error respective probabilities 0.2 and
0.4, the connection between A and B becomes more robust. The probability of the whole cluster C = A ∪ B
can be quantified with the product of the cut error probabilities under the assumption of independent error, that
is 1 − 0.3 · 0.2 · 0.4 = 0.976. At this point, the boundary of A consists indeed of three edges. The larger
the boundary the higher the success probability. Suppose at this point the ER algorithm decides to merge A
and B. Since C is unknown a priori, in order to trust the result, the large boundary property has to hold for
all the possible partitions A and B. Therefore, the structure we are looking for is an expander. The weights
are introduced because the product value, which is related to the weight of the cut, matters more than the cut
cardinality (i.e., number of edges). The complete graph has the best expansion property, but it also has largest
possible degree, and it would be prohibitively expensive to build. Informally, a graph is a good expander if it has
low degree and high expansion parameters. In the following example and in Figure 1(c) we show the possible
result of having an expander (γ = 1) for data in Example 1, compared with spanning forests of Figure 1(b).

Example 3 (Spanning forest and expander graph): Consider the six places of Example 1, plus three extra
names (r1) Studium Urbis, (r2) Città Universitaria, (r3) Uniroma 3. Correct clustering is {ra, rb, rc, r1, r2},
{rd, re, r3}, and {rf}. Both connected components of Figure 1(b) (i.e., trees in the spanning forest) and expander
graphs of Figure 1(c) yield the same, correct, clustering. While connected components only work in absence of
errors, expander produces the correct clustering also in presence of plausible human errors such as (ra, rf )

11,
9Other expansion notions include node expanders, and spectral expanders. We refer the interested reader to [1] for more discussion.

10u1, u2 ∈ A, and v1, v2 ∈ B
11“Università di Roma” means “University of Rome”.
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(rc, r3) (false positives) and (rc, r2) (false negative). Even though expansion requires more queries than building
a spanning forest, it is far from being exhaustive: in the larger clusters, only 5 queries are asked out of

(
5
2

)
= 10.

The method query cluster() in [7] is meant to be called in place of query pair() with the purpose of
growing clusters with good expansion properties. Given a query (u, v) selected by a strategy (represented with
the two corresponding clusters cu and cv), query cluster() provides an intermediate layer between the ER
logic and the CrowdOracle. Similarly to query pair(), indeed, query cluster() provides functionalities
for deciding when two clusters (or any two sets of nodes) are matching. However, instead of asking the selected
query (u, v) as query pair(u, v) would do, query cluster(cu, cv, β) selects a bunch of random queries
between cu = c′(u) and cv = c′(v), and returns a YES answer only if the estimated precision of the cluster cu∪cv
is high. The parameter β controls the edge expansion value γ trading-off queries for precision.12 Smaller values
of β correspond to sparser clusters, and therefore to less queries (β = 0 asks a single positive question, yielding
result similar to query pair()). Greater values of β correspond to denser clusters and to higher precision.
Formally, expected precision increases exponentially with β. We refer the interested reader to Theorem 3 in [7].

Discussion By analogy with the optimistic and realistic spanning forest approaches, we refer to graph ex-
panders as pessimistic approach. We note that a CrowdOracle strategy S can leverage multiple approaches
together, as discussed later in Section 4. For instance, S can select a cluster pair to compare by using the re-
alistic cluster benefit but then use query cluster() as a substitute of plain connectivity, and so on. Finally,
experiments in [7] show that β = 1 achieves the best progressive F-measure, and we set this as default value.

3.3 Building block algorithms

We now describe the basic operations of our framework. The operations can be implemented either with the sim-
ple query pair() oracle interface, or can be modified to apply random expansion with query cluster().

• Insert node This operation grows already established clusters by adding a new node u. Possible outcomes
are success, when u is recognized as part of one of the clusters, or fail, in which case {u} is established
as a new singleton cluster. Specifically, insert-node(u) compares u to cluster ci, i = 1, 2, . . . until
query pair(u, ci) (or query cluster({u}, ci), when using the error-correction layer) returns a pos-
itive answer. The main lemma in [16] proves that an insert-node-only strategy in the perfect oracle setting
requires at most n − k +

(
k
2

)
queries. We can do better by introducing an “early termination” condition

(e.g., at most τ comparisons before establishing a new cluster) at the price of possible loss in recall.

• Merge clusters Recall of an insert-node-only algorithm can be smaller than 1 for two reasons: (i) positive-
to-negative errors of CrowdOracle, and (ii) positive questions “deferred” for early termination. This op-
eration can boost recall by merging pairs of partially grown clusters that represent the same entity. To
this end, merge-clusters(ci, cj) can rely upon a single intra-cluster query query pair(u, v) with
arbitrary u, v ∈ ci × cj , or leverage query cluster(ci, cj) for expander-like control queries.

In real CrowdOracle applications, the above methods can make mistakes – even when equipped with the
pessimistic random expansion toolkit – by adding a node to the wrong cluster or by putting together clusters
referring to different entities. Specifically, false negatives can separate in different clusters nodes referring to
the same entity, while false positives can include in the same cluster nodes referring to different entities. This
is more likely to happen early in the ER process, when we have collected few CrowdOracle answers. Luckily,
mistakes can become evident later on, upon the arrival of new answers. The methods below are useful for
identifying and correcting insert-node() and merge-clusters() mistakes.

12Technically, β controls the ratio between the edge expansion parameter and the log of the given cluster size.
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STRATEGY COST MODEL QUERIES insert-node() delete-node() merge-clusters()
wang() off-line

spanning forest

optimistic
vesd() on-line optimistic

hybrid() on-line realistic optimistic
mixed() on-line realistic realistic

lazy() off-line edge expansion realistic pessimistic realistic phase +
pessimistic phase

eager() on-line realistic/pessimistic pessimistic realistic/pessimistic
adaptive() on-line both realistic/pessimistic pessimistic realistic/pessimistic

Table 1: Recent strategies categorization. We note that spanning forest strategies do not use delete-node(),
and that edge expansion strategies can leverage optimistic and realistic approaches in some of their phases.

• Delete node This operation removes erroneous nodes from the clusters. Specifically, delete-node(u)
triggers query cluster(u, c′(u)) and whenever it returns NO, it pulls out the node and sets up a new
singleton cluster {u}. We note that delete-node() can successfully fix both single-node errors due to
insert-node() failure and larger merge-clusters() errors if one of the clusters c is sufficiently
small. In the latter case, we can indeed repeatedly apply delete-node() to remove the smaller cluster,
and then put it back together with insert-node() and merge-clusters() operations.

• Split cluster In case of severe merge-clusters() errors, we can try to recover by identifying “weak
cuts” (see Definition 2) and splitting low confidence clusters into high confidence sub-graphs. To this
end, split-cluster(c) selects the minimum cut (cu, cv) of a given cluster c (which corresponds to
maximum joint error probability) and tries to expand it with query cluster(cu, cv). If it succeeds, no
changes to c need do be done. Otherwise, the cluster is split into the two sides of the cut.

In the next section, we will illustrate how combining the above operations leads to various strategies.

4 CrowdOracle Strategies

We now describe prior CrowdOracle strategies using the framework in Section 3, as summarized in Table 1.
Then, we summarize the experimental results of the original papers [6, 7] and provide intuitions and illustrative
experiments for a new strategy – mixed() – that can outperform hybrid() in specific application scenarios.

4.1 Strategy description

We consider wang(), vesd() and hybrid() from [6] in the perfect oracle setting, and lazy(), eager() and
adaptive() from [7] in the general CrowdOracle model. (We refer the interested reader to original papers for
more discussion.) For the perfect oracle – or, equivalently, spanning forest – strategies, we also report the key
approximation results in [6] for our two problems 1 and 2, under a realistic edge noise model for pm.

Wang The strategy in [18], which we refer to as wang(), is purely based on optimistic merge clusters opera-
tions. Every node starts as a singleton cluster. Then, cluster pairs are possibly merged in non-increasing order
of matching probability, leveraging transitivity. Consider Example 1, where (ra, rd) is the edge with highest
pm value. The first operation is merge-clusters({ra}, {rd}) – which is equivalent to query pair(ra, rd)
in this setting – yielding a negative outcome. The next edge in non-increasing order of matching probabil-
ity is (rd, rf ), thus, the second operation is merge-clusters({rd}, {rf}), yielding another negative re-
sult. Something different happens upon the third operation, which is merge-clusters({rd}, {re}), because
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query cluster(rd, re) yields a positive answer. The singleton clusters ra and rd are merged into a “dou-
bleton” cluster {rd, re}, and – given that the next edge in the ordering is (ra, re) – the fourth operation is
merge-clusters({ra}, {rd, re}) and so on. We note that, being based on spanning forests, the optimistic
merge-clusters() variant used by wang() asks only one of the two inter-cluster edges (ra, rd) and (ra, re).
We can make the strategy pessimistic by replacing the query pair() step with query cluster().13

The wang() strategy has an approximation factor of Ω(n) for Problem 1 and O(log2 n) for Problem 2.

Vesd The strategy in [16], which we refer to as vesd(), leverages optimistic insert node operations. Differently
from wang(), vesd() starts with a unique singleton cluster, corresponding to the node with highest expected
cluster size. In our running example, this is the cluster {rd}.14 Nodes are possibly inserted in current clusters
in non-increasing order of expected cluster size: the next node in the ordering is re, thus the first operation is
insert-node(re). This operation triggers query pair(re, rd) as the first query (differently from wang())
and yields a positive answer, upon which the initial cluster {rd} is “grown” to {rd, re}. After processing ra
and rc, the current clusters are c1 = {rd, re} and c2{ra, rc}. When we consider rf (which represents a different
entity) we have two candidate clusters for insertion, and four intra-cluster edges connecting rf to nodes in c1 and
c2. Since optimistic insert node is driven by the highest matching probability edge among those (i.e., (ra, rf ))
the first cluster selected for comparison – with no success – is c = {ra, rc}. Similarly to wang(), vesd()
requires one query for comparing rf and c, which can be arbitrarily chosen between query pair(ra, rf ) and
query pair(rc, rf ). Before moving to node rb, insert-node(rf ) compares rf to the other clusters (i.e.,
c2) until possibly success. Otherwise, a new cluster is created. Analogously to wang(), the strategy can be made
pessimistic by replacing query pair() with query cluster().

The vesd() strategy has better approximation factor of Ω(
√
n) than wang() for Problem 1 and same

O(log2 n) for Problem 2. Without assumptions on matching probabilities, vesd() is shown to be O(k) (which
is usually O(n)) for the off-line setting15, while wang() can be arbitrarily bad.

Hybrid The hybrid() strategy in [6] combines wang() and vesd(), and can be modified to apply random
expansion similarly. Specifically, it first applies a variant of vesd() where insert-node() is modified with
a parametric early termination option.16 That is, some edges between established clusters may be non-resolved
(i.e., non-inferable) at some point. In addition, nodes to add are selected based on their singleton-cluster benefit
(i.e., sum of incident matching probabilities) with respect to established clusters, making hybrid() a realistic
insert node strategy. After this phase, recall can be smaller than 1. To this end, hybrid() applies wang() taking
care of “deferred” questions due to early termination. The early termination’s parameters can be set such that
i) hybrid() becomes a realistic variant of vesd(), by letting insert-node() terminate only in case there
are no more clusters to consider (that is, no further merge-clusters() operations are needed); 2) hybrid()
works like wang(), by inhibiting insert-node() completely; 3) anything in between.

In the worst case, hybrid() provides an O(
√
n)-approximation to the on-line Problem 1. If matching

probabilities are such that we can pick two representatives from any cluster A before elements of a smaller
cluster B, then (no matter what the matching probability noise is) hybrid() performs like ideal(), because
the benefit of a third node in the same cluster is higher than any other node in a different cluster, and so on.

Lazy This pipeline is described in [7] and can be thought of as the simplest edge expansion strategy in the
framework. lazy() is indeed focused towards optimizing the progressive F-measure at the cost of lower preci-
sion at the start. It does so by following a mix of perfect oracle strategies vesd() and wang() – similarly to what

13parameters correspond to the clusters of the edge endpoints
14Expected cluster size of rd is 3.55
15In this setting, we only need to minimize the number of queries.
16Intuitively, insert-node(u) fails not only if there are no more clusters to examine to, but also if cbn(u, c) drops below a given

threshold θ or the number of questions related to node u exceeds a given amount of trials τ .
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Figure 2: Experiments on cora dataset, featuring ≈ 1.9K records and 191 entities. Figure 2(b) considers a
subset of 200 records, representing different entities. pape and waldo strategies are described respectively
in [13, 15]

hybrid() does – in the beginning to avoid asking extra queries as required to form expanders. However, at the
end, lazy() runs merge-clusters() with query cluster() over all cluster pairs and delete-node()
over all the nodes, aiming at the correction of recall and precision errors, respectively. We note that the final
error correction phase may be challenged by large merge-clusters() errors17, and delete-node() could
give better results. This was not considered in [7], where lazy() is used as a baseline. In the beginning, the only
difference with hybrid() is merge-clusters(), because cluster pairs are possibly merged in non-increasing
order of cluster benefit (rather than matching probability), making lazy() a realistic merge cluster strategy.

Eager The strategy eager() in [7] has “orthogonal” behaviour with respect to lazy(). Indeed, it main-
tains high precision at the cost of low progressive F-score. It is a pessimistic version of lazy() where both
insert-node() and merge-clusters() use query cluster() as a substitute of query pair(). Since
expander properties are maintained throughout the execution, large cluster merge errors are unlikely. Therefore,
split-cluster() is not used and the final error correction phase of eager() is the same as lazy().

Adaptive The strategy adaptive() in [7] achieves the best of eager() and lazy() in real CrowdOracle
applications. It provides the same final F-measure of eager() earlier in the querying procedure, along with the
high progressive F-measure of lazy(). The intuition is to switch between query pair() and query cluster()
depending on the current answer. We compare clusters with query pair() as in lazy(), but we use our robust
comparison tool query cluster() if the result is in “disagreement” with matching probabilities. Formally,
a disagreement can be: (i) a positive answer in case of low average matching probability (< 0.5); (ii) a nega-
tive answer in case of high average matching probability (≥ 0.5). hybrid() runs two executions of the error
correction merge-clusters()+delete-node() procedure, one at the end (similarly to what lazy() and
eager() do) and another when switching from the insert node phase to the merge cluster phase. Such extra-
execution is useful for correcting early errors due to the adaptive nature of the initial insert-node() phase.

4.2 Empirical evaluation

Depending on matching and error probabilities (i.e., how accurate machine-based methods and crowd can
be on the specific application), the considered strategies may have different performances. hybrid() and
adaptive() are shown to be comparable or better than other strategies in their respective settings. However,
when comparable, a user may prefer simpler strategies. Next, we report the main takeaways from [6, 7].

17Only removing singleton nodes of one of two erroneously merged clusters, without putting them back together.
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1. Suppose there are no erroneous answers, and matching probabilities have uniform edge noise. If the size
distribution of clusters is skewed (i.e., there are few large clusters and a long tail of small clusters), we
expect vesd() to be better than wang() and hybrid() to be comparable or better than vesd().

2. In the same setting, but with small clusters (for instance, in Clean-Clean ER tasks where most clusters
have size 2), we expect wang() to be much better than vesd() and hybrid() to perform like wang().

3. Suppose now the error rate of answers is high and matching probabilities are correlated with the ground
truth, that is, truly positive edges have high probability and truly negative edges have low probability. We
expect eager() to perform better than lazy(), and adaptive() to perform like eager().

4. Similarly, if the error is high and matching probabilities are uncorrelated with the ground truth, we expect
eager() to be better than lazy(), and adaptive() to be like eager().

5. Instead, when the error is low and matching probabilities are correlated with the ground truth, we expect
lazy() to be better than eager(), and adaptive() to be like lazy().

6. In the less realistic case where the error is low and matching probabilities are uncorrelated with the ground
truth, we still expect lazy() to be better, but we expect adaptive() to be like eager().

7. There can be mixed cases of reasonable error rate and matching probability noise. We expect the different
edge expansion strategies to have similar progressive F-measure in such cases.

Figures 2(a) and 2(b) report an experimental comparison of the considered strategies, against the popular cora
bibliographic dataset.18 cora is an example of a dataset where matching probabilities are correlated with the
ground truth and the cluster size distribution is skewed (the top three clusters account for more then one third of
the records), thus matching with application scenarios 1) and 3). The plots confirm the expected behaviour of
strategies, with adaptive(), eager(), hybrid(), and vesd() being close to ideal().

Mixed Consider the perfect oracle setting, for sake of simplicity. Suppose that the matching probabilities
have, in addition to the noise observed in the experiments of Figures 2(a) and 2(b), also a new, systematic
noise, which only affects specific clusters and “splits” them in two parts. This can happen in many applications,
where real-world entities are represented in well-defined variations. Examples include different sweetness –
dry, extra dry – of the same wine entity, or the ArXiv and conference versions of the same paper. They are
not really different entities, but we can expect lower pm values between records of the two variations, than
between records of the same variation. Systematic “split” error is correlated with entity variations rather than
ground truth, and is a challenging scenario for hybrid() strategy. After growing the first variation, indeed, if
inter-variation pm values are such that corresponding questions are skipped by insert-node() and deferred
to the merge-clusters() phase, hybrid() would seed the new variation as a separate cluster and grow it
as if it was a different entity, until the start of the second phase. Our framework enables the design of a new
strategy, that we call mixed(), that at every step selects insert-node() or merge-clusters() depending
on the realistic cluster benefit, rather than having two separated phases. Experimental comparison of hybrid()
and mixed() is shown in Figure 2(c), against a synthetic version of the cora dataset. In the synthetic cora,
we artificially add the systematic error in the largest cluster c and set pm(u, v) to 0.001, u, v ∈ c, if u is
odd and v is even.19 The mixed() strategy consists of a sequence of realistic merge clusters operations, with
sporadic realistic insert node (with the same early termination as hybrid()). Specifically, whenever the next
pair of clusters in non-increasing order of benefit (see Section 2) corresponds to two singleton nodes {u} and

18We refer the reader to the original papers [6, 7] for more details about the dataset and the experimental methodology.
19We also augment inter-variation pm values and re-scale all the other scores in the graph, so that ranking of nodes by expected cluster

size does not change for the purpose of the experiment.
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{v} never seen before, mixed() substitutes merge-clusters({u}, {v}) with insert-node(w), where w
is the largest unprocessed node in non-increasing order of expected cluster size. We observed that mixed()
performs like hybrid() with the original cora dataset. However, in the presence of systematic error, after
growing the first entity variation ca, as soon as the second variation of c – which we refer to as cb – grows large
enough that the cbn(ca, cb) becomes relevant, the two sub-clusters are merged early by merge-clusters()
into c.

5 Related Work

Entity Resolution (ER) has a long history (see, e.g., [4, 8] for surveys), from the seminal paper by Fellegi and
Sunter in 1969 [5], which proposed the use of a learning-based approach, to rule-based and distance-based
approaches (see, e.g., [4]), to the recently proposed hybrid human-machine approaches (see, e.g., [17, 9]). We
focus on the latter line of work, which we refer to as crowdsourced ER, where we typically have access to
machine-generated probabilities that two records represent the same real-world entity, and can ask “are u and v
matching?” questions to humans.

The strategies described in [16, 18, 6] abstract the crowd as a whole by an oracle, which can provide a
correct YES/NO answer for a given pair of items. Traditional ER strategies consider ER to be an offline task
that needs to be completed before results can be used, which can be extremely expensive in resolving billions of
records. To address this concern, recent strategies [21, 13] propose to identify more duplicate records early in
the resolution process. Such online strategies are empirically shown to enable higher recall (i.e., more complete
results) in the event of early termination or if there is limited resolution time available. The strategies focus on
different ER logics and their performances, which can be formally compared in terms of the number of questions
asked for 100% recall [6, 12]. Unfortunately, the strategies do not apply to low quality of answers: if an answer
involving two clusters C1, and C2, is wrong, the error propagates to all the pairs in C1 × C2.

The oracle errors issue raised by [18, 16, 6] is addressed by recent works such as [10, 14, 15, 7]. The solution
provided by these works consists of a brand new set of techniques for replicating the same question (i.e. about
the same pair) and submitting the replicas to multiple humans, until enough evidence is collected for labeling
the pair as matching or non-matching (see Section 5). New techniques include voting mechanisms [10], robust
clustering methods [14], and query-saving strategies such as classifying questions into easy and difficult [15].
These algorithms show how to make effective use of machine-generated probabilities for generating replicas and
correcting errors, sometimes for the specific pair-wise answers and sometimes for the entities as a whole. In this
setting, each YES/NO answer for a given pair of items can be interpreted as a matching probability: 1 − pE if
the pair is supposed to be matching, and pE otherwise. (An information theoretic perspective of it is provided
in [11].) General purpose answer-quality mechanisms are described in the crowd-sourcing literature [2, 19].

6 Conclusions

In this paper, we considered the pipelines described in [18, 16, 6, 7] in the general CrowdOracle model. We
summarized their goals, provable guarantees and application scenarios. Specifically, we described a common
framework consisting of simple operations that combined together lead to the considered strategies. This frame-
work raised the issue of a specific scenario, which can be challenging for strategies in [18, 16, 6, 7]. To this end,
we leveraged the simple operations introduced in this paper for defining an original strategy, which is better than
hybrid() in the challenging scenario (and comparable in the traditional setting).
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Abstract

Rule-based data integration approaches are widely adopted due to its better interpretability and effective
interactive debugging. However, it is very challenging to generate high-quality rules for data integration
tasks. Hand-crafted rules from domain experts are usually reliable, but they are not scalable: it is time
and effort consuming to handcraft many rules with large coverage over the data. On the other hand,
weak-supervision rules automatically generated from machines, such as distant supervision rules, can
largely cover the items; however, they may be very noisy that provide many wrong results. To address
the problem, we propose a human-in-the-loop rule learning approach with high coverage and high
quality. The approach first generates a set of candidate rules, and proposes a machine-based method
to learn a confidence for each rule using generative adversarial networks. Then, it devises a game-
based crowdsourcing framework to refine the rules, and develops a budget-constraint crowdsourcing
algorithm for rule refinement at affordable cost. Finally, it applies the rules to produce high-quality data
integration results.

1 Introduction

Despite that machine learning (ML)-based solutions are widely used for data integration tasks due to high effec-
tiveness, the rule-based approach is often preferred as it provides better interpretability that enables interactive
debugging. According to a survey [3] over 54 information extraction vendors, 67% of the tools are rule-based
while only 17% are ML-based. In addition, Walmart applies rule-based approaches in their product classification
to allow domain experts to improve the system [21]. For example, entity extraction aims to extract entity from
textual data. The rules like “C including e” can be used to extract entities, e.g., Canon 40D and Nikon D80, for
an entity type, say camera. In entity matching, it is usually necessary to generate blocking rules to discriminate
entity pairs that cannot match.

There are two widely-used methods to construct rules: hand-crafted rules from domain experts and weak-
supervision rules automatically generated by machines. Hand-crafted rules ask experts to write domain-specific
labeling heuristics based on their domain knowledge. However, hand-crafted rules are not scalable, especially
for large datasets, as it is time and effort consuming to handcraft many rules with large coverage. Therefore,
weak-supervision rules automatically generated by machines are introduced [19, 18], e.g., distant supervision
rules in information extraction. Weak-supervision rules can largely cover the items; however, they may be very
unreliable that provide wrong labels.

Copyright 2018 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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For effective rule generation, we first generate a set of candidate rules using machine algorithms and then
use a human-in-the-loop approach to select high-quality rules. There are two important objectives to select high-
quality rules. 1) high coverage: select the rules that cover as many items as possible to label the data. 2) high
quality: select the rules that induce few wrong labels on their covered items. It is easy to obtain the coverage
of the rules but it is hard to get the quality of the rules, as the ground-truth of items covered by the rules is
unknown. To address this problem, we propose a human-in-the-loop framework.

We first utilize a machine-based rule evaluation phase to provide a coarse evaluation on rule quality (Sec-
tion 3): how likely a rule can correctly label items. A naı̈ve evaluation method solely based on the training data
is far from sufficient, as the training data is usually very limited. To address the problem, we propose to infer
labels for the data items not included in the training set, and take inferred labels as the basis for rule quality
estimation. We fulfill the label inference by leveraging a recently proposed learning mechanism, generative
adversarial networks (GAN) [10, 23]. The idea is to learn a label generative model that captures what feature
characteristics of items can generate a particular label, using an adversarial game process. Moreover, we also
devise a recurrent neural networks (RNN) based encoder-decoder neural network model to realize the GAN
mechanism, and the model can alleviate the tedious burden of feature engineering.

However, rule evaluation based on inferred data labels may not be accurate because the inference is computed
based on the static training data and may not be effectively adapted to others. Thus, the framework devises an
active crowdsourcing approach (Section 4) for rule refinement to further select a subset of “high-quality” rules,
by leveraging the human intelligence from crowdsourcing. A straightforward method asks the crowd to answer
a rule validation task, which asks the crowd to check whether a rule with high coarsely-evaluated precision is
valid or invalid. However, the crowd may give low-quality answers for a rule validation task, because a rule may
cover many items and the workers cannot examine all the items covered by the rule. To alleviate this problem,
we can ask the crowd to answer an item checking task, which asks the crowd to give the label of an item and
utilizes the result to validate/invalidate rules that cover the item. However it is expensive to ask many item
checking tasks. To address this problem, we devise a two-pronged crowdsourcing task scheme that effectively
combines these two task types. We also develop a crowdsourcing task selection algorithm to iteratively select
rule-validation and item-checking tasks until the crowdsourcing budget is used up.

Finally, in the third phase, we use the selected rules to annotate data with labels (Section 5.1). The challenge
here is that an item can be covered by rules with diverse quality or even with conflicting labels. For example,
in entity extraction, one rule may provide label 1 while another one labels −1. To address this problem, we
develop an aggregation approach to consolidate the rules and provide high-quality labels for the items.

2 Overview of Human-in-the-loop Rule Learning for Data Integration

Most of the data integration tasks can be formalized as the problem that assigns a set of data items with one
of the two possible labels, −1 and 1. We also call items with label 1 (−1) positive (negative) items. Figure 1
illustrates two data integration tasks, entity matching and entity extraction. A more detailed entity matching
example is shown in Figure 2: It aims to identify any pair of product records (Figure 2(a)) is matched (i.e., being
the same product entity) or not. Here, we regard each item as a possible record pair, as shown in Figure 2(b).
Moreover, entity extraction task aims at identifying the entities (e.g., Canon 40D and Nikon D80) that belong to
a specific class (e.g., camera) from the unstructured text. Formally, given a target class, we can regard this task
as a labeling problem that assigns an entity with 1 if the entity is of the class, or −1 otherwise.
Rule-Based Data Integration Approach. The rule-based approach is often preferred as it provides better
interpretability that enables interactive debugging. More formally, a rule is defined as a function rj : E →
{L, nil} that maps item ei ∈ E into either a label L ∈ L or nil (which means rj does not cover ei). In
particular, let C(rj) = {e|rj(e) ̸= nil} denote the covered item set of rj , C(R) = {e|∃r ∈ R|r(e) ̸= nil}
denote the covered set of a rule set R, and li denote the true label of ei,
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Figure 1: Framework of Human-in-the-loop Rule Learning.

There are two widely-used ways to generate rules for data integration: hand-crafted rules from domain ex-
perts and weak-supervision rules automatically generated by machines. Hand-crafted rules ask users to write
domain-specific labeling heuristics based on their domain knowledge. However, hand-crafted rules are not scal-
able, especially for large datasets, as it is time and effort consuming to handcraft many rules with large coverage.
Weak-supervision rules automatically generated by machines are introduced [19, 18]. Weak-supervision rules
can largely cover the items; however, some of them may be very unreliable that provide wrong labels.

Example 1 (Weak-Supervision Rule): For entity extraction, distant supervision [17] is commonly used to
identify some textual patterns as extraction rules based on a small amount of known positive entities (label
+1) and negative ones (label −1). For example, considering the text “famous camera products including Canon
40D” and a known “camera” entity Canon 40D, we may obtain a rule that “C including e” indicates that e is
an entity of class C. For entity matching, blocking rules are also extensively used to eliminate the record pairs
that could not be matched. For example, a camera from manufacture Canon cannot be matched with another
one with Nikon, and thus we can use this rule to eliminate record pairs across Canon and Nikon.

Human-in-the-loop Rule Learning. Note that candidate rules, especially weak-supervision rules automatically
generated by machines, could be unreliable. For instance, pattern “C including e” for entity extraction may
not always indicate e is an entity of class C, and thus incur false positives. On the other hand, a bad blocking
rule, such as using color to discriminate products, may introduce many false negatives.

To formalize rule quality, we introduce rule confidence, denoted by λj , of a rule rj as the ratio of the items in

C(rj) correctly annotated with label L of rj , i.e., λj =

∑
ei∈C(rj)

1{li=L}

|C(rj)| , where 1{li=L} is an indicator function
that returns 1 if li = L or 0 otherwise. Rule confidence is rather challenging to evaluate because most of the
data items are unlabeled (denoted as gray circles in the figure).

To address this challenge, we introduce a human-in-the-loop framework, as shown in Figure 1. The frame-
work takes a set of data items E = {e1, e2, . . . , em} as input, where a subset of data items is labeled with ground
truth as the training data. In particular, we use black (red) circles to represent data items with label 1 (−1), and
gray circles as unlabeled items. The framework also considers a set of candidate rules, which are constructed in
either hand-crafted or weak supervision ways. To effectively label data items, it utilizes a rule learning approach
that consists of the following three phases.

• Phase I - Rule Evaluation using Generative Adversarial Networks (GAN): This phase aims to utilize
machine-based methods to provide a coarse evaluation of rule confidence. A straightforward way is to
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Figure 2: A running example for rule learning in entity matching task.

directly use the training data: a rule is of high confidence if it provides correct labels for most of the
items in the training set, or vice versa. However, in most of the data integration tasks, the training set is
usually far from sufficient to provide effective rule evaluation. To address this problem, our framework
infers labels for the unlabeled items using a recently proposed learning approach, generative adversarial
networks (GAN) [10, 23]. Intuitively, the objective is toward that one cannot easily distinguish whether an
item is annotated with the true or inferred label. Then, fed with the inferred labels, it provides the coarse
evaluation for rule quality. We will present the details of this phase in Section 3.

• Phase II - Rule Refinement by Crowdsourcing: Rule evaluation in the previous phase may not be accurate
because the inference is computed based on the static training data and may not be effectively adapted
to other items. We devise an active crowdsourcing approach for rule refinement that selects a subset
of “high-quality” rules from the candidates. A straightforward method asks the crowd to answer a rule
validation task, which asks the crowd to check whether a rule with high coarsely-evaluated confidence is
valid or invalid. However, the crowd may give low-quality answers for a rule validation task, because a
rule may cover many items and the workers cannot examine all the items covered by the rule. To alleviate
this problem, we can ask the crowd to answer an item checking task, which asks the crowd to give the label
of an item and utilizes the result to validate/invalidate rules that cover the item. However it is expensive
to ask many item checking tasks. To address this problem, we devise a two-pronged crowdsourcing task
scheme that effectively combines these two task types. We also develop a crowdsourcing task selection
algorithm to iteratively select rule-validation and item-checking tasks until the crowdsourcing budget is
used up. We discuss the techniques in this phase in Section 4.

• Phase III - Data Labeling using Rules: This phase applies a rule-based labeling model with the learned
rule confidence to obtain “high-quality” item labels. Note that some items may not be labeled by rules
either because no rules cover the items, or because the labels provided by rules with low confidence. Thus,
it calls for an aggregation approach to consolidate the rules. We discuss the approach in Section 5.1.

Figure 2(c) illustrates some “blocking rules” for entity matching. Each rule, represented by two keywords,
expresses how we discriminate the product pairs covered by the rule. For example, r1 : (sony, apple) expresses
the following blocking rule: any item, say e1 = {s1, s2}, that satisfies s1 containing sony and s2 containing
apple (or s1 containing apple and s2 containing sony) cannot be matched.

Example 2 (Human-in-the-loop Rule Learning for Entity Matching): We illustrate how the proposed frame-
work works for the entity matching task in Figure 2. In the first phase, based on a small training set {e5, e6, e8}
with known labels, the framework utilizes a GAN-based approach to infer labels for the unlabeled items. The
intuition is to learn a generative model that describes “how is a matched pair like” from the training set, and
then use the model to label the items. In the second phase, the framework can either ask the crowd to directly
validate a rule, e.g., whether (laptop, notebook) is effective for blocking, or utilize the crowd to check items
covered by rules. Given a crowdsourcing budget, the framework unifies these two task types to further refine rule
quality evaluation. Finally, the third phase determines whether to use the rules, so as to balance the following
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tradeoff: using more rules may improve the coverage, while increase the risk of incurring error labels. Finally,
the framework outputs the labeled items as the result.

3 Machine-Based Rule Evaluation

Rule confidence evaluation heavily relies on data labels: a rule is of high confidence if it provides correct labels
for most of the items it covers, or vice versa. However, in most data integration tasks, the amount of labeled
items in the training data is usually very small, and thus evaluation solely using the training data is far from
sufficient. To address this problem, we propose to infer labels for the items not included in the training data, and
take this as the basis for rule confidence estimation. We fulfill item label inference by developing a GAN-based
approach. The objective is to learn a label generator that captures what feature characteristics of items can
generate a particular label (e.g., label 1). For example, records s2 and s3 in Figure 2(a) share representative
words, Apple and Pro, which can be taken as feature characteristics to generate positive labels. To obtain a
good generator, our approach introduces label discriminator, and lets it play an adversarial game with the label
generator. On the one hand, the generator tries to identify the items with a particular label that look like the ones
in our training data, so as to deceive the discriminator. On the other hand, the discriminator tries to make a clear
distinction on which items are from the training set and which are generated by the generator. Next, we first
present the formalization of our GAN-based learning model, and then introduce RNN-based neural networks
that fulfill the model.
GAN-based learning mechanism. We formalize the label generator as a probabilistic distribution over set
E that generates positive items, denoted by pG(ei|θ), where θ is the model parameters. Moreover, we use
ptrue(ei) to represent the ground-truth distribution of positive items in E . Among all items, the larger the
ptrue(ei) (pG(ei|θ)) is, the more likely that ei can be sampled as a true (generated) positive item. Naturally, the
objective of model learning is to compute a good θ that approximates generator pG(ei|θ) to the ground-truth
ptrue(ei): the positive items that our generator generates are almost the same as the true positive items.

We utilize the generative adversarial networks to effectively learn parameters θ. We introduce a discriminator
model D(ei) as a binary classifier that determines whether ei is a true positive item. More specifically, D(ei)
outputs a probability that ei is a true positive item instead of a generative one. The generator and discriminator
play an adversarial game as follows. On the one hand, the generator samples items from E according to the
current distribution pG(ei|θ), and mixes the sampled items with the true positive ones in the training data. On
the other hand, the discriminator tries to identify which ones in the mixed item set are true positive items.
Formally, this can be formalized as a minimax game with a value function V (G,D).

min
G

max
D

V (G,D) = Eei∼ptrue(ei)[logD(ei)] + Eei∼pG(ei|θ)[1− logD(ei)], (5)

where G and D are the generator and the discriminator model respectively. We defer the discussion on how to
derive them later, and focus on presenting how generator and discriminator optimize their objectives now.

Discriminator plays as a maximizer: given the current pG(ei), it tries to train D(ei) by maximizing the
probability that assigns correct label for both training and generative positive items, i.e.,

D∗ = argmax
D

(
Eei∼ptrue(ei)[logD(ei)] + Eei∼pG(ei|θ)[1− logD(ei)]

)
. (6)

Generator plays as a minimizer: given the current D(ei), it tries to deceive the discriminator to believe that
a generated ei is a true positive item. To this end, it trains G by optimizing the following objective

G∗ = argmin
G

(
Eei∼ptrue(ei)[logD(ei)] + Eei∼pG(ei|θ)[1− logD(ei)]

)
(7)

= argmax
θ

(
Eei∼pG(ei|θ)[logD(ei)]

)
108



!"#$%&'

(&#$%&'

!"

!""#$

!#

%&'

!$!%

(#)*+

&" &# &% &$

!""#$ ,)*-''+ %&' .)"/'"

(a) An encoder-to-decoder mode (ENC-DEC).

!" !# !$

!""#$ %&' (#)*+

%# %$

&$'"

%&'

! !

,

-)*.''+

&$'#
&$'$

(b) ENC-DEC with attention.

Figure 3: A RNN-based encoder-decoder neural network model for entity matching.

To learn the parameters of generator and discriminator, we can iteratively use the optimization principle,
such as stochastic gradient descent (SGD) used in the existing works [10, 23].
RNN-based encoder-decoder model. To apply the GAN mechanism, we need to derive both generative distri-
bution pG(ei|θ) and the discriminator D(ei). For pG(ei|θ), we can use a method of first computing the likelihood
G(ei, θ) that ei is a positive item given model θ, and then applying a softmax function, i.e.,

pG(ei|θ) =
exp(G(ei, θ))∑

e′∈E exp(G(e′, θ))
(8)

Then, we design neural networks that fulfill both G(ei, θ) and D(ei). We introduce a recurrent neural
networks (RNN) based encoder-decoder model [4], as illustrated in Figure 3. For ease of presentation, we use
the entity matching task to illustrate how it works. Intuitively, given an item ei with record pair (si1 , si2), the
model computes the probability that si2 can be “translated” from si1 . To this end, we model si1 as a sequence of
words, x = {x1, x2, . . . , x|si1 |}, where xt is an embedding representation (i.e., numeric vector) of the t-th word
in the sequence. Similarly, we model si2 as a sequence of words, y = {y1, y2, . . . , y|si2 |}. For simplicity, we
introduce the model for computing G(ei, θ), and it can also be applied to compute D(ei).

We employ a Recurrent Neural Network (RNN) composed by Long Short-Term Memory (LSTM) units
to realize the encoder, where each LSTM unit ht encodes the hidden state of the t-th word in si1 , i.e., ht =
fLSTM(xt,ht−1), where fLSTM denotes the output of the LSTM neural network (we omit its derivation due to the
space limit. Please refer to [9] for more details).

The decoder takes the encoded hidden states {h1,h2, . . . ,h|si1 |} as input, and computes G(ei, θ) as the joint
probability G(ei, θ) = P (y|h1,h2, . . . ,h|si1 |) of “decoding” y from the hidden states. A simple way is to also
employ an RNN composed by LSTM units (Figure 3(a)), where each unit is the hidden state of decoding word
yt in si2 . Then, we compute the joint probability by decomposing it into a sequence of conditional probabilities

P (y|h1,h2, . . . ,h|si1 |) =

|si2 |∏
t=1

P (yt|y<t), (9)

where y<t is the “context” words before yt, i.e., y<t = {y1, . . . yt−1}. To obtain P (yt|y<t), we let d0 = h|si1 |,
and then compute

P (yt|y<t) = Softmax(dt); dt = fLSTM(yt,dt−1) (10)

where Softmax is the softmax neural-network layer that maps hidden state dt to a probabilistic distribution
on the word vocabulary. We may also extend the decoding process with attention mechanism, as illustrated in
Figure 3(b). The idea is to consider different importance of the encoded hidden states {h1,h2, . . . ,h|si1 |} when
decoding word yt by introducing a weight αt,r, i.e.,

d̃t =

|si1 |∑
r=1

hr · αt,r =

|si1 |∑
r=1

hr
exp(dt · hr)∑
r′ exp(dt · hr′)

(11)
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Based on this, the decoder computes the conditional probability as P (yt|y<t) = Softmax([dt; d̃t]), where
[dt; d̃t] is a concatenation of hidden states dt and d̃t.

Example 3 (Machine-based rule evaluation using GAN and ENC-DEC): Figure 3 provides examples of the
encoder-decoder model. As shown in Figure 3(a), the model uses LSTM units to encode “Apple Pro Black” into
hidden states h1 to h3, and then uses another set of LSTM units to compute the probability of decoding “Apple
Macbook Pro Laptop” from the hidden states. Figure 3(b) illustrates the attention-based model. For instance, for
decoding word Pro, it considers weights α3,1 to α3,3. Intuitively, weight α3,3 would be smaller than α3,2, as Pro
is not very relevant to word Black. We use this encoder-decoder model for computing G(ei, θ) and D(ei), and
then apply the GAN mechanism on the training set (e.g., the items with blue color in Figure 2(b)). Intuitively,
given a true positive item e5 = (s2, s3), we may use GAN to generate another positive item e7 = (s2, s5).
Finally, based on the generated labels, we compute rule confidence for machine-based rule evaluation.

4 Rule Refinement by Game-Based Crowdsourcing

The generative model G(ei, θ) learned in the previous section can be used as an estimate of the probability that
ei is a positive item. Then, given a rule rj with label L, we can estimate its confidence, denoted by λ̂j as

λ̂j =


∑

ei∈C(R) G(ei,θ)

|C(R)| , L = 1

1−
∑

ei∈C(R) G(ei,θ)

|C(R)| , L = −1
(12)

Based on Equation (12), a simple way for rule refinement is to select rules with larger confidence estimates.
However, despite of using GAN and RNN, the estimation may not be accurate enough, because the training set
is static and thus the inferred labels may not be adapted to other items. Thus, this section presents our active
crowdsourcing approach named CROWDGAME for more effective rule refinement.

4.1 Overview of CrowdGame

The objective of CROWDGAME is to leverage the human intelligence in crowdsourcing for selecting high-
confidence rules. A naı̈ve crowdsourcing approach is to refine the estimation in Equation (12) by sampling
some items covered by a rule, checking them through crowdsourcing, and updating the estimation. However, as
the crowdsourcing budget, i.e., the affordable number of tasks, is usually much smaller than item set size, such
“aimless” item checking without focusing on specific rules may not be effective.
Two-pronged task scheme. To address the problem, we devise a two-pronged crowdsourcing task scheme that
first leverages the crowd to directly validate a rule and then applies item checking tasks on validated rule. To
this end, we introduce another type of task, rule validation. For example, a rule validation task asks the crowd
to validate whether rule r1 (sony, apple) in Figure 2(c) is good at discriminating products. Intuitively, human
is good at understanding rules and roughly judges the validity of rules, e.g., r1 is valid as the brand information
(sony and apple) is useful to discriminate products. However, it turns out that rule validation tasks may produce
false positives because the crowd may not be comprehensive enough as they usually neglect some negative cases
where a rule fails. Thus, the fine-grained item checking tasks are also indispensable.
Crowdsourcing task selection. Due to the fixed amount of crowdsourcing budget, there is usually a tradeoff
between the rule-validation tasks and item-checking tasks. On the one hand, assigning more budget on rule
validation will lead to fewer item checking tasks, resulting in less accurate evaluation on rules. On the other
hand, assigning more budget on item checking, although being more confident on the validated rules, may miss
the chance for identifying more good rules.
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(a) RULEGEN (1st round).

!"

!#

!$

!%

&"

&#

&$

&%

&'

&(

&)

&*

(b) RULEREF (1st round).
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(c) RULEGEN (2nd round).
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(d) RULEREF (2nd round).

Figure 4: Illustration of game-based crowdsourcing.

We address the challenge by employing two groups of crowd workers from a crowdsourcing platform: one
group answers rule validation tasks to play a role of rule generator (RULEGEN), while the other group answers
item checking tasks to play a role of rule refuter (RULEREF). Then, we unify these two worker groups by
letting them play a game. On the one hand, RULEGEN tries to elect some rules R from the candidates RC for
crowdsourcing via rule validation tasks, such that the elected rules can not only cover more items but also incur
less errors. It is easy to examine the coverage of a rule. For the second factor, we take the machine-based rule
estimation in Equation (12) to evaluate whether a rule may incur less errors. On the other hand, RULEREF tries
to refute its opponent RULEGEN by checking some items that provide enough evidence to “reject” more rules in
R. Note that, although also using a game-based strategy, the above process is essentially different from GAN,
as it focuses on task selection instead of model (parameters) learning.

Example 4 (Crowdsourced Rule Refinement): Figure 4 shows how CROWDGAME works under a crowd-
sourcing budget with 4 affordable tasks, which is like a round-based board game between two players. For
simplicity, we apply an extreme refuting strategy that one counter-example is enough to refute all rules covering
the item, and we consider all rules have the same estimated confidence obtained from Equation (12). In the first
round, RULEGEN selects r3 for rule validation, as it has a large item coverage. However, its opponent RULEREF

finds a “counter-example” e5 using an item checking task. Based on this, RULEREF refutes both r3 and r4 and
rejects their covered items to maximize the loss. Next in the second round, RULEGEN selects another crowd-
validated rule r1, while RULEREF crowdsources e1, knows e1 is correctly labeled, and finds no “evidence” to
refute r1. As the budget is used up, we find R2 = {r1} as the refined rule set.

4.2 Crowdsourcing Task Selection

Formalization of rule set loss. Intuitively, We want to select rules with two objectives. 1) high coverage: we
would like to select the rules that cover as many items as possible. 2) high confidence: we also prefer the rules
that induce few wrong labels on their covered items. For simplicity, we focus on the case that there is only one
kind of label L provided by the rules, e.g., L = −1 for blocking rules in entity matching.

We formalize the objectives by defining the loss of a rule set Φ(R) as the following combination of the
number of uncovered items |E| − |C(R)| and the expected number of errors

∑
ei∈C(R) P (li ̸= L): Φ(R) =

γ(|E| − |C(R)|)+ (1− γ)
∑

ei∈C(R) P (li ̸= L), where γ is a parameter between [0, 1] to balance the preference
among coverage and quality. For example, let us consider two rule sets R1 = {r1} and R2 = {r1, r3}. R1

covers three items without any errors, while R2 covers more (6 items) with wrongly labeled items (e5 and e7).
Note that entity matching prefers quality over coverage on the blocking rules, and thus one needs to set a small
parameter γ, say γ = 0.1 to achieve this preference. Obviously, under this setting, we have Φ(R1) < Φ(R2).

It is non-trivial to estimate P (li ̸= L). To solve the problem, we use rule confidence to quantify the
probability P (li ̸= L). Moreover, we extend the notation λ̂j to λ̂j(Eq), which denotes an estimator of λj for
rule rj based on a set Eq of items checked by the crowd, and Λ̂R(Eq) = {λ̂j(Eq)} is the set of estimators,

111



each of which is used for evaluating an individual rule rj ∈ R. We will discuss how to estimate λ̂j(Eq) later.
Let Ri ⊆ R denote the set of rules in R covering item ei, i.e., Ri = {rj ∈ R|rj(ei) ̸= nil}. For ease of
presentation, we denote P (li = L) as P (ai) if the context is clear. Then, we introduce Φ(R|Eq) to denote the
estimated loss based on a set Eq of items checked by the crowd, i.e.,

Φ(R|Eq) = γ(|E| − |C(R)|) + (1− γ)
∑

ei∈C(R)

1− P (ai|Λ̂Ri
(Eq))

= γ|E| − (1− γ)
∑

ei∈C(R)

{
P (ai|Λ̂Ri

(Eq))−
1− 2γ

1− γ

}
(13)

The key in Equation 13) is P (ai|Λ̂Ri
(Eq)), which captures our confidence about whether li = L (ei is

correctly labeled) given the observations that ei is covered by rule Ri with confidence ΛRi
(Eq). We discuss how

to compute P (ai|Λ̂Ri
(Eq)) in our technical report [24].

Minimax optimization task selection. Now, we are ready to formalize a minimax objective in the aforemen-
tioned RULEGEN-RULEREF game. Let Rq and Eq respectively denote the sets of rules and items, which are
selected by RULEGEN and RULEREF, for crowdsourcing. Given a crowdsourcing budget constraint k on num-
ber of crowdsourcing tasks, the minimax objective is defined as

OR∗
q ,E∗

q = min
Rq

max
Eq

Φ(Rq|Eq) ⇐⇒ max
Rq

min
Eq

∑
ei∈C(Rq)

{
P (ai|Λ̂Ri(Eq))−

1− 2γ

1− γ

}
(14)

such that task numbers |Rq|+ |Eq| ≤ k.
Based on Equation (14), we can better illustrate the intuition of CROWDGAME. Overall, CROWDGAME aims

to find the optimal task sets R∗
q and E∗

q from the choices with constraint |Rq|+ |Eq| ≤ k. RULEGEN prefers to
validate rules with large coverage and high confidence to minimize the loss. On the contrary, RULEREF aims
to check items which are helpful to identify low-confidence rules that cover many items, so as to effectively
maximize the loss. These two players iteratively select tasks until all crowdsourcing budget is used up.

Our minimax objective is fulfilled by asking crowdsourcing tasks, as both Rq and Eq defined in Equation (14)
depend on the crowd answers. We develop an iterative crowdsourcing algorithm. The algorithms takes as
input a candidate rule set RC, an item set E , and a crowdsourcing budget k. It produces the generated rule
set Rq as output. Overall, the algorithm runs in iterations until k tasks have been crowdsourced, where each
iteration consists of a RULEGEN step and a RULEREF step. RULEGEN selects rule-validation tasks. We apply
a commonly-used batch crowdsourcing mode: We select a b-sized rule set R(t)

q that achieves the maximization
in Equation (14) at the most. We can prove that the problem of selecting such a rule set is NP-hard, and design
an approximate algorithm with theoretical bound to solve it [24]. Similarly, RULEREF selects a batch of b item
checking tasks E(t)

q , so as to achieve the minimization.
Rule Confidence Updating Model. To achieve minimax task selection, we need to estimate rule confidence.
Initially, we can use the machine-based estimation in Equation (12) as prior. Then, we can use item checking
crowdsourcing tasks to continuously update the estimation as more items are checked. The key challenge is how
to effectively integrate the crowd’s evaluation from rule validation and item checking tasks into the prior. To
address this problem, we utilize the Bayesian estimation technique [2]. The basic idea is that we use the crowd
results as “data observation” to adjust the prior, so as to obtain a posterior of rule confidence.

Example 5 (Crowdsourcing Task Selection): Consider the example in Figure 4 with k = 4 and b = 1. In
the 1st iteration, RULEGEN and RULEREF respectively select r3 and e5 for crowdsourcing. Based on the
crowdsourcing answers, the algorithm updates confidence estimates and continues to the 2rd iteration as shown
in Figures 4(c) and 4(d). After these two iterations, the budget is used up, and the algorithm returns Rq = {r1}.
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5 Discussions

5.1 Data Labeling using Rules

This section discusses how we annotate an item ei given a set Ri of rules with the estimated confidence ΛRi
=

{λ̂j} that covers ei. We first present how to extend crowdsourced rule refinement to more general labeling rules,
and then discuss some methods for rule aggregation.
Extension of labeling rules. We discuss a more general case that some rules in the candidates RC annotate
label −1 (called negative rules for simplicity) while others annotate 1 (called positive rules). Consider our entity
extraction example that annotates 1 if an entity belongs to a specific class or −1 otherwise. In this case, an item,
e.g., an entity-class pair (Canon 40D, camera) could be covered by conflicting rules (textual patterns), e.g., a
L2 rule “camera such as Canon 40D” and a L1 rule “cameras not including Canon 40D”. We devise a simple
extension by taking the refinement of positive and negative rules independently. More specifically, we split the
crowdsourcing budget into two parts: one for positive rules and the other for negative ones. Then, we apply the
techniques described in Section 4 to separately learn positive/negative rules using crowdsourcing.
Rule label aggregation methods. After the above rule refinement, an item ei is now covered by conflicting
rules, i.e., a set R+

i of positive rules and a set R−
i of negative rules. We determine label of ei based on these two

rule set, following the two steps below.
1) Low-confidence rule elimination: We prune rules with λ̂j < 1−2γ

1−γ as they are useless as shown in Equa-

tion (14). For example, considering a setting that γ = 0.1, we would not consider rules with λ̂j ≤ 0.89, and
they would increase the overall loss. As a result, if all rules covering item ei satisfying the pruning criterion, we
leave ei unlabeled, as no candidate rule is capable of labeling the item.

2) Confidence-aware label aggregation: After the elimination step, if R+
i or R−

i of item ei is not empty, an
label aggregation method should be applied. A simple method is to simply follow the label of the rule with the
maximum estimated confidence, i.e., r∗ = argrj∈R+

i ∪R−
i
max {λ̂j}. A more sophistication aggregation method

is to apply weighted majority voting [6], where rule confidence is taken the weight in voting. We may also apply
a discriminative deep learning model (e.g., multi-layer perceptron, MLP) that takes rules in R+

i and R−
i as input

and trains the aggregation weights, like the existing works [19, 18].

5.2 Candidate Rule Generation for Different Data Integration Tasks

Our human-in-the-loop approach can be easily applied to different data integration tasks. The key of the appli-
cation is to devise task-specific methods for generating candidate rules. Next, we discuss some representative
data integration tasks as follows.
Entity matching task. For entity matching, we want to generate candidate blocking rules annotating label −1
to record pairs. Although blocking rules are extensively studied (see a survey [5]), most of the approaches are
based on structured data, and there is limited work on generating blocking rules from unstructured text. The idea
of our approach is to automatically identify keyword pairs, which are effective to discriminate record pairs, from
raw text. For example, in Figure 2(c), keyword pairs, such as (Canon, Panasonic) and (Camera, Telephone),
tend to be capable of discriminating products, because it is rare that records corresponding to the same electronic
product mention more than one manufacture name or product type.

The challenge is how to automatically discover these “discriminating” keyword pairs. We observe that such
keyword pairs usually have similar semantics, e.g., manufacture and product type. Based on this intuition, we
utilize word embedding based techniques [15, 16], which are good at capturing semantic similarity among words.
We first leverage the word2vec toolkit1 to generate an embedding (i.e., a numerical vector) for each word, where
words with similar semantics are also close to each other in the embedding space. Then, we identify keyword

1https://code.google.com/p/word2vec/
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pairs from each record pair (sa, sb) using the Word Mover’s Distance (WMD) [14]. WMD optimally aligns
words from sa to sb, such that the distance that the embedded words of sa “travel” to the embedded words of sb
is minimized (see [20] for details). Figure 1 illustrates an example of using WMD to align keywords between
two records, where the alignment is shown as red arrows. Using the WMD method, we identify keyword pairs
from multiple record pairs and remove the ones with frequency smaller than a threshold.
Relation extraction task. Relation extraction aims to discover a target relation of two entities in a sentence or
a paragraph, e.g., spouse relation between Kerry Robles and Damien in a sentence “Kerry Robles was living
in Mexico City with her husband Damien”. We can use keywords around the entities as rules for labeling 1
(entities have the relation) or −1 (entities do not have the relation). For example, keyword husband can be good
at identifying the spouse relation (i.e, labeling 1), while brother can be regarded as a rule to label −1. We
apply the distant supervision [17], which is commonly used in relation extraction, to identify such rules, based
on a small amount of known positive entity pairs and negative ones. For example, given a positive entity pair
(Kerry Robles, Damien), we identify words around these entities, e.g., living, Mexico City and husband

between them (stop-words like was and with are removed), as the rules labeling +1. Similarly, we can identify
rules that label −1 from negative entity pairs.
Schema matching task. Schema matching aims to discover the semantic correspondences between the columns
of two tables [7]. For example, consider a table A with address information building and street, and another
table B with columns bld and st. Schema matching aims to find column correspondences, (A.building, B.bld)
and (A.street, B.st). In this task, we can generate candidate rules using both schema- and instance-level in-
formation. For schema-level, we can learn string transformation rules from some examples of matched column
names, such as (street, st) using techniques in [1]. For instance-level, we can devise different similarity func-
tions, such as Jaccard, edit distance, and etc., over entity sets of any two columns, e.g., if the Jaccard similarity
between the sets is larger than a threshold (e.g., 0.8), the two columns are matched.
Data repairing task. There are many data repairing rules, such as editing rules [8], fixing rules [22], Sherlock
rules [13], similarity-based rules [11] and knowledge-based rules [12]. However these rules are data dependent,
and they usually work well for some datasets. To produce high-quality, high-coverage, and general rules, we can
mix these rules together and use our techniques to effectively select high-quality rules.

6 Conclusion and Future Works

In this paper, we present how to learn high-quality rules for data integration. We first discuss how to generate
a set of candidate rules, and then propose a GAN-based method to learn a confidence for each rule. Next we
devise a game-based crowdsourcing framework to refine the rules. Finally, we discuss how to apply the rules to
address data integration problems.

Next we discuss some research challenges in rule learning for data integration. First, there are many machine
learning techniques, e.g., deep learning and reinforcement learning, but they are hard to interpret. So a challenge
is how to use machine learning techniques to generate explainable rules. Second, most rules are data dependent
and it is hard to transfer the rules from one dataset to another. Thus a challenge is to devise a transfer-learning
based method that can apply the knowledge of rule learning on one dataset to another dataset. Third, most rules
rely on human knowledge, e.g., synonyms and common senses. A challenge is to build a common-sense base
and utilize the common senses to help data integration.
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