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Letter from the Editor-in-Chief

ICDE 2018

The IEEE International Conference on Data Engineering will be held in April 14-19, 2018 in Paris, France. This
is the flagship conference of the Computer Society’s Technical Committee on Data Engineering. It is a great
conference, at a great location. What could possibly be better than April in Paris at ICDE! I am attending and
hope to see you there.

The Current Issue

In the olden days (the past millenium), the notion that data management could scale across the globe was
considered far-fetched. There were no known application scenarios in which it arose. And further, it was widely
considered to be a technological pipe dream. The current issue then serves as a reminder of how rapidly our
world is changing, and how rapidly our technology capabilities are growing. Social networks, travel services,
and e-commerce are simply the tip of the iceberg (the iceberg being perhaps a bit smaller due to global warming)
of a growing number of global-scale applications, including machine learning, which was not even considered
an application in the previous millenium.

In addition to the number of global-scale applications growing, our technology to deal with them is advanc-
ing by “leaps and bounds”. Not only can we scale out our data management infrastructure, but we can enforce
strong invariants on the data being managed. The critical consistency requirement here is frequently atomic
transactions. Transactions at global scale were nowhere in sight before the year 2000 but are now supported by
several web scale vendors.

This is where the current issue of the Bulletin comes in. Tim Kraska has assembled an issue that captures
some of the exciting research activity on global-scale data management. This area has become a “hot topic” for
both researchers and practitioners. It has become part of our online “life”, though usually behind the scenes, as
so much of data management is. But being a technical member of our data management community means it
is essential that you understand this technology. I can strongly recommend this issue to you. It is a real “eye
opener” into some of the critical directions our community is and will be exploring. I want to thank Tim for
exposing this hugely important technology to us.

David Lomet
Microsoft Corporation
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Letter from the Special Issue Editor

Globalization has significantly altered the way in which the world operates. More than ever before are businesses
required to operate at a global scale with customers expecting fast and seamless access to applications indepen-
dent of where they are located. Similar, also the availability requirements for applications have changed over the
last years. Whereas a decade ago, it was still sufficient to be able to sustain a single machine failure, nowadays
mission-critical applications are expected to tolerate an entire data-center outage. Thus, it is no longer sufficient
to think about data management at the scale of a few servers in some basement. Rather, we need to think about
data management at the global-scale; from how is data replicated across data centers, over how bandwidth and
latency of slow wide-area replication can be avoided or hidden to not negatively impact the application latency,
up to how local regularization, e.g., privacy regulations in Europe, impacting what data can be stored at which
location.

In this issue, we brought together an exciting collection of recent work in the space of global-scale data man-
agement addressing issues from reducing latency to how to execute machine-learning algorithms across data-
center boundaries. The first paper, “A System Infrastructure for Strongly Consistent Transactions on Globally-
Replicated Data” by Faisal Nawab and others, describes a first system infrastructure for global-scale transaction
processing with serializability guarantees. The authors analyze the fundamental limits of executing transac-
tions across data-center boundaries and develop a theoretical framework of the optimality of strongly-consistent
transaction latency. Based on those findings, the authors present a transaction-processing protocol which takes
advantage of the previously determined lower bounds on the transaction latency.

The second paper, “Writes: the dirty secret of causal consistency” by Lorenzo Alvisi and others, discusses
in detail an alternative geo-replication strategy, which is based on causal consistency. Causal consistency has
several advantages over other (stronger) consistency guarantees as it is able to provide high availability even
in the presence of network partitioning. At the same time, causal consistency is still not widely adopted. The
authors argue that one of the main reasons for this is, that current implementations do not handle write operations,
especially write-skew, efficiently. Finally, by proposing two system, TARDiS and Occult, the authors aim to
overcome this issue and make causal consistency more broadly applicable.

The third paper, “Cost-Effective Geo-Distributed Storage for Low-Latency Web Services” by Zhe Wu and
Harsha V. Madhyastha, addresses the issue of the cost-latency trade-off by spreading the data across data centers
of multiple cloud providers. Furthermore, the authors propose additional techniques, such as augmenting every
GET/PUT request with a set of redundant requests to mitigate the effect of isolated latency spikes, among other
techniques to reduce the high cost of geo-replication.

The final paper, “Towards Geo-Distributed Machine Learning” by Ignacio Cano and others, makes the case
for Geo-Distributed Machine Learning (GDML). Regulatory requirements often prohibit to move data out of a
country, but at the same time, many Machine-Learning applications require a global view of the geo-distributed
data in order to achieve the best results. Thus, the authors propose a system architecture for geo-distributed
training and show by means of an empirical evaluation on three real datasets that GDML is not only possible but
also advisable in many scenarios.

I would like to thank all authors for their insightful contributions to this special issue. Happy reading!

Tim Kraska
Brown University
Rhode Island, US
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A System Infrastructure for
Strongly Consistent Transactions on Globally-Replicated Data

Faisal Nawab Vaibhav Arora Victor Zakhary Divyakant Agrawal Amr El Abbadi

Department of Computer Science, University of California, Santa Barbara
Santa Barbara, CA 93106

{nawab,vaibhavarora,victorzakhary,agrawal,amr}@cs.ucsb.edu

Abstract

Global-scale data management (GSDM) empowers systems by providing higher levels of fault-tolerance,
read availability, and efficiency in utilizing cloud resources. This has led to the emergence of global-
scale data management and event processing. However, the Wide-Area Network (WAN) latency sep-
arating datacenters is orders of magnitude larger than typical network latencies, and this requires a
reevaluation of many of the traditional design trade-offs of data management systems. Therefore, data
management problems must be revisited to account for the new design space. In this paper, we revisit the
problem of supporting strongly-consistent transaction processing for GSDM. This includes providing an
understanding of the limits imposed by the WAN latency on transaction latency in addition to a design
of a system framework that aims to reduce response time and increase scalability. This infrastructure
includes a transaction processing component, a fault-tolerance component, a communication compo-
nent, and a placement component. Finally, we discuss the current challenges and future directions of
transaction processing in GSDM.

1 Introduction

The cloud computing paradigm promises high-performance 24/7 service to users dispersed around the world
for cloud applications. Achieving this is threatened by complete datacenter outages and the physical limitations
of both the datacenter infrastructure and wide-area communication. To overcome these challenges, systems
are increasingly being deployed on multiple datacenters spanning large geographic regions. The replication of
data across datacenters (geo-replication) allows requests to be served even in the event of complete datacenter-
scale outages. Likewise, distributing the processing and storage across datacenters brings the application closer
to users and sources of data, enabling higher levels of availability and performance. Moving to global-scale
data management (GSDM), despite its benefits, raises many novel challenges. One of the main sources of
these challenges is the large WAN communication latency, which is orders of magnitude larger than traditional
communication latency (See Figure 1). This invalidates the traditional space of design trade-offs and makes the
communication latency the dominating bottleneck.

Copyright 2017 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering
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Figure 1: Latency of the Wide-Area Network Round-Trip Time communication (WAN RTT) compared to mem-
ory access latency [27] and network latency within the datacenter (local RTT)

When coordination is involved in the data management task, the effect of WAN communication latency
is amplified. This makes transaction processing—a coordination-intensive task—a victim of geo-replication’s
large communication latency. The significance of transaction processing to data management systems and the
seriousness of the WAN communication challenge have led many researchers from both academia and industry
to design new and improved transaction processing protocols specifically for geo-replication [2, 3, 6–10, 13, 15,
16, 18–20, 22–25, 28, 31, 35]. Many of these efforts explored weakening consistency guarantees to lower the
coordination demands [7–9, 13, 15, 16, 18, 19, 22, 24, 31] or explored coordination-free approaches to avoid the
cost of wide-area coordination [2, 28, 35]. However, a large-body of work tackled the problem of global-scale
transaction processing while maintaining the stringent consistency guarantees of traditional data management
systems [3,6,10,20,23,25]. The argument for maintaining stringent guarantees is that they manifest easy-to-use
abstractions for concurrent access to data. Serializability, for example, ensures an outcome equivalent to a serial
execution [4], ridding the program developers from worrying about concurrency anomalies.

In this paper, we present a system infrastructure design for global-scale transaction processing with serial-
izability guarantees. We adopt a holistic approach where in addition to the transaction processing engine, we
improve the design of the surrounding system components that affects the performance of transactions. We
begin the paper by discussing the fundamental limits of transaction processing in geo-replication and develop a
theoretical framework of the optimality of transaction latency. Then, we present transaction processing proto-
cols that leverage the newfound knowledge about transaction latency optimality to achieve better performance in
geo-replication. Then, we present two components outside of the transaction processing engine that are essential
for transactions processing efficiency in geo-replicated systems. The first is global-scale communication and the
second is data placement. We conclude the paper with an outlook on the future of geo-replicated transaction
processing in the context of the advancements in global-scale data management systems.

2 Transaction Processing

In this section, we present the development of transaction processing protocols that target reducing transaction
latency on geo-replicated data. This begins by understanding the source of the latency inefficiency in traditional
transaction processing systems (Section 2.1). Then, we develop a lower-bound formulation for transaction
latency on geo-replicated data (Section 2.2) and use this newfound understanding to develop Helios [23], a
transaction processing protocol that achieves the lower-bound (Section 2.3).

2.1 The Latency Limit of the Request-Response Paradigm

There is a fundamental coordination latency limit due to the polling nature of traditional protocols that we call
the Request-Response paradigm. In the Request-Response paradigm, the coordination for a request starts after
the request is made, where the node making the request polls other nodes to inquire about their state and detect
conflicts. The request is served only after receiving a response from other replicas. This makes a Round-Trip
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Time (RTT) of communication inevitable—an expensive cost in GSDM. This applies to both centralized and
quorum-based protocols.

The limit of the Request-Response paradigm leads to the question: Is it possible to avoid the Request-
Response paradigm limit on coordination or is it a fundamental limit on performance? Our work Message
Futures [21] demonstrates the possibility of breaking the limit of the Request-Response paradigm by an obser-
vation that coordination of future requests can start before they arrive. As requests arrive, they are assigned to a
predetermined future coordination point. We call this approach Proactive Coordination. Coordination points are
judiciously calculated to ensure conflicts are detected. A coordination point still needs an RTT for coordination.
However, because a request is assigned to a coordination point that already started, the request’s observable
latency is less than RTT. Message Futures is the first protocol that shows the possibility of faster-than-RTT coor-
dination for all the replicas of a distributed system. Also, it introduces Proactive Coordination, a new approach
to coordination that overcomes the limitations of the Request-Response paradigm.

2.2 Theoretical Lower-Bound on Coordination Latency

Breaking the RTT latency barrier via the Proactive Coordination paradigm invalidates the previously held con-
vention that coordination cannot be performed faster than the RTT latency. Thus, it opens the question: What
is the lower-bound on coordination latency? This is a fundamental question in understanding the extent of the
effect of the wide-area latency limit on coordination latency. Such a lower-bound, if proven, will provide system
designers and researchers with a theoretical foundation on what is achievable by current and future systems.

Our objective now is to develop a lower-bound on commit latency of transactions on replicated data stores
while maintaining serializability [4]. Maintaining serializability requires coordination between replicas (dat-
acenters in our case). The communication latency necessary for this coordination imposes a limit on commit
latency, which is the time duration to decide whether a transaction commits or aborts. Achieving low commit
latency is the focus of this study. Consider two datacenters A and B with unique commit latencies LA and LB ,
respectively. We show in this section that the summation of LA and LB must be at least the Round-Trip Time
(RTT) between A and B. Note that this is a summation which means that the commit latency of a datacenter
can be lower than RTT.

The lower-bound result extends to larger groups of datacenters by applying the lower-bound to all pairs in
the group. This will allow us to judge whether the group of datacenters can commit with a certain set of commit
latency values. We are particularly interested in minimizing the average commit latency of all datacenters. We
call the minimum average latency a Minimum Average Optimal (MAO) latency or optimal latency for short.

2.2.1 Theoretical model and assumptions

We consider a theoretical model that consists of datacenters with communication links connecting them. Each
transaction undergoes two phases. First, the transaction is issued and it becomes visible to the datacenter. At
that stage it is called a preparing transaction. Then, at a later time the datacenter decides whether it commits or
aborts and it becomes a finished transaction. The time spent as a preparing transaction is the commit latency.

The following are the assumptions on communication and computation for this model.

• Compute power: Infinite compute power is assumed in the model. The datacenter does not experience
any overhead in processing and storing transactions. We make this assumption to focus our attention
on communication overhead.

• Communication links: Sending a message through a link takes a specific latency to be delivered to the
other end. Links are symmetric and take the same amount of time in both directions. Note that different
links could have different latencies. However, triangle inequality must hold.
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Figure 2: Two transactions, t and t′, executing in a scenario with two datacenters

• Arbitrary read-write transactions: All datacenters have no restrictions on their choice or order of objects
to be read or written in a transaction. Additionally, each transaction must have at least a single write
operation. Thus, the model does not apply to optimizations for read-only transactions and disjoint data
manipulation techniques. Also, transactions must try to commit, hence aborting all transactions is not
allowed.

• Knowledge: Each datacenter A knows precisely every preparing and finished transaction that exists at
another datacenter B up to the current time minus half the RTT between them, i.e., now - RTT (A,B)

2 . This
reflects the fastest time a datacenter knows about any event in another datacenter. In a realistic setting this
is a lower bound of such knowledge.

• Commit latency: We assume that the commit latency at each datacenter is fixed. This assumption sim-
plifies the presentation. The discussions can be extended to the general case by taking each point in
time in isolation.

2.2.2 Lower-bound proof

Intuition. For any two concurrent conflicting transactions, at least one of them must be able to detect the other
before committing. Otherwise, both transactions will commit, which could result in incorrect executions. Here,
we show that there is a lower-bound on commit latency. If the commit latency is lower than the lower-bound,
then two conflicting transactions could commit without detecting each other, thus possibly violating correctness.

Formulation. Consider two datacenters A and B and a transaction t executing at datacenter A and trans-
action t′ executing at datacenter B that could be conflicting with t. Figure 2 shows these transactions. In the
figure, s(t) is the transaction’s start time, q(t) is the commit request time, and c(t) is the commit time. Trans-
action t’s read and write-set are visible at the commit request time. Given the knowledge assumption, B knows
about t starting from time q(t) + RTT (A,B)

2 . Transaction t is preparing from time q(t) until time c(t) when it
is committed. Three zones are defined at datacenter B with respect to t: (1) The awareness zone where B can
possibly know about t, (2) The influence zone where B’s transactions can be known to t, and (3) the critical
zone where B is neither in the awareness nor influence zone.

Lemma 1: The sum of the commit latencies of two datacenters is greater than or equal to the RTT between
them, i.e., LA + LB ≥ RTT (A,B), where LX is the commit latency at datacenter X .

Now, we present a description of the intuition behind this lemma (based on the proof in the original paper [23]).
Consider the scenario in Figure 2 . The time when t requests to commit is q(t) and the time it commits is c(t),
i.e., c(t)− q(t) = L(t). Based on transaction t, we can divide the timeline in B to three regions: (1) Awareness
zone: this zone contains the events at B that can be affected by t. This zone starts from the earliest point of time

6



Protocol LA LB LC Average
Leader-based (A leader) 0 30 20 16.67
Leader-based (C leader) 20 40 0 20
Majority 20 30 20 23.33
Optimal (MAO) 5 25 15 15

Table 1: Possible commit latencies, LA, LB and LC , for three datacenters with Round-Trip Times
RTT (A,B) = 30, RTT (A,C) = 20, and RTT (B,C) = 40.

when B can receive t, which is q(t)+ RTT (A,B)
2 . (2) Influence zone: this zone contains the events that can affect

the outcome of t. An event can affect the outcome of t if it is received before the commit point, c(t). Events
at B that can arrive by the commit point are ones with a timestamp lower than c(t) − RTT (A,B)

2 . Events at B
with a higher timestamp cannot be received at A by time c(t) because half an RTT is required to communicate.
(3) Critical zone: this zone represents the time duration that is neither in the awareness zone nor in the influence
zone. We postulate that it is impossible for a transaction to have requested to commit and commits in the critical
zone. To show this, consider a transaction t′ at B that requests to commit and commits in the critical zone.
Transaction t′ will not affect the outcome of t, since t′ is not in the influence zone. Also, t will not affect t′,
since t′ is not in the awareness zone. However, t′ can conflict with t. Since t′ is not aware of t and t is, likewise,
not aware of t′, both transactions successfully commit. This potentially results in an inconsistency, and is thus
not allowed. To summarize, a transaction that starts at the beginning of the critical zone at B cannot commit with
a commit latency smaller than the duration of the critical zone. This duration is equal to RTT (A,B) − L(t).
Thus, the sum of LA and LB must be greater than or equal to RTT (A,B).

The lower-bound shows a direct trade-off between the commit latencies of two datacenters. Given this lower-
bound we are now able to judge whether a set of commit latencies are achievable or violates the lower-bound
for scenarios with more than two datacenters by applying the lower-bound to each pair of datacenters.

Example. Consider an example of three datacenters, A, B, and C. The RTTs between the datacenters
are: RTT (A,B) = 30, RTT (A,C) = 20, and RTT (B,C) = 40. Table 1 shows four achievable commit
latencies and the average commit latency of the datacenters. The first two represent a leader-based replication
approach, where a single leader is responsible for committing transactions. In this approach, the leader commits
immediately, and the other datacenters commit latencies are the RTT to the leader. Note how each pair of
datacenters satisfies the lower-bound, e.g., when A is the leader LA + LB = 30 = RTT (A,B). The third row
represents a majority replication approach. For the case of three datacenters, the commit latency of a datacenter
is the RTT to the nearest datacenter. These replication protocols experience different average commit latencies:
16.67, 20, and 23.33. However, the minimum average commit latency (MAO) that is achievable for this scenario
is 15. The fourth row in the figure show the commit latencies, LA, LB , and LC , that achieve an average commit
latency of 15 while not violating the lower-bound.

MAO solutions, such as the one in the previous example, can be derived using the following linear program-
ming formulation:

Definition 2: (Minimum Average Optimal)
The Minimum Average Optimal commit latencies for n datacenters is derived using a linear program with the
following objective and constraints:

Minimize
∑

A∈R LA

subject to ∀A,B∈R LA + LB ≥ RTT (A,B)
and ∀A∈R LA ≥ 0

where R is the set of datacenters. This formulation follows directly from Lemma 1. Minimizing the latency
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is our objective and the constraints are the correctness conditions that commit latencies are not negative and
Lemma 1 is satisfied. We will use this methodology to derive the commit latency values used with the Helios
commit protocol. This linear program can be adapted to objectives other than average latency [23].

2.2.3 Summary

The lower-bound result shows that the coordination latency can be faster than what is previously achieved by
traditional protocols and even faster than what is achieved by Message Futures. The model of coordination, in
addition to being essential for deriving the lower-bound, advances our understanding of the cost of global-scale
coordination. It also brings a newfound understanding of the latency characteristics of traditional and Proactive
Coordination protocols.

2.3 Achieving the Lower-Bound Transaction Latency

The lower-bound model inspired a protocol based on Proactive Coordination, called Helios [23] that theoreti-
cally achieves the lower-bound, thus proving that the lower-bound is tight. Experimental evaluation shows that
Helios approaches the lower-bound in a real global-scale deployment. Next, we provide an intuition of how
Helios achieves the lower-bound and refer the interested reader to the full paper [23].

To provide an intuition of the Helios commit protocol, consider the scenario in Figure 2. The figure shows
the timeline of two datacenters, A and B. At A, a transaction t is issued at time q(t) and committed at time c(t).
Transaction t commits immediately after receiving a log of events from B that is shown as an arrow going from
B to A. This log carries transactions that were issued up to the time of sending the log, including transaction t′

(assume t′ is issued at the time of log transmission). The time the log was sent from B is q(t′). q(t′) is also the
commit request time of t′. Helios receives the log in order (via a FIFO channel), meaning that all transactions,
preparing or finished, at B prior to or at time q(t′) are known to A at time c(t).

Transactions at B must not conflict with t. The approach to avoid conflicts is influenced by the way the
lower-bound latency was developed in Section 2.2. However, here we do not make any assumptions regarding
clock synchronization or communication. Rather, we rely on the exchanged event logs and received transaction
timestamps. A transaction, t′, at B is either issued during the influence zone, critical zone, or awareness zone.
If t′ starts during the influence zone, then transaction t will detect it because the log will contain a record of t′.
If t′ starts in the awareness zone, then it will detect t. Thus, for these two cases, conflicts will be detected. An
undetected conflict can arise only if t′ starts and commits within the critical zone. Thus, if t′ is issued in the
critical zone, Helios must ensure that it does not commit until it is in the awareness zone, which means that B
will detect the conflict between t and t′.

3 Global-Scale Data Communication

In the previous section, we have tackled the problem of coordination latency and building transaction commit
protocols that ameliorate the impact of the large WAN communication latency. However, large applications
that receive large amounts of requests may face the problem of scaling inter-datacenter communication. Typi-
cal communication protocols used by data management systems are not built for WAN environments and large
communication demands. This leads to the increase in the demand and stress on the network I/O, which trans-
lates into significant communication latency overhead. To combat this challenge, we developed Chariots [22],
a scalable inter-datacenter communication platform. Chariots implement a communication layer to be used by
transaction processing engines such as Message Futures and Helios that we presented earlier. Chariots maintains
the causal order of the communicated events. This is because Message Futures and Helios rely on a causally con-
sistent communication solution called the Replicated Dictionary [33]. However, these communication solutions
cannot scale, and Chariots offer a scalable alternative for causally-consistent communication systems.
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Figure 3: The components of the multi-data center shared log. Arrows denote communication pathways in the
pipeline.

To enable higher levels of scalability, Chariots adapts the following design features:

• (1) Highly-available stateless control. This approach has been identified as the most suitable to scale out
in cloud environments [11]. Communicated data is represented in the form of immutable records in a
distributed shared log. The architecture of Chariots consists of three types of machines: Log maintainers
are responsible for persisting the log’s records and serving read requests. Indexers are responsible of
access to log maintainers. Finally, control and meta-data management is the responsibility of a highly-
available cluster called the Controller.

• (2) Fast data ingestion. To achieve this, Chariots implements a distributed log that allows inserting records
arbitrarily to any log node without coordination with other log nodes. All coordination is done lazily in
the background, in summarized batches, to reduce the impact on ingesting new records.

• (3) Efficient causal-dependency enforcement. To achieve this, a pipeline design is adopted to process
inter-datacenter communication. Chariots pipeline consists of six stages depicted in Figure 3. The first
stage contains nodes that are generating records. These are Application clients and machines receiving the
records sent from other datacenters. These records are sent to the next stage in the pipeline, Batchers, to
batch records to be sent collectively to the next stage. Filters receive the batches and ensure the uniqueness
of records. Records are then forwarded to Queues where they are ordered. After it is ordered, a record is
forwarded to a log node that constitutes the Log maintainers stage. The local records in the log are read
from the log nodes and sent to other datacenters via the Senders.

The arrows in Figure 3 represent the flow of records. Generally, records are passed from one stage to
the next. However, there is an exception. Application clients can request to read records from the Log
maintainers. Chariots support elastic expansion of each stage to accommodate increasing demand. Thus,
each stage can consist of more than one machine, e.g., five machines acting as Queues and four acting as
Batchers.

4 Global-Scale Data Placement

The success of the cloud model has led to the continuing increase of the number of public cloud providers
in addition to the increase in the amount of resources offered by these providers. This includes an increase
in the number of available physical datacenters, which raises the question: at which datacenters should data
be placed? This is called the Global-Scale Data placement problem, or placement problem for short. The
challenging aspect of the placement problem, is that developers want to optimize a diverse set of objectives that
are sometimes in conflict, such as monetary cost and performance. This problem has been tackled by providing
frameworks to reason about placement decisions [1,17,26,30,32]. However, these solutions are not suitable for
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Figure 4: The average latency, of all the clients in 9 datacenters, to reach the closest quorum (2 out 3) for all the
possible

(
9
3

)
= 84 different placements sorted by latency.

our system infrastructure because they target systems with relaxed access abstractions [1, 17, 26, 32] or systems
with different coordination patterns [30].

To fill the gap in global-scale placement systems, we present DB-Risk [34], a data placement framework that
targets multi-leader strongly-consistent transactional systems. DB-Risk embeds the commit protocol constraints
into an optimization to derive both the data placement and the commit protocol configurations that minimize the
overall transaction latency. Figure 4 shows the effect of only changing the placement on the average obtained
latency for all the clients in a multi-leader protocol (i.e., Paxos). Clients are equally distributed at nine of
Amazon’s datacenters in California, Oregon, Virginia, Sao Paulo, Ireland, Sydney, Singapore, Tokyo, and Seoul.
As shown in Figure 4, changing only the placement while fixing all the other parameters (the protocol, the
workload distribution, etc.) can lead to a significant change of 1.75x between the minimum and the maximum
reported average latency.

In developing DB-Risk, we discovered counter-intuitive lessons about data placement and transaction exe-
cution practices. The most notable lesson is what we call Request Handoff, which is choosing the datacenter
that will drive the execution of the transaction (the coordinator). The transaction latency is mainly affected by
the distance between the client and the coordinator, the distance between the coordinator and the other partici-
pants, and finally the number of communication rounds required between the coordinator and the participants to
serve the request. Different transaction management protocols choose the coordinator based on some intuitive
heuristics, such as choosing the closest replica to the client. However, the choice of the coordinator can, in fact,
drastically affect the request latency.

Request Handoff, in addition to other lessons, can be used to achieve better performance by being aware of
the latency diversity and asymmetry of the WAN links. They are also applicable to both Paxos-based commit-
ment protocols [3, 20, 25] and leader-based commitment protocols [6, 10]. DB-Risk incorporates these lessons,
the commitment protocol constraints, and the application requirements in an optimization to find the placement
that minimizes the average transaction latency.

5 The Future of Global-Scale Transaction Processing

In this section, we discuss some of the open challenges and future directions in the area of global-scale transac-
tion processing.

Edge Resources. Emerging edge datacenter technologies, such as micro datacenters and cloudlets, have the
potential to bring data even closer to end users. This has motivated many mobility and Internet of Things (IoT)
systems to adopt the edge computing model, also called by other names such as fog computing [5]. However, for
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data management tasks that require updating data, many edge computing systems still rely on storage solutions
that do not utilize edge datacenters. We envision extending GSDM system beyond traditional datacenters to
cover edge datacenters. Such a direction will complement and enhance existing edge computing frameworks
by providing a unified storage abstraction at the edge that is globally synchronized and supports transaction
processing. Edge data management enjoys the benefits—and faces the challenges—of edge computing [29].
For example, in this new model, the data management system can leverage edge datacenters for tasks such as
maintaining copies for fault-tolerance and to offload smaller instances to serve requests at edge location close to
users. The incorporation of edge datacenters changes the model of geo-replication. The number of replicas is no
longer confined to a small number of datacenters, rather to a potentially large number of edge datacenters. Also,
the Round Trip Time (RTT) between a datacenter and nearby edge datacenters is an order of magnitude lower
than typical inter-datacenter RTT. Significant research and practical effort is needed to accommodate GSDM
systems to this new environment. However, utilizing edge datacenters will improve the performance of GSDM
systems and will enable emerging edge and mobile applications.

Flexible Fault-tolerance. Even with GSDM and efficient coordination, achieving a low end-to-end latency
is a challenge. This is due to the needed latency to coordinate access between different replicas to maintain
consistency, and the latency to replicate data across datacenters for fault-tolerance. Reducing and controlling the
latency of coordination by relaxing consistency has been the topic of many research efforts including ours. The
remaining frontier is investigating relaxing fault-tolerance to reduce and control the need for synchronous WAN
communication. We argue that analogous to how some applications may have relaxed consistency requirements,
some applications may have relaxed fault-tolerance requirements. We envision an exploration of the trade-
off between fault-tolerance and latency in the context of edge data management, while preserving strongly
consistent abstractions. Such exploration may lead to methods to control the fault-tolerance level in a way
that result in achieving higher performance for weaker fault-tolerance levels. Also, there may be methods to
relax the requirements of fault-tolerance and find a spectrum of durability guarantees with various performance
characteristics.

Emerging WAN Techniques. Leveraging advances in WAN research from the networking community is
an important step towards building efficient GSDM systems. Networking techniques, like Software-defined
Networking (SDN), are now being applied to the context of WANs (e.g., BwE [14] and B4 [12]). A promising
opportunity is to develop GSDM systems that integrate these advances in networking.

6 Concluding Remarks

We believe that to make GSDM a reality, it is essential to provide intuitive and easy-to-use abstractions for
application developers. Our goal is to enable web and cloud programmers to build their applications to benefit
from the opportunities of GSDM. To achieve this, we focused on providing abstractions at the database layer
that are intuitive by providing strong consistency, thus ridding the programmer from thinking about concurrency,
replication, and other complexities related to the GSDM environment.

Each one of our proposed protocols treats wide-area coordination as the main bottleneck. This approach
has turned to be rewarding in terms of novel designs that achieve a much higher performance than traditional
counterparts in GSDM environments. We believe that the principles we propose in these protocols will impact
the design of a wide-range of problems that share the aspect of wide-area coordination.

We handle strongly consistent transaction processing in GSDM. We have proposed a theoretical formulation
of the performance limit imposed by wide-area latency, in addition to a transaction management paradigm called
proactive coordination. The theoretical formulation enables finding a lower-bound transaction latency in global-
scale environments. This lower-bound result provides a guide to system designers and researchers to reason
about latency limits in multi-datacenter environments. Proactive coordination is a paradigm for transaction
commit protocols where coordination for future transactions start before they are issued. We have shown how
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this general concept can be used to implement two GSDM transaction commit protocols: (1) Message Futures,
that breaks the RTT barrier for transaction latency, and (2) Helios, that is able to achieve transaction latency close
to the theoretical lower bound. Message Futures and Helios combine traditional concurrency control approaches
such as the use of timestamp ordering, log propagation, loose-time synchronization, and certification with the
concepts that we propose in the paper such as proactive coordination and lower-bound latency.

In the course of developing global-scale systems, we encountered a common challenge in managing com-
munication between globally-distributed nodes. This motivated Chariots, our work to provide a communication
platform for GSDM systems. Chariots maintains a shared log abstraction between nodes in various datacenters.
Chariots targets both scalability within the datacenter and across datacenters. Within the datacenter, Chariots
includes a distributed shared log system, which removes coordination from the path of appending operations.
Chariots then provides a framework to replicate distributed, shared logs across datacenters. Chariots guarantees
causal order of events in the shared log, which is sufficient to implement strongly consistent protocols on top
of it, including Message Futures and Helios. Also, we addressed the data placement problem of geo-replicated
databases and find that a special treatment for strongly-consistent systems is needed. We envision that the
presented designs will aid and inspire future protocols in global-scale data management.
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Abstract

Causal consistency offers geo-distributed systems what ought to be a sweet option between the poor
performance of strong consistency and the weak guarantees of eventual consistency. Yet, despite its ap-
pealing properties, causal consistency has seen limited adoption in industry, where systems have instead
been clustering around the two extremes of eventual and strong consistency. We argue that this reluc-
tance stems primarily from how causal consistency handles writes—both in how they are propagated,
and in how conflicting writes are applied. We present our experience in designing and building two re-
cent systems, Occult [25] and TARDiS [11], that try to address or mitigate these problems, and highlight
some of the open challenges that remain in this space.

1 Introduction

Causal consistency appears to be ideally positioned to respond to the needs of geographically replicated data-
stores that support today’s large-scale web applications. It strikes a sweet point between the high latency of
stronger consistency guarantees [10], and the programming complexity of eventual consistency [4, 7, 27]. In-
deed, unlike eventual consistency, causal consistency preserves operation ordering and gives Alice assurance that
Bob, whom she has defriended before posting her Spring-break photos, will not be able to access her pictures,
even though Alice and Bob access the photo-sharing application using different replicas [5, 9, 20]. Crucially,
causal consistency provides these guarantees while continuing to provide applications the ALPS properties [20]
of availability, low latency, partition tolerance and high scalability.

These appealing properties have generated much interest in the research community. In the last few years,
we have learned that no guarantee stronger than real-time causal consistency can be provided in a replicated
datastore that combines high-availability with convergence [23], and that, conversely, it is possible to build
causally-consistent datastores that can efficiently handle a large number of shards [3,6,15,16,20,21]. Likewise,
we have established increasingly sophisticated techniques [11, 14, 20, 23, 24, 32, 34] to ensure the convergence
of objects to which conflicting updates have been applied updates.

Perhaps surprisingly, the interest has been rather more tepid in industry: to this day, causal consistency is
rarely used in production, with companies preferring either strictly weaker guarantees like those provided in
Riak [7], Redis Cluster [1], and Cassandra [4], or, at the other extreme, stronger guarantees like those offered by
Google Spanner [10], FaunaDB [17], or CockroachDB [19]. As of the time of writing, the only commercially
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available systems that report supporting causal consistency are AntidoteDB [30]1, Neo4j [28]2, MongoDB [27]3

and CosmosDB [26]. This, despite Facebook suggesting that causal consistency is a feature that they would
like to support [2, 22]! We submit that industry’s reluctance to deploy causal consistency is in part explained
by the inability of its current implementations to handle write operations efficiently, while aligning with the
semantics of the applications that run on top of these systems. Unlike reads, which can be served from any “up-
to-date” replica [20,21,33] and return a state that includes the effects of all operations that could have influenced
that state, writes come with few promises: existing causally consistent systems neither guarantee when a given
write will eventually become visible, nor how merging conflicting writes on individual objects will affect the
semantics of the global system state.

Write visibility In existing causal systems, such as COPS [20] or Eiger [21], a datacenter performs a write
operation only after applying all writes that causally precede it. This approach guarantees that reads never block,
as all replicas are always in a causally consistent state, but, in the presence of slow or failed shards, may cause
writes to be buffered for arbitrarily long periods of time. These failures, common in large-scale clusters, can lead
to the slowdown cascade phenomenon, where a single slow or failed shard negatively impacts the entire system,
delaying the visibility of updates across many shards and leading to growing queues of delayed updates [2,
25]. Slowdown cascades thus violate a basic commandment for scalability: do not let your performance be
determined by the slowest component in your system.

Merging of write-write conflicts Geographically distinct replicas can issue conflicting operations, and the
write-write conflicts that result from these operations may cause replicas’ states to diverge. To insulate appli-
cations from this complexity, systems like COPS [20] or Dynamo [14] attempt to preserve the familiar abstrac-
tion that an application evolves sequentially through a linear sequence of updates: they aggressively enforce
per-object convergence, either through simple deterministic resolution policies, or by asking the application
to resolve the state of objects with conflicting updates as soon as conflicts arise. These techniques, however,
provide no support for meaningfully resolving conflicts between concurrent sequences of updates that involve
multiple objects: in fact, they often destroy information that could have helped the application in resolving
those conflicts. For example, as we describe further in §2.2, deterministic writer-wins [35], a common tech-
nique to achieve convergence, hides write-skew from applications, preventing applications from correcting for
the anomaly. Similarly, exposing multivalued objects without context as in Dynamo [14] obscures cross-object
semantic dependencies.

In the rest of this paper, we discuss in greater detail the effect of slowdown cascades on existing causal sys-
tems (§2.1), and the semantic challenges that are left unaddressed by current techniques for merging concurrent
conflicting write operations (§2.2). We then sketch the outline of Occult (§3.1) and TARDiS (§3.2), two systems
designed to mitigate the aforementioned issues, and conclude (§4) by highlighting the challenges that arise when
attempting to combine insights from these two systems.

2 The challenges

2.1 Propagating writes

Causal consistency derives its performance advantage over stronger consistency guarantees from its ability to
asynchronously propagate and apply writes to replicas. The flip side of this flexibility is the unpredictability of
the relative timing at which causally dependent updates to different shards are ultimately applied at a remote
replica. Not only causally dependent updates may reach distinct remote shards out of order, but updates may be
arbitrarily delayed when shards experience performance anomalies (because of abnormally-high read or write

1Currently in alpha release.
2As of release 3.1.
3As of the release 3.6.
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Figure 1: Example of a slowdown cascade in traditional causal consistency. Delayed replicated write(a) delays
causally dependent replicated write(b) and write(c)

traffic, partially malfunctioning hardware, a congested top-of-rack switch, etc.) that are not only inevitable but
indeed a routine occurrence in any system of sufficient size [12, 13].

Ideally, any drawback caused by such delays would be limited to the affected shard, and not spill over to the
rest of the system. Unfortunately, to the best of our knowledge, all existing causally consistent systems [6, 16,
20,21,38] are inherently susceptible to spill overs, which ultimately can snowball into a system-wide slowdown
cascade.

This vulnerability is fundamental to the design of these systems: they delay applying a write until after all
writes that causally precede it have been applied. For example, Eiger [21] asks each replicated write w to carry
metadata that explicitly identifies all writes that happened before w and have a single-hop distance from w in
the causal dependency graph. When a replica receives w, it delays applying it until after all of w’s dependencies
have been applied; these dependencies in turn are delayed until their single-hop dependencies are applied; and
so on). The visibility of a write within a shard can then become dependent on the timeliness of other shards in
applying their own writes. Figure 1 illustrates this with an example. Shard A of DC2 lags behind in applying the
write propagating from DC1, all shards in DC2 must also wait before they make their writes visible. Shard A’s
limping inevitably affects Emilia’s query, but also unnecessarily affects Franco’s, which accesses exclusively
shards B and C.

Industry has long identified the spectre of slowdown cascades as one of the leading reasons behind its reluc-
tance to build strongly consistent systems [2, 8], pointing out how the slowdown of a single shard, compounded
by query amplification (e.g., a single user request in Facebook can generate thousands of, possibly dependent,
internal queries to many services), can quickly cascade to affect the entire system.

Figure 2 shows how a single slow shard affects the size of the queues kept by Eiger [21] to buffer replicated
writes. Our setup is geo-replicated across two datacenters in Wisconsin and Utah, each running Eiger sharded
across 10 physical machines. We run a workload consisting of 95% reads and 5% writes from 10 clients in
Wisconsin and a read-only workload from 10 clients in Utah. We measure the average length of the queues
buffering replicated writes in Utah. Larger queues mean that newer replicated writes take longer to be applied.
If all shards proceed at approximately the same speed, the average queue length remains stable. However, if any
shard cannot keep up with the arrival rate of replicated writes, then the average queue length across all shards
grows indefinitely.

2.2 Merging conflicting writes

Propagating writes is not the only challenge that causal consistency faces: in multi-master systems (like COPS [20],
Dynamo [14], Cassandra [4], Riak [7], or Voldemort [36]), conflicting writes can execute concurrently at dif-
ferent sites. The challenge is then not simply how to propagate these writes efficiently, but how to resolve
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the write-write conflict that arises from these operations. Though causal consistency elegantly guarantees that
Emilia will observe a consistent state, causal consistency does not specify how to handle conflicting write oper-
ations. Write-write conflicts define a class of conflicts that causal consistency cannot prevent, detect, or repair.

To illustrate, consider the process of updating a Wikipedia page consisting of multiple HTML objects (Figure
3(a)). The page in our example, about a controversial politician, Mr. Banditoni, is frequently modified, and is
thus replicated on two sites, A and B. Assume, for simplicity, that the page consists of just three objects—the
content, references, and an image. Alice and Bruno, who respectively strongly support and strongly oppose Mr.
Banditoni, concurrently modify the content section of the webpage on sites A and B to match their political
views (Figure 3(b)). Carlo reads the content section on site A, which now favors Mr. Banditoni, and updates the
reference section accordingly by adding links to articles that praise the politician. Similarly, Davide reads the
update made by Bruno on site B and chooses to strengthen the case made by the content section by updating the
image to a derogatory picture of Mr. Banditoni (Figure 3(c)). Eventually, the operations reach the other site and,
although nothing in the preceding sequence of events violates causal consistency, produce the inconsistent state
shown in Figure 3(d): a content section that exhibits a write-write conflict; a reference section in favor of Mr.
Banditoni; and an image that is against him. Worse, there is no straightforward way for the application to detect
the full extent of the inconsistency: unlike the explicit conflict in the content sections, the discrepancy between
image and references is purely semantic, and would not trigger an automatic resolution procedure. To the best of
our knowledge, this scenario presents an open challenge to current causally consistent systems. We conjecture
that these systems struggle to handle such write-write conflicts for two reasons: they choose to syntactically
resolve conflicts, and do not consider cross-object semantics.

Syntactic conflict resolution. We observe that the majority of weakly consistent systems use fixed, syntac-
tic conflict resolution policies to reconcile write-write conflicts [4, 20] to maintain the abstraction of sequential
storage. Returning to our previous example of the popular merging policy of deterministic writer-wins (DWW):
DWW resolves write-write conflicts identically at all sites and ensures that applications never see conflicting
writes, which guarantees eventual convergence. In our example, however, guaranteeing eventual convergence
would not be sufficient to restore consistency: this policy would choose Bruno’s update, and ignore the rela-
tionship between the content, references, and images of the webpage. Such greedy attempt at syntactic conflict
resolution is not only inadequate to bridge this semantic gap, but in fact can also lose valuable information for
reconciliation (here, Alice’s update).

Lack of cross-object semantics. Some systems, like Dynamo [14] or Bayou [34], allow for more expressive

18



Site A

Site B

Content

Refs

Image

Initial 
State

(a)

Bruno
updates
content

Davide 
reads

content and
updates 
image

to match 
content

Against Banditoni For Banditoni Neutral

Operations 
from Site A 
reach Site B

Operations 
from Site B 
reach Site A

(d)(c)

Alice
updates
content

Carlo reads
content and

updates 
references
to match 
content

(b)

Figure 3: Weakly-consistent Wikipedia scenario - A webpage replicated on two sites with asynchronous repli-
cations. The end state is a write-write conflict on the content and an inconsistent web-page

conflict resolution policies by pushing to conflict resolution to the application [14, 34], but on a per-object basis
only. This approach allows for more flexible policies than a purely syntactic solution, but reduces conflict
resolution to the merging of explicitly conflicting writes. As a result, it is often still overly narrow. For example,
it would not detect or resolve inconsistencies that are not write-write conflicts, but instead result indirectly from
conflicts between two writes, such as the one between the references and the image. Per-object reconciliation
policies fail to consider that the effects of a write-write conflict on an object do not end with that object: Carlo
and Davide update references and images as they do because they have read the conflicting updates to the
original content section. Indeed, any operation that depends on one of two conflicting updates is potentially
incompatible with all the operations that depend on the other: the shockwaves from even a single write-write
conflict may spread to affect the state of the entire database.

To the best of our knowledge, there is currently no straightforward way for applications to resolve consis-
tently the kind of multi-object, indirect conflicts that our example illustrates. Transactions [20, 21], an obvious
candidate, are powerless when the objects that directly or indirectly reflect a write-write conflict are updated,
as in our example, by different users. After Bruno’s update, the application has no way to know that Davide’s
update is forthcoming: it must therefore commit Bruno’s transaction, forcing Bruno’s and Davide’s updates
into separate transactions. Nor would it help to change the granularity of the object that defines the write-write
conflict—in our example, by making that object be the entire page. It would be easy to correspondingly scale
up the example, using distinct pages that link each other. Short of treating the entire database as the “object”, it
is futile to try to define away these inconsistencies by redrawing the objects’ semantic boundaries.

In essence, conflicting operations fork the entire state of the system, creating distinct branches, each tracking
the linear evolution of the datastore according to a separate thread of execution or site. The Wikipedia for
example, consists of two branches, one in support of Banditoni at Site A, and one against the politician (Site B).

3 Towards a solution?

3.1 Preventing slowdown cascades through client-centric causal consistency

The example (Figure 1 in §2.1) illustrates why causal consistency can be subject to slowdown cascades despite
replicating writes asynchronously: writes share the fate of all other writes on which they causally depend. If
one write is slow to replicate, all subsequent writes will incur that delay. Though this delay may sometimes
be necessary - Emilia must wait for the delayed write to observe a causally consistent snapshot of the system -
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inheriting the delays of causally preceding writes can also introduce gratuitous blocking. Franco, for instance,
never reads Alice’s write (a): delaying writes (b) and (c) until (a) is replicated is thus unnecessary. Otherwise
said, observing writes (b) and (c) while write (a) is in flight does not lead to a consistency violation.

This observation, though seemingly fairly innocent, is in fact key to alleviating the problem of slowdown
cascades in causal consistency, as it precisely captures what causal consistency requires. Causal consistency
defines a contract between the datastore and its users that specifies, for a given set of updates, which values the
datastore is allowed to return in response to user queries. In particular, it guarantees that each client observes
a monotonically non-decreasing set of updates (including its own), in an order that respects potential causality
between operations. Causal consistency thus mandates that Franco, upon observing write (c), also observes write
(b), but remains silent on the fate of write (a). Existing causally consistent systems, however, enforce internally
a stronger invariant than what causal consistency requires: to ensure that clients observe a monotonically non-
decreasing set of updates, they evolve their data store only through monotonically non-decreasing updates. It is
this strengthening that leaves current implementations of causal consistency vulnerable to slowdown cascades.

To resolve this issue, we propose to revisit what implementing causal consistency actually requires: a system
is causally consistent from the point of view of a client if all executed queries return results that are consistent
with a causal snapshot of the system. The underlying system itself need never store a causally consistent state,
as long as it appears indistinguishable from a system that does!

To this effect, we designed a system, Occult (Observable Causal Consistency Using Lossy Timestamps)
that shifts the responsibility for the enforcement of causal consistency from the datastore to those who actually
perceive consistency anomalies—the clients. Moving the output commit to clients allows Occult to make its
updates available as soon as it receives them, without having to first apply all causally preceding writes. Causal
consistency is then enforced by clients on reads, but only for those updates that they are actually interested in
observing. In our example, Occult empowers Franco to independently determine that the result of its query is
causally consistent: in general, Occult clients can access states of replicas that may not yet reflect some of the
(unrelated) writes that were already reflected in a replica they had previously accessed.

Taking this read-centric approach to causal consistency may seem like a small step, but pays big dividends:
as Occult is no longer compelled to delay writes to enforce consistency, Occult is impervious to slowdown
cascades. This approach also conveys other benefits: Occult, for instance, no longer needs its clients to be
sticky, a flexibility that is useful in real-world systems like Facebook, where clients sometimes must bounce
between datacenters because of failures, load balancing, and/or load testing [2]).

At first blush, moving the enforcement of causal consistency to clients may appear fairly straightforward.
Each client c in Occult maintains metadata to encode the most recent state of the datastore that it has observed.
On reading an object o, c determines whether the version of o that the datastore currently holds is safe to read
(i.e., if it reflects all the updates encoded in c’s metadata). The datastore keeps, together with o, metadata of its
own to encode the most recent state known to the client that created that version of o. If the version is deemed
safe to read, then c needs to update its metadata to reflect any new dependency; if it is not, then c needs to decide
how to proceed (among its options: try again; contact a master replica guaranteed to have the latest version of o;
or trade safety for availability by accepting a stale version of o).

In reality, however, implementing client-centric causal consistency is non-trivial: the size of this metadata
can quickly grow to have prohibitive cost. Vector clocks, the traditional way of capturing causal dependencies,
require in principle an entry per each tracked object, a clearly unacceptable proposition in the large-scale systems
that Occult targets. It is to sidestep this issue that current causally consistent datastores prefer the pessimistic
approach to causal consistency: if a write can never be applied to a replica until all previous causally related
writes have been replicated, it is sufficient to track the nearest-writes on which an operation depends [5, 20].
The core logic of Occult is thus geared towards minimizing metadata size while retaining the flexibility and
resiliency to slowdown cascades that the read-centric approach conveys.

Occult makes this possible through a core technique: compressed causal timestamps. Causal timestamps
are, essentially, vector clocks that, rather than tracking dependencies at the granularity of individual objects, do
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so at the granularity of datacenter shards: each timestamp entry identifies the number of known writes from the
corresponding shard. Occult uses causal timestamps to (i) encode the most recent state of the datastore observed
by a client and (ii) capture the set of causal dependencies for write operations. Though conflating dependency
tracking for all objects stored in a shard to to a single entry reduces overhead, they are still far from practical in
large scale systems, which can have tens of thousands of shards. The challenge that Occult takes on is to devise
a way to compress causal timestamps without significantly reducing their ability to track causal dependencies
accurately.

To this end, Occult synthesizes a number of techniques that leverage structural and temporal properties to
strike a sweet spot between metadata overhead and accuracy: for instance, using real-time rather than counters
as entries in the causal timestamps allows Occult to eliminate timestamp inaccuracies that result from different
shards seeing different write throughput. Likewise, Occult observes that more recently updated entries in the
causal timestamp are more likely to generate spurious dependencies than older ones. Rather than using com-
pression techniques that apply uniformly to all entries of a causal timestamp, Occult focuses the majority of its
metadata budget to accurately resolve dependencies on the shards with the most recently updated vector entry.
Specifically, clients assign an individual entry in their causal timestamp to the n − 1 shards with the most re-
cently updated vector entry they have observed; all other shards are mapped to the vectors “catch-all” last entry.
Though very coarse, conflating to a single timestamp entry the tracking of all the shards that have not been
recently updated is likely to cause few consistency check failures: with high likelihood, that timestamp entry
naturally reflects updates that have already had enough time to be accepted by every replica. The conference
paper describing Occult [25] offers more details about these techniques and discusses the system’s transactional
capabilities.

Our experience suggests that Occult performs well: we find that our prototype of Occult, when compared
with the eventually-consistent system (Redis Cluster) it is derived from, increases the median latency by only
50µs, the 99th percentile latency by only 400µs for a read-heavy workload (4ms for a write-heavy workload),
and reduces throughput by less than 10%. More importantly, we find that a four-entry causal timestamp suffices
to achieve an accuracy of 99.6% for a cluster with over 16,000 logical shards.

3.2 Improving merging through branches

As suggested in §2.2, conflicting operations fork the entire state of the system, creating distinct branches. These
branches have traditionally been hidden or greedily merged by systems’ syntactic and per-object resolution
strategies, that try, at all cost, to maintain the abstraction of a sequential view of the world. The lack of support
for enforcing the cross-object consistency demands expressed in many application invariants thus makes conflict
resolution more difficult and error-prone, as our Wikipedia example highlights.
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Attempting to isolate applications from the reality of conflicting write operations is therefore, we believe, a
well-intentioned fallacy. Conflicting writes “contaminate” data in a way that the storage system cannot under-
stand: application logic is often indispensable to resolve those conflicts. Replicas, however, only see a sequence
of read/write operations and are unaware of the application-logic and invariants that relate these operations. We
consequently argue that the storage system should avoid deterministic quick fixes, and instead give applications
the information they need to decide what is best. The question becomes: how can one provide applications with
the best possible system support when merging conflicting states.

To answer this question, we designed TARDiS [11], an asynchronously replicated, multi-master key-value
store designed for applications built above weakly-consistent systems. TARDiS renounces the one-size-fits-
all abstraction of sequential storage and instead exposes applications, when appropriate, to concurrency and
distribution. TARDiS’ design is predicated on a simple notion: to help developers resolve the anomalies that
arise in such applications, each replica should faithfully store the full context necessary to understand how the
anomalies arose in the first place, but only expose that context to applications when needed. By default in
TARDiS, applications execute on a branch, and hence perceive storage as sequential. But when anomalies arise,
TARDiS reveals to the users the intricate details of distribution. TARDiS hence gives applications the flexibility
of deciding if, when, and how divergent branches should be merged.

TARDiS provides two novel features that simplify reconciliation. First, it exposes applications to the result-
ing independent branches, and to the states at which the branches are created (fork points) and merged (merge
points). Second, it supports atomic merging of conflicting branches and lets applications choose when and how
to reconcile them. Branches, together with their fork and merge points, naturally encapsulate the information
necessary for semantically meaningful merging: they make it easy to identify all the objects to be considered
during merging and pinpoint when and how the conflict developed. This context can reduce the complexity
and improve the efficiency of automated merging procedures, as well as help system administrators when user
involvement is required. Returning to our Wikipedia example, a Wikipedia moderator presented with the two
conflicting branches would be able to reconstruct the events that led to them and handle the conflicting sources
according to Wikipedias guidelines [37]. Note that merging need not simply involve deleting one branch. Indeed,
branching and merging states enables merging strategies with richer semantics than aborts or rollbacks [32]. It is
TARDiS’s richer interface that gives applications access to content that is essential to reasoning about concurrent
updates, reducing the complexity of programming weakly consistent applications. In many ways, TARDiS is
similar to Git [18]: users operate on their own branch and explicitly request (when convenient) to see concurrent
modifications, using the history recorded by the underlying branching storage to help them resolve conflicts.

Unlike Git, however, branching in TARDiS does not rely on specific user commands but occurs implicitly, to
preserve availability in the presence of conflicts. Two core principles underpin TARDiS: branch-on-conflict and
inter-branch isolation. Branch-on-conflict lets TARDiS logically fork its state whenever it detects conflicting
operations and store the conflicting branches explicitly. Inter-branch isolation guarantees that the storage will
appear as sequential to any thread of execution that extends a branch, keeping application logic simple. The
challenge is then to develop a datastore that can keep track of independent execution branches, record fork and
merge points, facilitate reasoning about branches and, as appropriate, atomically merge them – while keeping
performance and resource overheads comparable to those of weakly consistent systems.

TARDiS uses multi-master asynchronous replication: transactions first execute locally at a specific site, and
are then asynchronously propagated to all other replicas (§4). Each TARDiS site is divided into two components:
a consistency layer and a storage layer:

• Consistency layer The consistency layer records all branches generated during an execution with the help
of a directed acyclic graph, the state DAG. Each vertex in the graph corresponds to a logical state of the
datastore; each transaction that updates a record generates a new state.

• Storage Layer The storage layer stores records in a disk-based B-tree. TARDiS is a multiversioned system:
every update operation creates a new record version.
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Much of TARDiS logic is geared towards efficiently mapping the consistency layer to the storage layer, and
maintaining low metadata overhead. Two techniques are central to the system’s design: DAG compression and
conflict tracking:

• DAG compression TARDiS tracks the minimal information needed to support branch merges under finite
storage. It relies on a core observation: most merging policies only require the fork points and the leaf
states of a given execution. All intermediate states can be safely removed from the state DAG, along with
the corresponding records in the storage layer.

• Conflict tracking To efficiently construct and maintain branches, TARDiS introduces the notion of conflict
tracking. TARDiS summarizes branches as a set of fork points and merge points only (a fork path)
and relies on a new technique, fork point checking to determine whether two states belong to the same
branch. Fork paths capture conflicts rather than dependencies. As such, they remain of small size (conflicts
represent a small percentage of the total number of operations), and allow TARDiS to track concurrent
branches efficiently while limiting memory overhead. This is in contrast to the traditional dependency
checking approach [16,20,24], which quickly becomes a bottleneck in causally consistent systems [5,16].

We do not attempt to further discuss the details of these techniques, and defer the reader to the corresponding
SIGMOD paper [11]. Generally though, the system is promising: we find for example, that using TARDiS rather
than BerkeleyDB [29] to implement CRDTs [31] – a library of scalable, weakly-consistent datatypes – cuts code
size by half, and improves performance by four to eight times.

4 Future Work and Conclusion

This article highlighted one of the thornier aspects of causal consistency: the handling of writes. It focused
on two problems, the merging of conflicting writes, and the implications of asynchronous write-propagation in
the presence of failures. TARDiS and Occult are two systems that attempt to mitigate these issues. However,
several open challenges remain: though Occult prevents slowdown cascades, it currently adopts a single-master
architecture that prevents applications from executing writes at every datacenter, increasing latency and limiting
availability. A multi-master Occult would be faced with the same challenge of merging conflicting writes that
we previously outlined. Adding TARDiS’s branches to Occult without reintroducing the danger of slowdown
cascades is not straightforward: branching requires knowledge of a per-datacenter state DAG that is currently
centralized. Naive approaches like sharding this datastructure may reintroduce the dangers of slowdown cas-
cades. We believe that combining the approach of these systems is a promising avenue of future work.
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[3] ALMEIDA, S., LEITÃO, J. A., AND RODRIGUES, L. Chainreaction: A Causal+ Consistent Datastore Based on Chain
Replication. In Proceedings of the 8th ACM European Conference on Computer Systems (Prague, Czech Republic,
2013), EuroSys ’13, ACM, pp. 85–98.

23

http://redis.io/topics/cluster-spec


[4] APACHE. Cassandra. http://cassandra.apache.org/.

[5] BAILIS, P., FEKETE, A., GHODSI, A., HELLERSTEIN, J. M., AND STOICA, I. The potential dangers of causal
consistency and an explicit solution. In Proceedings of the 3rd ACM Symposium on Cloud Computing, SOCC ’12,
pp. 22:1–22:7.

[6] BAILIS, P., GHODSI, A., HELLERSTEIN, J. M., AND STOICA, I. Bolt-On Causal Consistency. In Proceedings of
the 2013 ACM SIGMOD International Conference on Management of Data (New York, NY, 2013), SIGMOD ’13,
ACM, pp. 761–772.

[7] BASHO. Riak. http://basho.com/products/.

[8] BIRMAN, K., CHOCKLER, G., AND VAN RENESSE, R. Toward a Cloud Computing Research Agenda. SIGACT
News 40, 2 (June 2009), 68–80.

[9] COOPER, B. F., RAMAKRISHNAN, R., SRIVASTAVA, U., SILBERSTEIN, A., BOHANNON, P., JACOBSEN, H.-A.,
PUZ, N., WEAVER, D., AND YERNENI, R. PNUTS: Yahoo!’s hosted data serving platform. Proceedings of the
VLDB Endowment 1, 2 (2008), 1277–1288.

[10] CORBETT, J. C., DEAN, J., EPSTEIN, M., FIKES, A., FROST, C., FURMAN, J. J., GHEMAWAT, S., GUBAREV,
A., HEISER, C., HOCHSCHILD, P., HSIEH, W., KANTHAK, S., KOGAN, E., LI, H., LLOYD, A., MELNIK, S.,
MWAURA, D., NAGLE, D., QUINLAN, S., RAO, R., ROLIG, L., SAITO, Y., SZYMANIAK, M., TAYLOR, C.,
WANG, R., AND WOODFORD, D. Spanner: Google’s globally-distributed database. In Proceedings of the 10th
USENIX Symposium on Operating Systems Design and Implementation, OSDI ’12, pp. 251–264.

[11] CROOKS, N., PU, Y., ESTRADA, N., GUPTA, T., ALVISI, L., AND CLEMENT, A. Tardis: A branch-and-merge
approach to weak consistency. In Proceedings of the 2016 International Conference on Management of Data (New
York, NY, USA, 2016), SIGMOD ’16, ACM, pp. 1615–1628.

[12] DEAN, J., AND BARROSO, L. A. The Tail at Scale. Communications of the ACM 56, 2 (Feb. 2013), 74–80.

[13] DEAN, J., AND GHEMAWAT, S. MapReduce: Simplified Data Processing on Large Clusters. In Proceedings of the
6th Symposium on Operating Systems Design and Implementation (San Francisco, CA, 2004), OSDI’04, USENIX
Association, pp. 137–149.

[14] DECANDIA, G., HASTORUN, D., JAMPANI, M., KAKULAPATI, G., LAKSHMAN, A., PILCHIN, A., SIVASUB-
RAMANIAN, S., VOSSHALL, P., AND VOGELS, W. Dynamo: Amazon’s highly available key-value store. In
Proceedings of 21st ACM Symposium on Operating Systems Principles, SOSP ’07, pp. 205–220.

[15] DU, J., ELNIKETY, S., ROY, A., AND ZWAENEPOEL, W. Orbe: Scalable Causal Consistency Using Dependency
Matrices and Physical Clocks. In Proceedings of the 4th ACM Symposium on Cloud Computing (Santa Clara, Cali-
fornia, 2013), SOCC ’13, ACM, pp. 11:1–11:14.

[16] DU, J., IORGULESCU, C., ROY, A., AND ZWAENEPOEL, W. Gentlerain: Cheap and scalable causal consistency
with physical clocks. In Proceedings of the ACM Symposium on Cloud Computing, SOCC ’14, pp. 4:1–4:13.

[17] FAUNADB. Faunadb. https://fauna.com/.

[18] GIT. Git: the fast version control system. http://git-scm.com.

[19] LABS, C. Cockroachdb. https://www.cockroachlabs.com/.

[20] LLOYD, W., FREEDMAN, M. J., KAMINSKY, M., AND ANDERSEN, D. G. Don’t settle for eventual: scalable causal
consistency for wide-area storage with COPS. In Proceedings of the 23rd ACM Symposium on Operating Systems
Principles, SOSP ’11, pp. 401–416.

[21] LLOYD, W., FREEDMAN, M. J., KAMINSKY, M., AND ANDERSEN, D. G. Stronger Semantics for Low-Latency
Geo-Replicated Storage. In Proceedings of the 10th USENIX Conference on Networked Systems Design and Imple-
mentation (Lombard, IL, 2013), NSDI ’13, USENIX Association, pp. 313–328.

[22] LU, H., VEERARAGHAVAN, K., AJOUX, P., HUNT, J., SONG, Y. J., TOBAGUS, W., KUMAR, S., AND LLOYD,
W. Existential Consistency: Measuring and Understanding Consistency at Facebook. In Proceedings of the 25th
Symposium on Operating Systems Principles (Monterey, California, 2015), SOSP ’15, ACM, pp. 295–310.

24

http://cassandra.apache.org/
http://basho.com/products/
https://fauna.com/
http://git-scm.com
https://www.cockroachlabs.com/


[23] MAHAJAN, P., ALVISI, L., AND DAHLIN, M. Consistency, availability, convergence. Tech. Rep. TR-11-22, Com-
puter Science Department, University of Texas at Austin, May 2011.

[24] MAHAJAN, P., SETTY, S., LEE, S., CLEMENT, A., ALVISI, L., DAHLIN, M., AND WALFISH, M. Depot: Cloud
storage with minimal trust. ACM Transactions on Computer Systems 29, 4 (2011), 12.

[25] MEHDI, S. A., LITTLEY, C., CROOKS, N., ALVISI, L., BRONSON, N., AND LLOYD, W. I Can’t Believe It’s
Not Causal! Scalable Causal Consistency with No Slowdown Cascades. In 14th USENIX Symposium on Networked
Systems Design and Implementation (NSDI 17) (Boston, MA, 2017), USENIX Association, pp. 453–468.

[26] MICROSOFT. Cosmosdb. https://docs.microsoft.com/en-us/azure/cosmos-db/
consistency-levels.

[27] MONGODB. Agility, Performance, Scalibility. Pick three. https://www.mongodb.org/.

[28] NEO4J. Neo4j. https://neo4j.com/docs/operations-manual/current/clustering/
causal-clustering/introduction/.

[29] OLSON, M. A., BOSTIC, K., AND SELTZER, M. Berkeley DB. In Proceedings of the Annual Conference on
USENIX Annual Technical Conference, ATEC ’99.

[30] REGAL, I. Antidote.
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Abstract

We present two systems that we have developed to aid geo-distributed web services deployed in the
cloud to serve their users with low latency. First, CosTLO [23] helps mitigate the high latency variance
observed when accessing data stored in multi-tenant cloud storage services. To cost-effectively satisfy a
web service’s tail latency goals, CosTLO uses measurement-driven inferences about replication and load
balancing within cloud storage to combine the use of multiple forms of redundancy. Second, to support
web services that enable users to share data, SPANStore [22] leverages application hints about access
patterns and knowledge about cloud latencies and pricing to cost-effectively replicate data across data
centers. Key to SPANStore’s design is to spread data across the data centers of multiple cloud providers,
in order to present better cost vs. latency tradeoffs than possible with the use of any single cloud provider.
In this paper, we summarize the key takeaways from our work in developing both systems.

1 Introduction

Minimizing user-perceived latency is a critical goal for web services, because even a few 100 milliseconds of
additional delay can significantly reduce revenue [6]. Key to achieving this goal is to deploy web servers in
multiple locations so that every user can be served from a nearby server. Therefore, cloud services such as
Azure and Amazon Web Services are an attractive option for web service deployments as these platforms offer
data centers in tens of locations spread across the globe [3, 4].

However, web services deployed in the cloud are faced with two challenges in ensuring that users have low
latency access to their data.

• High latency variance. Since cloud storage services are used concurrently by multiple tenants, both
fetching and storing content on these services is associated with high latency variance. For example,
when we had 120 PlanetLab nodes across the globe each download 1 KB file from their respective closest
Microsoft Azure data center, for over 70% of these nodes, the 99th percentile and median download
latencies differ by 100ms or more. These high tail latencies are problematic both for popular applications
where even 1% of traffic corresponds to a significant volume of requests [16], and for applications where a
single request issued by an end-host requires the application to fetch several objects (e.g., web page loads)
and user-perceived latency is constrained by the object fetched last. For example, our measurements show
that latency variance in Amazon S3 more than doubles the median page load time for 50% of PlanetLab
nodes when fetching a web page containing 50 objects.

Copyright 2017 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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• Cost vs. latency tradeoff. Collaborative services that enable users to share data with each other must also
determine which data centers must store replicas of each object. While replicating all objects to all data
centers can ensure low latency access [19], that approach is costly and may be inefficient. Some appli-
cations may value lower costs over the most stringent latency bounds, different applications may demand
different degrees of data consistency, some objects may only be popular in some regions, and some clients
may be near to multiple data centers, any of which can serve them quickly. All these parameters mean
that no single deployment provides the best fit for all applications and all objects.

In this paper, we describe two systems that we have developed to address these challenges. First, CosTLO
(Cost-effective Tail Latency Optimizer) enables application providers to avail of the cost benefits enabled by
cloud services, without having latency variance degrade user experience. Second, SPANStore (Storage Provider
Aggregating Networked Store) is a key-value store that presents a unified view of storage services present in
several geographically distributed data centers.

CosTLO’s design is based on three principles. First, since our measurements reveal that the high latency
variance in cloud storage is caused predominantly by isolated latency spikes, CosTLO augments every GET/PUT
request with a set of redundant requests [15,21], so that it suffices to wait for responses to a subset of the requests.
Second, to tackle the variance in all components of end-to-end latency—latency over the Internet, latency over
the cloud service’s data center network, and latency within the storage service—CosTLO combines the use of
multiple forms of redundancy, such as issuing redundant requests to the same object, to multiple copies of an
object, to multiple front-ends, or even to copies of an object in multiple data centers. Lastly, since the number
of configurations in which CosTLO can implement redundancy is unbounded, to add redundancy in a manner
that satisfies an application’s goals for tail latency cost-effectively, we model the load balancing and replication
within cloud storage services in order to accurately capture the dependencies between concurrent requests.

The key premise underlying SPANStore is that, when geo-replicating data, spreading data across the data
centers of multiple cloud providers offers significantly better latency versus cost tradeoffs than possible with
any single cloud provider. This is not only because the union of data centers across cloud providers results in
a geographically denser set of data centers than any single provider’s data centers, but also because the cost
of storage and networking resources can significantly differ across cloud providers. To exploit these factors to
drive down the cost incurred in satisfying application providers’ latency, consistency, and fault tolerance goals,
SPANStore judiciously determines where to replicate every object and how to perform this replication. For
every object that it stores, SPANStore makes this determination by taking into consideration several factors: the
anticipated workload for the object (i.e., how often different clients access it), the latency guarantees specified
by the application that stored the object in SPANStore, the number of failures that the application wishes to
tolerate, the level of data consistency desired by the application (e.g., strong versus eventual), and the pricing
models of storage services that SPANStore builds upon.

Our goal in this paper is not to provide a detailed description of the design and implementation of either
system and our results from evaluating them; we refer the interested reader to [23] and [22] for those details.
Here, we instead summarize the main takeaways from both CosTLO and SPANStore in enabling low latency
geo-distributed storage in the cloud.

2 Motivation

We begin by presenting measurement data that motivates our design of CosTLO and SPANStore.1

1Though the data presented here was gathered between 2013 and 2015, similar trends exist today.
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Figure 1: (a) Absolute and (b) relative inflation in 99th percentile latency with respect to median. Note logscale
x-axis in (b).

2.1 Characterizing latency variance

Overview of measurements. To analyze client-perceived latencies when downloading from and uploading to
cloud storage services, we gather two types of measurements for a week. First, we use 120 PlanetLab nodes
across the world as representative end-hosts. Once every 3 seconds, every node uploaded a new object to and
downloaded a previously stored object from the S3 and Azure data centers to which the node has the lowest
median RTT. Second, from “small instance” VMs in every S3 and every Azure data center, we issued one GET
and one PUT per second to the local storage service. In all cases, every GET from a data center was for a 1 KB
object selected at random from 1M objects of that size stored at that data center, and every PUT was for a new
1 KB object.

To minimize the impact of client-side overheads, we measure GET and PUT latencies on PlanetLab nodes
as well as on VMs using timings from tcpdump. In addition, we leverage logs exported by S3 [1] and Azure [7]
to break down end-to-end latency minus DNS resolution time into its two components: 1) latency within the
storage service (i.e., duration between when a request was received at one of the storage service’s front-ends and
when the response left the storage service), and 2) latency over the network (i.e., for the request to travel from
the end-host/VM to a front-end of the storage service and for the response to travel back). We extract storage
service latency directly from the storage service logs, and we can infer network latency by subtracting storage
service latency from end-to-end request latency.
Quantifying latency variance. Figure 1 shows the distribution across nodes of the spread in latencies; for
every node, we plot the absolute and relative difference between the 99th percentile and median latencies. In
both Azure and S3, the median PlanetLab node sees an absolute inflation greater than 200ms (70ms) in the 99th

percentile PUT (GET) latency as compared to the median latency; the median relative inflation is greater than
2x in both PUTs and GETs. Figure 1 shows that this high latency variance is not due to high load or slow access
links of PlanetLab nodes; for every node, the figure plots the difference between 99th percentile and median
latency to the node closest to it among all PlanetLab nodes.
Causes for tail latencies. We observe two characteristics that dictate which solutions can potentially reduce
the tail of these latency distributions.

First, we find that neither are the top 1% of latency samples clustered together in time nor are they correlated
with time of day. Thus, the tail of the latency distribution is dominated by isolated spikes, rather than sustained
periods of high latencies. Therefore, a solution that monitors load and reacts to latency spikes will be ineffective.
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Figure 2: Breakdown of components of tail latencies.
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Figure 3: For applications deployed on a single cloud service (EC2 or Azure), a storage service that spans
multiple cloud services offers a larger number of data centers (a and b) and more cheaper data centers (c and d)
within a latency bound.

Second, Figure 2(a) shows that all three components of end-to-end latency significantly influence tail latency
values. DNS latency, network latency, and latency within the storage service account for over half the end-to-end
latency on more than 40%, 25%, and 20% of tail latency samples. Since network latencies as measured from
PlanetLab nodes conflate latencies over the Internet and within the cloud service’s data center network, we also
study the composition of tail latencies as seen in our measurements from VMs to the local storage service. In
this case too, Figure 2(b) shows that both components of end-to-end latency—latency within the storage service,
and latency over the data center network—contribute significantly to a large fraction of tail latency samples.
Thus, any solution that reduces latency variance will have to address all of these sources of latency spikes.

2.2 Why multi-cloud?

Next, we motivate the utility of spread data across multiple cloud providers by presenting data which shows that
doing so can potentially lead to reduced latencies for clients and reduced cost for applications.
Lower latencies. We first show that using multiple cloud providers can enable lower GET/PUT latencies. For
this, we instantiated VMs in each of the data centers in EC2, Azure, and Google Cloud. From every VM, we
measured GET latencies to the storage service in every other data center once every 5 minutes for a week. We
consider the latency between a pair of data centers as the median of the measurements for that pair.

Figure 3 shows how many other data centers are within a given latency bound of each EC2 [3(a)] and
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Azure [3(b)] data center. These graphs compare the number of nearby data centers if we only consider the single
provider to the number if we consider all three providers—Amazon, Google, and Microsoft. For a number of
latency bounds, either graph depicts the minimum, median, and maximum (across data centers) of the number
of options within the latency bound.

For nearly all latency bounds and data centers, we find that deploying across multiple cloud providers in-
creases the number of nearby options. An application can use this greater choice of nearby storage options to
meet tighter latency SLOs, or to meet a fixed latency SLO using fewer storage replicas (by picking locations
nearby to multiple front-ends). Intuitively, this benefit occurs because different providers have data centers in
different locations, resulting in a variation in latencies to other data centers and to clients.
Lower cost. Replicating data across multiple cloud providers also enables support for latency SLOs at poten-
tially lower cost due to the discrepancies in pricing across providers. Figures 3(c) and 3(d) show, for each EC2
and Azure data center, the number of other data centers within a given latency bound that are cheaper than the lo-
cal data center along some dimension (storage, PUT/GET requests, or network bandwidth). For example, nearby
Azure data centers have similar pricing, and so, no cheaper options than local storage exist within 150ms for
Azure-based services. However, for the majority of Azure-based front-ends, deploying across all three providers
yields multiple storage options that are cheaper for at least some operations. Thus, by judiciously combining
resources from multiple providers, an application can use these cheaper options to reduce costs.

3 Cost-effective support for lower latency variance with CosTLO

Goal and Approach. We design CosTLO to meet any application’s service-level objectives (SLOs) for the
extent to which it seeks to reduce latency variance for its users. Though there are several ways in which such
SLOs can be specified, we do not consider SLOs that bound the absolute value of, say, 99th percentile GET/PUT
latency; due to the non-uniform geographic distribution of data centers, a single bound on tail latencies for all
end-hosts will not help reduce latency variance for end-hosts with proximate data centers. Instead, we focus
on SLOs that limit the tail latencies for any end-host relative to the latency distribution experienced by that
end-host. Specifically, we consider SLOs which bound the difference, for any end-host, between 99th percentile
latency and its baseline median latency (i.e., the median latency that it experiences without CosTLO). Every
application specifies such a bound separately for GETs and PUTs.

Since tail latency samples are dominated by isolated spikes, our high-level approach is to augment any
GET/PUT request with a set of redundant requests, so that either the first response or a subset of early responses
can be considered. Though this is a well-known approach for reducing tail latencies [9, 15, 21], CosTLO is
unique in exploiting several ways of issuing redundant requests in combination.

3.1 Effective redundancy techniques

A wide range of redundancy approaches are feasible to tackle variance in each component of end-to-end latency.
Here, we summarize what our measurements reveal to be the most effective techniques.
Latency over the Internet. To examine the utility of different approaches on reducing Internet tail latencies,
we issued pairs of concurrent GET requests from each PlanetLab node in three different ways and then compared
the measured tail latencies with those seen with single requests.

First, relying on load balancing in the Internet [12], when every end-host concurrently issues multiple re-
quests to the storage service in the data center closest to it, relative latency inflation seen at the median PlanetLab
node remains close to 2x. Second, in addition to a GET request to its closest S3 region, having every node issue
a GET request in parallel to its second closest S3 region offers little benefit in reducing latency variance. This
is because, for most PlanetLab nodes, the second closest region within a cloud service is too far to help tame
latency spikes to the region closest to the node. Therefore, to reduce variance in latencies over the Internet, it
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(a) Azure GETs (b) S3 GETs

Figure 4: Scatter plot of first vs. second request GET latency when issuing two concurrent requests to the same
object stored in a cloud storage service.

is crucial for redundancy to exploit multiple cloud providers. Doing so reduces the inflation in 99th percentile
GET latency to be less than 1.5x the baseline median at 70% of PlanetLab nodes.
Data center network latencies. Latency spikes within a cloud service’s data center network can either be
addressed implicitly by issuing the same PUT/GET request multiple times in parallel to exploit path diversity
or addressed explicitly by relaying each request through a different VM. In both S3 and Azure, we find that
both implicit and explicit exploitation of path diversity significantly reduce tail latencies, with higher levels of
parallelism offering greater reduction. However, using VMs as relays adds some overhead, likely due to requests
traversing longer routes.
Storage service latencies. Lastly, we considered two approaches for reducing latency spikes within the storage
service, i.e., latency between when a request is received at a front-end and when it sends back the response.
When issuing n concurrent requests to a storage service, we can either issue all n requests for the same object
or to n different objects. The former attempts to implicitly leverage the replication of objects within the storage
service, whereas the latter explicitly creates and utilizes copies of objects. In either case, if concurrent requests
are served by different storage servers, latency spikes at any one server can be overridden by other servers that
are lightly loaded.

The takeaways differ between Azure and S3. On S3, irrespective of whether we issue multiple requests to the
same object or to different objects, the reduction in 99th percentile latency tails off with increasing parallelism.
This is because, in S3, concurrent requests from a VM incur the same latency over the network, which becomes
the bottleneck in the tail. In contrast, on Azure, 99th percentile GET latencies do not reduce further when more
than 2 concurrent requests are issued to the same object, but tail GET latencies continue to drop significantly
with increasing parallelism when concurrent requests are issued to different objects. In the case of PUTs, the
benefits of redundancy tail off at parallelism levels greater than 2 due to Azure’s serialization of PUTs issued by
the same tenant [14].

3.2 Selecting cost-effective configuration

The primary challenge in combining these various forms of redundancy in CosTLO is to select for each edge
network a redundancy configuration that helps meet the application’s tail latency goals at minimum cost. For
this, CosTLO 1) takes as input the pricing policies at every data center, 2) uses logs exported by cloud providers
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Figure 5: Distribution of service latency difference between concurrent GET requests offers evidence for GETs
to an object (a) being served by one replica in Azure, and (b) being spread across two replicas in S3. Data center
network latencies for concurrent requests are (c) uncorrelated on Azure, and (d) correlated on S3. Note logscale
on both axes of (c) and (d).

to characterize the workload imposed by clients in every prefix, and 3) employs a measurement agent at every
data center. Every agent gathers three types of measurements: 1) pings to a representative end-host in every
prefix, 2) pairs of concurrent GETs and pairs of concurrent PUTs to the local storage service, and 3) the rates at
which VMs can relay PUTs and GETs between end-hosts and the local storage service without any queueing.

Given these measurements, CosTLO identifies a cost-effective configuration for end-hosts in each IP ad-
dress prefix. We refer the reader to [23] for a description of the algorithm CosTLO uses to search through the
configuration space, and focus here on the key question in doing so: for any particular configuration for an IP
prefix, how do we estimate the latency distribution that clients in that prefix will experience when served in that
configuration?

The reason it is hard to estimate the latency distribution for any particular redundancy configuration is
due to dependencies between concurrent requests. While Figure 4 shows the correlation in latencies between
two concurrent GET requests to an object at one of Azure’s and one of S3’s data centers, we also see similar
correlations for PUTs and even when the concurrent requests are for different objects. Attempting to model
these correlations between concurrent requests by treating the cloud service as a black box did not work well.
Therefore, we explicitly model the sources of correlations: concurrent requests may incur the same latency
within the storage service if they are served by the same storage server, or incur the same data center network
latency if they traverse the same network path.
Modeling replication in storage service. First, at every data center, we use CosTLO’s measurements to
infer the number of replicas across which the storage service spreads requests to an object. For every pair of
concurrent requests issued during CosTLO’s measurements, we compute the difference in service latency (i.e.,
latency within the storage service) between the two requests. We then consider the distribution of this difference
across all pairs of concurrent requests to infer the number of replicas in use per object. For example, if the
storage service load balances GET requests to an object across 2 replicas, there should be a 50% chance that
two concurrent GETs fetch from the same replica, therefore the service latency difference is expected to be 0
half the time. We compare this measured distribution with the expected distribution when the storage service
spreads requests across n replicas, where we vary the value of n. We infer the number of replicas used by the
service as the value of n for which the estimated and measured distributions most closely match. For example,
though both Azure [5] and S3 [2] are known to store 3 replicas of every object, Figures 5(a) and 5(b) show that
the measured service latency difference distributions closely match GETs being served from 1 replica on Azure
and from 2 replicas on S3.

On the other hand, for concurrent GETs or PUTs issued to different objects, on both Azure and S3, we
see that the latency within the storage service is uncorrelated across requests. This is likely because cloud
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Figure 6: Accuracy of estimating GET latency distribution for 8 concurrent GET requests from VM to local
storage service in one S3 region. Note logscale on y-axis.

storage services store every object on a randomly chosen server (e.g., by hashing the object’s name for load
balancing [16]), and hence, requests to different objects are likely to be served by different storage servers.
Modeling load balancing in network. Next, we identify whether concurrent requests issued to the storage
service incur the same latency over the data center network, or are their network latencies independent of each
other. At any data center, we compute the distribution obtained from the minimum of two independent samples
of the measured data center network latency distribution for a single request. We then compare this distribution
to the measured value of the minimum data center network latency seen across two concurrent requests.

Figure 5(c) shows that, on Azure, the distribution obtained by independent sampling closely matches the
measured distribution, thus showing that network latencies for concurrent requests are uncorrelated. Whereas,
on S3, Figure 5(d) shows that the measured distribution for the minimum across two requests is almost identical
to the data center network latency component of any single request; this shows that concurrent requests on S3
incur the same network latency.

By leveraging these models of replication and load balancing, CosTLO is able to accurately estimate the
latency distribution when sets of requests are concurrently issued to a storage service. Figures 6(a) and 6(b)
compare the measured and estimated latency distributions when issuing 8 concurrent GETs from a VM to the
local storage service; all concurrent requests are for the same object in the former and to different objects in the
latter. In both cases, our estimated latency distribution closely matches the measured distribution, even in the
tail. In contrast, if we estimate the latency distribution for 8 concurrent GETs by independently sampling the
latency distribution for a single request 8 times and considering the minimum, we significantly under-estimate
the tail of the distribution.

4 Cost-effective geo-replication of data with SPANStore

Thus far, we have assumed that every object stored by an application is stored in a single data center, and
CosTLO reduces tail latencies for executing GETs and PUTs on such objects. Now, we turn our attention to
addressing the storage needs of web services in which sharing of data among users is an intrinsic part of the
service (e.g., collaborative applications like Google Docs, and file sharing services like Dropbox), and geo-
replication of shared data is a must to ensure low latency. Instead of every user having to access a centrally
located copy of an object, replication of the object across data centers permits every user to access a nearby
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subset of the object’s copies.
Our overarching goal in developing SPANStore is to enable applications to interact with a single storage

service, which underneath the covers uses several geographically distributed storage services.2 The key benefit
here is that the onus of navigating the space of replication strategies on an object-by-object basis is offloaded to
SPANStore, rather than individual application developers having to deal with this problem, as is the case today.
We are guided by four objectives: 1) minimize cost, 2) respect latency SLOs, 3) tolerate failures, and 4) provide
support for both eventual and strong consistency.

While we refer the reader to [22] for a detailed description of SPANStore’s design, implementation, and eval-
uation, here we summarize the key problem at the heart of its design: for any particular object, how to determine
the most cost-effective replication policy that satisfies the application’s latency, consistency, and fault-tolerance
requirements? We first describe the inputs required by SPANStore and the format of the replication policies
it identifies. We then separately present the algorithms used by SPANStore in two different data consistency
scenarios.

4.1 Inputs and output

SPANStore requires three types of inputs: 1) a characterization of the cloud services on which it is deployed, 2)
the application’s latency, fault tolerance, and consistency requirements, and 3) a specification of the application’s
workload.
Characterization of SPANStore deployment. We require two pieces of information about SPANStore’s de-
ployment. First, we measure the distribution of latencies between every pair of data centers on which SPANStore
is deployed. These measurements includes PUTs, GETs, and pings issued from a VM in one data center to the
storage service or a VM in another data center. Second, we need the pricing policy for the resources used by
SPANStore. For each data center, we specify the price per byte of storage, per PUT request, per GET request,
and per hour of usage for the type of virtual machine used by SPANStore in that data center. We also specify,
for each pair of data centers, the price per byte of network transfer from one to the other, which is determined
by the upload bandwidth pricing at the source data center.
Application requirements. We account for an application’s latency goals in terms of separate SLOs for
latencies incurred by PUT and GET operations. Either SLO is specified by a latency bound and the fraction of
requests that should incur a latency less than the specified bound, e.g., 90th percentile latency should be less
than 100ms.

To capture consistency needs, we ask the application developer to choose between strong and eventual
consistency. In the strong consistency case, we provide linearizability, i.e., all PUTs for a particular object are
totally ordered and any GET returns the data written by the last committed PUT for the object. In contrast, if an
application can make do with eventual consistency, SPANStore can satisfy lower latency SLOs. Our algorithms
for the eventual consistency scenario are extensible to other consistency models such as causal consistency [19]
by augmenting data transfers with additional metadata.

In both the eventual consistency and strong consistency scenarios, the application developer can specify the
number of failures—either of data centers or of Internet paths between data centers—that SPANStore should
tolerate. As long as the number of failures is less than the specified number, SPANStore ensures the availability
of all GET and PUT operations while also satisfying the application’s consistency and latency requirements.
When the number of failures exceeds the specified number, SPANStore may make certain operations unavailable
or violate latency goals in order to ensure that consistency requirements are preserved.
Workload characterization. Lastly, we account for the application’s workload in two ways.

2We assume an application employing SPANStore for data storage uses only the data centers of a single cloud service to host its
computing instances (due to the differences across cloud providers), even though (via SPANStore) it will use multiple cloud providers
for data storage.
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Figure 8: Comparison at different granularities of the stationarity in the number of posted tweets.

First, for every object stored by an application, we ask the application to specify the set of data centers from
which it will issue PUTs and GETs for the object. We refer to this as the access set for the object. An application
can determine the access set for an object based on the sharing pattern of that object across users. For example,
a collaborative online document editing webservice knows the set of users with whom a particular document has
been shared. The access set for the document is then the set of data centers from which the web service serves
these users. In cases where the application itself is unsure which users will access a particular object (e.g., in a
file hosting service like Rapidshare), it can specify the access set of an object as comprising all data centers on
which the application is deployed; this uncertainty will translate to higher costs. While SPANStore considers
every object as having a fixed access set over its lifetime, subsequent work [10] addresses this limitation.

Second, SPANStore’s VMs track the GET and PUT requests received from an application to characterize
its workload. Since the GET/PUT rates for individual objects can exhibit bursty patterns (e.g., due to flash
crowds), it is hard to predict the workload of a particular object in the next epoch based on the GETs and PUTs
issued for that object in previous epochs. Therefore, SPANStore instead leverages the stationarity that typically
exists in an application’s aggregate workload, e.g., many applications exhibit diurnal and weekly patterns in
their workload [8, 13]. Specifically, at every data center, SPANStore VMs group an application’s objects based
on their access sets. In every epoch, for every access set, the VMs at a data center report to a central Placement
Manager 1) the number of objects associated with that access set and the sum of the sizes of these objects, and
2) the aggregate number of PUTs and GETs issued by the application at that data center for all objects with that
access set.

To demonstrate the utility of considering aggregate workloads in this manner, we analyze a Twitter dataset
that lists the times at which 120K users in the US posted on Twitter over a month [18]. We consider a scenario
in which every user is served from the EC2 data center closest to the user, and consider every user’s Twitter
timeline to represent an object. When a user posts a tweet, this translates to one PUT operation on the user’s
timeline and one PUT each on the timelines of each of the user’s followers. Thus, the access set for a particular
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Figure 9: When eventual consistency suffices, illustration of different replication policies for access set {A, B,
C, D, E, F}. In all cases, we show how PUTs from data center A are propagated. Shaded circles are data centers
that host replicas, and dotted circles represent data centers that propagate updates. Solid arrows correspond to
transfers that impact PUT latencies, and dotted arrows represent asynchronous propagation.

user’s timeline includes the data centers from which the user’s followers are served.
Here, we consider those users whose timelines have their access set as all EC2 data centers in the US.

Figure 8 presents the stationarity in the number of PUTs when considering the timelines of all of these users
in aggregate and when considering five popular individual users. In either case, we compare across two weeks
the number of PUTs issued in the same hour on the same day of the week, i.e., for every hour, we compute the
difference between the number of tweets in that hour and the number of tweets in the same hour the previous
week, normalized by the latter value. When we aggregate across all users, the count for every hour is within 50%
of the count for that hour the previous week, whereas individual users often exhibit 2x and greater variability.
The greater stationarity in the aggregate workload thus enables more accurate prediction based on historical
workload measurements.
Replication policy. Given these inputs, at the beginning of every epoch, the central Placement Manager
determines the replication policy to be used in the next epoch. Since we capture workload in aggregate across
all objects with the same access set, the Placement Manager determines the replication policy separately for
every access set, and SPANStore employs the same replication strategy for all objects with the same access set.
For any particular access set, the replication policy output by the Placement Manager specifies 1) the set of data
centers that maintain copies of all objects with that access set, and 2) at each data center in the access set, which
of these copies SPANStore should read from and write to when an application VM at that data center issues a
GET or PUT on an object with that access set.

Thus, the crux of SPANStore’s design boils down to: 1) in each epoch, how does the Placement Manager
determine the replication policy for each access set, and 2) how does SPANStore enforce Placement Manager-
mandated replication policies during its operation, accounting for failures and changes in replication policies
across epochs? We refer the reader to [22] for the answer to the latter question, and we describe here separately
how SPANStore addresses the first question in the eventual consistency and strong consistency cases.

4.2 Eventual consistency

When the application can make do with eventual consistency, SPANStore can trade-off costs for storage, PUT/GET
requests, and network transfers. To see why this is the case, let us first consider the simple replication policy
where SPANStore maintains a copy of every object at each data center in that object’s access set (as shown in
Figure 9(a)). In this case, a GET for any object can be served from the local storage service. Similarly, PUTs
can be committed to the local storage service and updates to an object can be propagated to other data centers
in the background; SPANStore considers a PUT as complete after writing the object to the local storage service
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because of the durability guarantees offered by cloud storage services. By serving PUTs and GETs from the
storage service in the same data center, this replication policy minimizes GET/PUT latencies, the primary ben-
efit of settling for eventual consistency. In addition, serving GETs from local storage ensures that GETs do not
incur any network transfer costs.

However, as the size of the access set increases, replicating every object at every data center in the access
set can result in high storage costs. Furthermore, as the fraction of PUTs in the workload increase, the costs
associated with PUT requests and network transfers increase as more copies need to be kept up-to-date.

To reduce storage costs and PUT request costs, SPANStore can store replicas of an object at fewer data
centers, such that every data center in the object’s access set has a nearby replica that can serve GETs/PUTs
from this data center within the application-specified latency SLOs. For example, as shown in Figure 9(b),
instead of storing a local copy, data center A can issue PUTs and GETs to the nearby replica at Q.

However, SPANStore may incur unnecessary networking costs if it propagates a PUT at data center A by
having A directly issue a PUT to every replica. Instead, we can capitalize on the discrepancies in pricing across
different cloud services (see Section 2) and relay updates to the replicas via another data center that has cheaper
pricing for upload bandwidth. For example, in Figure 9(c), SPANStore reduces networking costs by having A
send each of its updates to P , which in turn issues a PUT for this update to all the replicas that A has not written
to directly. In some cases, it may be even more cost-effective to have the replica to which A commits its PUTs
relay updates to a data center that has cheap network pricing, which in turn PUTs the update to all other replicas,
e.g., as shown in Figure 9(d).

We address this trade-off between storage, networking, and PUT/GET request costs by formulating the
problem of determining the replication policy for a given access set AS as a mixed integer program. For every
data center i ∈ AS, the integer program chooses f + 1 data centers (out of all those on which SPANStore is
deployed) which will serve as the replicas to which i issues PUTs and GETs. SPANStore then stores copies of
all objects with access set AS at all data centers in the union of PUT/GET replica sets.

The integer program we use imposes several constraints on the selection of replicas and how updates made
by PUT operations propagate. First, whenever an application VM in data center i issues a PUT, SPANStore
synchronously propagates the update to all the data centers in the replica set for i and asynchronously propagates
the PUT to all other replicas of the object. Second, to minimize networking costs, the integer program allows for
both synchronous and asynchronous propagation of updates to be relayed via other data centers. Synchronous
relaying of updates must satisfy the latency SLOs, whereas in the case of asynchronous propagation of updates,
relaying can optionally be over two hops, as in the example in Figure 9(d). Finally, for every data center i in
the access set, the integer program identifies the paths from data centers j to k along which PUTs from i are
transmitted during either synchronous or asynchronous propagation.

SPANStore’s Placement Manager solves this integer program with the objective of minimizing total cost,
which is the sum of storage cost and the cost incurred for serving GETs and PUTs. The storage cost is simply
the cost of storing one copy of every object with access set AS at each of the replicas chosen for that access set.
For every GET operation at data center i, SPANStore incurs the price of one GET request at each of i’s replicas
and the cost of transferring the object over the network from those replicas. In contrast, every PUT operation
at any data center i incurs the price of one PUT request each at all the replicas chosen for access set AS, and
network transfer costs are incurred on every path along which i’s PUTs are propagated.

4.3 Strong consistency

When the application using SPANStore for geo-replicated storage requires strong consistency of data, we rely
on quorum consistency [17]. Quorum consistency imposes two requirements to ensure linearizability. For every
data center i in an access set, 1) the subset of data centers to which i commits each of its PUTs—the PUT replica
set for i—should intersect with the PUT replica set for every other data center in the access set, and 2) the GET
replica set for i should intersect with the PUT replica set for every data center in the access set. The cardinality
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Figure 10: Example use of asymmetric quorum sets. Solid unshaded circles represent data centers in the access
set, and shaded circles are data centers that host replicas. Directed edges represent transfers to PUT replica sets,
and dashed ovals represent GET replica sets.

of these intersections should be greater than the number of failures that the application wants SPANStore to
tolerate.

In our design, we use asymmetric quorum sets [20] to instantiate quorum consistency as above. With asym-
metric quorum sets, the PUT and GET replica sets for any particular data center can differ. We choose to use
asymmetric quorum sets due to the non-uniform geographic distribution of data centers. For example, as seen
in Figure 3(a), EC2 data centers have between 2 and 16 other data centers within 200ms of them. Figure 10
shows an example where, due to this non-uniform geographic distribution of data centers, asymmetric quorum
sets reduce cost and help meet lower latency SLOs.

The integer program that the Placement Manager uses for choosing replication policies in the strong con-
sistency setting mirrors the program for the eventual consistency case in several ways: 1) PUTs can be relayed
via other data centers to reduce networking costs, 2) storage costs are incurred for maintaining a copy of every
object at every data center that is in the union of the GET and PUT replica sets of all data centers in the access
set, and 3) for every GET operation at data center i, one GET request’s price and the price for transferring a
copy of the object over the network is incurred at every data center in i’s GET replica set.

However, the integer program for the strong consistency setting does differ from the program used in the
eventual consistency case in three significant ways. First, for every data center in the access set, the PUT and
GET replica sets for that data center may differ. Second, we constrain these replica sets so that every data
center’s PUT and GET replica sets have an intersection of at least 2f + 1 data centers with the PUT replica set
of every other data center in the access set. Finally, PUT operations at any data center i are propagated only to
the data centers in i’s PUT replica set, and these updates are propagated via at most one hop.

4.4 Cost savings

As an example of the cost savings that SPANStore can enable, Figure 11 compares cost with SPANStore against
three other replication strategies. We consider a) GET:PUT ratios of 1 and 30, b) average object sizes of 1 KB and
100 KB, and c) aggregate data size of 0.1 TB and 10 TB. Our choice of these workload parameters is informed
by the GET:PUT ratio of 30:1 and objects typically smaller than 1 KB seen in Facebook’s workload [11]. In
all workload settings, we fix the number of GETs at 100M and compute cost over a 30 day period. The results
shown here are for the strong consistency case with SLOs for the 90th percentile GET and PUT latencies set at
250ms and 830ms; 830 ms is the minimum PUT latency SLO if every object was replicated at all data centers
in its access set.
Comparison with single-cloud deployment. First, Figure 11(a) compares the cost with SPANStore with
the minimum cost required if we used only Amazon S3’s data centers for storage. When the objects are small
(i.e., average object size of 1KB), SPANStore’s cost savings predominantly stem from differences in pricing
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Figure 11: Cost savings enabled by SPANStore compared to (a) when data is replicated across the data centers of
a single cloud service, and when using the (b) Everywhere and (c) Single replication policies. Legend indicates
GET:PUT ratio, average object size (in KB), and overall data size (in TB). Note log-scale on x-axis.

per GET and PUT request across cloud providers. When the average object size is 100KB, SPANStore still
offers cost benefits for a sizeable fraction of access sets when the PUT/GET ratio is 1 and overall data size
is small. In this case, since half of the workload (i.e., all PUT operations) require propagation of updates to
all replicas, SPANStore enables cost savings by exploiting discrepancies in network bandwidth pricing across
cloud services. Furthermore, when the total data size is 10 TB, SPANStore reduces storage costs by exploiting
the greater density of data centers and storing fewer copies of every object.
Comparison with fixed replication policies. Figure 11 also compares the cost incurred when using SPANStore
with that imposed by two fixed replication policies: Everywhere and Single. With the Everywhere policy, every
object is replicated at every data center in the object’s access set. With the Single replication policy, any object is
stored at one data center that minimizes cost among all single replica alternatives that satisfy the PUT and GET
latency SLOs.

In Figure 11(b), we see that SPANStore significantly outdoes Everywhere in all cases except when GET:PUT
ratio is 30 and average object size is 100KB. On the other hand, in Figure 11(c), we observe a bi-modal distribu-
tion in the cost savings as compared to Single when the object size is small. We find that this is because, for all
access sets that do not include EC2’s Sydney data center, using a single replica (at some data center on Azure)
proves to be cost-optimal; this is again because the lower PUT/GET costs on Azure compensate for the increased
network bandwidth costs. When the GET:PUT ratio is 1 and the average object size is 100KB, SPANStore saves
cost compared to Single by judiciously combining the use of multiple replicas.

5 Conclusion

In summary, high latency variance and the need for judicious data replication are two challenges for any geo-
distributed web service deployed in the cloud. To address these challenges, we presented two systems. First,
CosTLO combines the use of multiple forms of redundancy by inferring models of replication and load balancing
within cloud storage services. Second, SPANStore replicates data across the data centers of multiple cloud
providers in order to exploit pricing discrepancies and to benefit from the greater geographical density of data
centers. Together, these systems enable cost-effective support for low latency data access in the cloud.
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Abstract

Latency to end-users and regulatory requirements push large companies to build data centers all around
the world. The resulting data is “born” geographically distributed. On the other hand, many Machine
Learning applications require a global view of such data in order to achieve the best results. These types
of applications form a new class of learning problems, which we call Geo-Distributed Machine Learning
(GDML). Such applications need to cope with: 1) scarce and expensive cross-data center bandwidth,
and 2) growing privacy concerns that are pushing for stricter data sovereignty regulations.

Current solutions to learning from geo-distributed data sources revolve around the idea of first cen-
tralizing the data in one data center, and then training locally. As Machine Learning algorithms are
communication-intensive, the cost of centralizing the data is thought to be offset by the lower cost of
intra-data center communication during training.

In this work, we show that the current centralized practice can be far from optimal, and propose a
system architecture for doing geo-distributed training. Furthermore, we argue that the geo-distributed
approach is structurally more amenable to dealing with regulatory constraints, as raw data never leaves
the source data center. Our empirical evaluation on three real datasets confirms the general validity of
our approach, and shows that GDML is not only possible but also advisable in many scenarios.

1 Introduction

Modern organizations have a planetary footprint. Data is created where users and systems are located, all around
the globe. The reason for this is two-fold: 1) minimizing latency between serving infrastructure and end-users,
and 2) respecting regulatory constraints, that might require data about citizens of a nation to reside within the
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Figure 1: Centralized vs Geo-distributed Learning.

nation’s borders. On the other hand, many machine learning applications require access to all that data at once
to build accurate models. For example, fraud prevention systems benefit tremendously from the global picture
in both finance and communication networks, recommendation systems rely on the maximum breadth of data to
overcome cold start problems, and the predictive maintenance revolution is only possible because of data from
all markets. These types of applications that deal with geo-distributed datasets belong to a new class of learning
problems, which we call Geo-Distributed Machine Learning (GDML).

The state-of-the-art approach to Machine Learning from decentralized datasets is to centralize them. As
shown in the left-side of Figure 1, this involves a two-step process: 1) the various partitions of data are copied
into a single data center (DC)—thus recreating the overall dataset in a central location, and 2) learning takes place
there, using existing intra-data center technologies. Based on conversations with practitioners at Microsoft, we
gather that this centralized approach is predominant in most practical settings. This is consistent with reports
on the infrastructures of other large organizations, such as Facebook [1], Twitter [2], and LinkedIn [3]. The
reason for its popularity is two-fold, on the one hand, centralizing the data is the easiest way to reuse existing
ML frameworks [4–6]), and on the other hand, Machine Learning algorithms are notoriously communication-
intensive, and thus assumed to be non-amenable to cross-data center execution—as we will see, in many practical
settings, we can challenge this assumption.

The centralized approach has two key shortcomings:

1. It consumes large amounts of cross-data center (X-DC) bandwidth (in order to copy the raw data to a
single location). X-DC bandwidth has been shown to be scarce, expensive, and growing at a slower pace
than most other intra-data center (in-DC) resources [7–10].

2. It requires raw data to be copied across data centers, thus potentially across national borders. While in-
ternational regulations are quickly evolving, the authors of this paper speculate that the growing concerns
regarding privacy and data sovereignty [11, 12] might become a key limiting factor to the applicability of
centralized learning approaches.

We hypothesize that both challenges will persist or grow in the future [13, 14].
In this paper, we propose the geo-distributed learning approach (right-side of Figure 1), where raw data is

kept in place, and learning tasks are executed in a X-DC fashion. We show that by leveraging communication-
efficient algorithmic solutions [15] together with a distributed resource management fabric, this approach can
achieve orders of magnitude lower X-DC bandwidth consumption in practical settings. Moreover, as the geo-
distributed learning approach does not require to copy raw data outside their native data center (only statistics
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and estimates are copied), it is structurally better positioned to deal with evolving regulatory constraints. A
detailed study of this legal aspect of the geo-distributed approach is beyond the scope of this paper.

The solution we propose serves as an initial stand-in for a new generation of geo-distributed learning systems
and algorithms, and allows us to present the first study on the relative efficiency of centralized vs. distributed
approaches. In this paper, we concentrate on two key metrics: X-DC bandwidth consumption and learning
runtime. We show experimentally that properly designed centralized solutions can achieve faster learning times
(when the data copy latency is hidden by streaming data as it becomes available), but that distributed solutions
can achieve much lower X-DC bandwidth utilization, and thus substantially lower cost for large-scale learning.

Note that while the above two metrics are of great practical relevance, many other dimensions (e.g., resilience
to catastrophic DC failures) are worth considering when comparing alternative approaches. In §6, we briefly list
these and other open problems that emerge when considering this new class of learning tasks: Geo-Distributed
Machine Learning (GDML).

Summarizing, our main contributions are:

• We introduce GDML, an important new class of learning system problems that deals with geo-distributed
datasets, and provide a study of the relative merits of state-of-the-art centralized solutions vs. novel geo-
distributed alternatives.

• We propose a system that builds upon Apache Hadoop YARN [16] and Apache REEF [17], and extends
their functionality to support multi-data center ML applications. We adopt a communication-sparse learn-
ing algorithm [15], originally designed to accelerate learning, and leverage it to lower the bandwidth
consumption (i.e., cost) for geo-distributed learning.

• We present empirical results from both simulations and a real deployment across continents, which show
that under common conditions distributed approaches can trade manageable penalties in training latency
(less than 5×) for massive bandwidth reductions (multiple orders of magnitude).

• Finally, we highlight that GDML is a tough new challenge, and that many problems, such as WAN fault-
tolerance, regulatory compliance, privacy preservation, X-DC scheduling coordination, latency minimiza-
tion, and support for broader learning tasks remain open.

The remainder of this paper presents these findings as follows: §2 formalizes the problem setting, §3 intro-
duces our approach, §3.1 introduces the algorithmic solution, and §3.2 describes our system implementation.
We explain the evaluation setup and show the experimental results in §4. Finally, we discuss related work in §5,
open problems in §6 and conclusions in §7.

2 Problem Formulation

In order to facilitate a study of the state-of-the-art centralized approach in contrast to potential geo-distributed
alternatives, we formalize the problem below in two dimensions: 1) we specify assumptions about the data, its
size and partitioning, and 2) we restrict the set of learning problems to the well known Statistical Query Model
(SQM [18]) class.

2.1 Data distribution

We assume the dataset D of N examples (xi, yi), where xi ∈ Rd denotes the feature vector and yi ∈ {−1, 1}
denotes the label of example i, to exist in p ∈ {1, . . . , P} partitions Dp, each of which is generated in one of P
data centers. Those P partitions consist of np examples each, with N =

∑
p np. Let d be the dimensionality of

the feature vectors and d̄ the average sparsity (number of non-zeros) per example. The total size of each partition
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can be (roughly) estimated as sp = np · d̄. Although this approximation serves our purposes, in order to have
a more precise estimate of the partition sizes, we should not rely on a single d̄ value (average instance sparsity
across the entire data). This is because the sparsity of instance vectors may depend on the data center location.
For example, in the case of a recommendation application, the US data center might have more dense feature
vectors (user profiles) than those in a data center in South America.

Further, let p∗ be the index of the largest partition, i.e., p∗ = argmaxp np. Then, the total X-DC transfer
needed to centralize the dataset is:

TC = (N − np∗) d̄ (1)

The goal here is to transfer all instances to the data center that holds the largest subset of instances. Data
compression is commonly applied to reduce this size, but only by a constant factor.

2.2 Learning Task

For any meaningful discussion of the relative merits of the centralized approach when compared to alternatives,
we need to restrict the set of learning problems we consider. Here, we choose those that fit the Statistical Query
Model (SQM) [18]. This model covers a wide variety of important practical machine learning models, including
K-Means clustering, linear and logistic regression, and support vector machines.

The beauty of algorithms that fit into the SQM model is that they can be written in a summation form, which
allows them to be easily parallelized [19]. In SQM, the learning algorithm is allowed to obtain estimates of
statistical properties of the examples (e.g., sufficient statistics, gradients) but cannot see the examples them-
selves [20]. In other words, the algorithm can be phrased purely in terms of statistical queries over the data, and
those statistical queries decompose into the sum of a function applied to each example [19].

Let that function be denoted by fq ∈ {f1, f2, . . . fQ}. A query result Fq is then computed as Fq =∑N
i=1 fq(xi, yi). With the data partitioning, this can be rephrased as

Fq =
P∑

p=1

np∑
i=1

fq(xi, yi) (2)

In other words, the X-DC transfer per statistical query is the size of the output of its query function fq, which
we denote as sq. The total X-DC transfer then depends on the queries and the number of such queries issued,
nq, as part of the learning task, both of which depend on the algorithm executed and the dataset. Let us assume
we know these for a given algorithm and dataset combination. Then, we can estimate the total X-DC transfer
cost of a fully distributed execution as:

TD = (P − 1)

Q∑
q=1

nq sq (3)

Note that this relies on the cumulative and associative properties of the query aggregation: we only need to
communicate one result of size sq per data center. The data center that aggregates the results does not need to
communicate any data over the X-DC network, thus the P − 1 term in (3).

With this formalization, the current state-of-the-art approach of centralizing the data relies on the assump-
tion that TC ≪ TD. However, it is not obvious why this should always be the case: the X-DC transfer of
the centralized approach TC grows linearly with the dataset size, whereas the X-DC transfer of a distributed
approach TD grows linearly with the size and number of the queries. Additionally, relatively large partitions
per DC typically yield more meaningful statistics per DC. This in turn means that the learning algorithm needs
fewer queries to converge, lowering TD as the dataset size grows given a fixed number of partitions. Hence, it is
apparent that the assumption that TC ≪ TD holds for some, but not all regimes. All things being equal, it seems
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that larger datasets would favor the distributed approach. Similarly, all things being equal, larger query results
and algorithms issuing more queries seem to favor the centralized approach.

In order to study this more precisely, we need to restrict the discussion to a concrete learning problem for
which the queries q, their functions fq and their output sizes sq are known. Further, the number of such queries
can be bounded by invoking the convergence theorems for the chosen learning algorithm. Here, we choose
linear modeling to be the learning problem for its simplicity and rich theory. In particular, we consider the l2
regularized linear learning problem.

Let l(w xi, yi) be a continuously differentiable loss function with Lipschitz continuous gradient, where
w ∈ Rd is the weight vector. Let Lp(w) =

∑
i∈Dp

l(w xi, yi) be the loss associated with data center p, and
L(w) =

∑
p Lp(w) be the total loss over all data centers. Our goal is to find w that minimizes the following

objective function, which decomposes per data center:

f(w) =
λ

2
||w||2 + L(w) =

λ

2
||w||2 +

∑
p

Lp(w) (4)

where λ > 0 is the regularization constant. Depending on the loss chosen, this objective function covers im-
portant cases such as linear support vector machines (hinge loss) and logistic regression (logistic loss). Learning
such model amounts to optimizing (4). Many optimization algorithms are available for the task, and in §3.1 we
describe the one we choose.

It is important to note that one common statistical query of all those algorithms is the computation of the
gradient of the model in (4) with respect to w. The size of that gradient (per partition and globally) is d. Hence, sq
for this class of models can be approximated by d. This allows us to rephrase the trade-off mentioned above. All
things being equal, datasets with more examples (xi, yi) would tend to favor the distributed approach. Similarly,
all things being equal, datasets with higher dimensionality d would generally lean towards the centralized setting.

3 Approach

In order to study the problem described above, we need two major artifacts: 1) a communication-efficient
algorithm to optimize (4), and 2) an actual geo-distributed implementation of that algorithm. In this section, we
describe both of these items in detail.

3.1 Algorithm

We focus on the X-DC communication costs. Hence, we need a communication-efficient algorithm capable of
minimizing the communication between the data centers. It is clear from (3) that such an algorithm should try
to minimize the number of queries whose output size is very large. In the case of (4), this means that the number
of X-DC gradient computations should be reduced.

Recently, many communication-efficient algorithms have been proposed that trade-off local computation
with communication [18, 21–24]. Here, we use the algorithm proposed by Mahajan et al. [25] to optimize (4),
shown in Algorithm 1. We choose this algorithm because experiments show that it performs better than the
aforementioned algorithms, both in terms of communication and running time [25]. The algorithm was initially
designed for running in a traditional distributed Machine Learning setting, i.e., single data center.1 In this work,
we adapt it for X-DC training, a novel application that was not originally intended for.

The main idea of the algorithm is to trade-off in-DC computation and communication with X-DC commu-
nication. The minimization of the objective function f(w) is performed using an iterative descent method in

1We confirmed this with the first author as per 11/2017.
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which the r-th iteration starts from a point wr, computes a direction dr, and then performs a line search along
that direction to find the next point wr+1 = wr + t dr.

We adapt the algorithm to support GDML in the following manner. Each node in the algorithm now becomes
a data center. All the local computations like gradients and loss function on local data now involves both
computation as well as in-DC communication among the nodes in the same data center. On the other hand, all
global computations like gradient aggregation involves X-DC communication. This introduces the need for two
levels of communication and control, described in more detail in §3.2.

In a departure from communication-heavy methods, this algorithm uses distributed computation for gener-
ating a good search direction dr in addition to the gradient gr. At iteration r, each data center has the current
global weight vector wr and the gradient gr. Using its local data Dp, each data center can form an approxima-
tion f̂p of f . To ensure convergence, f̂p should satisfy a gradient consistency condition, ∇f̂p(wr) = gr. The
function f̂p is approximately2 optimized using a method M to get the local weight vector wp, which enables the
computation of the local direction dp = wp − wr. The global update direction is chosen to be dr = 1

P

∑
p dp,

followed by a line search to find wr+1.
In each iteration, the computation of the gradient gr and the direction dr requires communication across data

centers. Since each data center has the global approximate view of the full objective function, the number of
iterations required are significantly less than traditional methods, resulting in orders of magnitude improvements
in terms of X-DC communication.

The algorithm offers great flexibility in choosing f̂p and the method M used to optimize it. A general form
of f̂p for (4) is given by:

f̂p(w) =
λ

2
||w||2 + L̃p(w) + L̂p(w) (5)

where L̃p is an approximation of the total loss Lp associated with data center p, and L̂p(w) is an approx-
imation of the loss across all data centers except p, i.e., L(w) − Lp(w) =

∑
q ̸=p Lq(w). Among the possible

choices suggested in [25], we consider the following quadratic approximations3 in this work:

L̃p(w) = ∇Lp(w
r)(w − wr) +

1

2
(w − wr)THr

p(w − wr) (6)

L̂p(w) = (∇L(wr)−∇Lp(w
r))(w − wr) +

P − 1

2
(w − wr)THr

p(w − wr) (7)

where Hr
p is the Hessian of Lp at wr. Replacing (6) + (7) in (5) we have the following objective function:

f̂p(w) =
λ

2
||w||2 + gr · (w − wr) +

P

2
(w − wr)THr

p(w − wr) (8)

We use the conjugate gradient (CG) algorithm [26] to optimize (8). Note that each iteration of CG involves a
statistical query with output size d to do a hessian-vector computation. However, this query involves only in-DC
communication and computation, whereas for traditional second order methods like TRON [27], it will involve
X-DC communication.

Discussion Let Touter be the number of iterations required by the algorithm to converge. Each iteration re-
quires two queries with output size sq = d for the gradient and direction computation, and few queries of output

2Mahajan et al. [25] proved linear convergence of the algorithm even when the local problems are optimized approximately.
3One can simply use L̃p = Lp, i.e., the exact loss function for data center p. However, Mahajan et. al [25] showed better results if

the local loss function is also approximated.
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Algorithm 1 Functional Approximation based Distributed Learning Algorithm (FADL)
Choose w0

for r = 0, 1... do
Compute gr (X-DC communication)
Exit if ||gr|| ≤ ϵg||g0||
for p = 1, ..., P (in parallel) do

Construct f̂p(w) ((8))
wp ← Optimize f̂p(w) (in-DC communication)

end for
dr ← 1

P

∑
pwp − wr (X-DC communication)

Line Search to find t (negligible X-DC communication)
wr+1 ← wr + t dr

end for

size sq = 1 for the objective function computation in the line search. Since d≫ 1, we can ignore the X-DC com-
munication cost for the objective function computation. Hence, we can rewrite (3) as TD = 2 (P − 1) d Touter.
Hence, for TD to be less than TC the following must hold:

2 (P − 1) d Touter < (N − np∗) d̄ (9)

In practice, the typical value of P (data centers) is relatively small (in the 10s). Since there are few data
centers (i.e., few partitions of the data), the above algorithm will take only few (5-20) outer iterations to converge.
In fact, in all our experiments in §4, the algorithm converges in less than 7 iterations. This means that as long
as the total size of the data is roughly more than 2 − 3 orders of magnitude greater than the dimensionality d,4

doing geo-distributed learning would reduce the X-DC transfers compared to the centralized approach.

3.2 Distributed Implementation

We need a flexible system that can run in two regimes, i.e., in-DC and X-DC, without requiring two separate
implementations. Here, we describe such system. Note that our system is not tied to the specific algorithm
described above, rather, it exposes a generic framework suitable for geo-distributed and centralized implemen-
tations of, at least, the algorithms expressible in the Statistical Query Model.

SQM can be implemented using only Broadcast and Reduce operators (including the algorithm described
in §3.1). As part of this work, we add X-DC versions of those to Apache REEF, which provides the basic
control flow for our implementation. Moreover, our system needs to obtain resources (CPU cores, RAM) across
different data centers in a uniformly basis. We manage those resources using Apache Hadoop YARN. Finally,
our system leverages YARN’s new federation feature (released as part of Apache Hadoop YARN 2.9) to view
multiple data centers as a single one. We extend Apache REEF with support for that. Below, we provide more
details on our three-layer architecture, from bottom to top.5

3.2.1 Resource Manager: Apache Hadoop YARN

A resource manager (RM) is a platform that dynamically leases resources, known as containers, to various
competing applications in a cluster. It acts as a central authority and negotiates with potentially many Application
Masters (AM) the access to those containers [17]. The most well known implementations are Apache Hadoop

4Note that for large datasets this is typically the case.
5All changes to Apache REEF and Apache Hadoop YARN have been contributed back to the projects where appropriate.
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Figure 2: Multi-Level Master/Slave Communication Tree with P data centers, each with its own data center
master (Mi) and slaves (Sij). The global master MG is physically located in DC-1. The solid and dashed lines
refer to in-DC and X-DC links respectively. Our current implementation supports recovery from slave failures.
Fault-tolerance at the master levels is left for future work.

YARN [16], Apache Mesos [28] and Google Omega [29]. All of these systems are designed to operate within
one DC and multiplex applications on a collection of shared machines.

In our setting, we need a similar abstraction, but it must span multiple DCs. We build our solution on top of
Apache Hadoop YARN. As part of our effort to scale-out YARN to Microsoft-scale clusters (tens of thousands
of nodes), we have been contributing to Apache a new architecture that allows to federate multiple clusters [30].
This effort was not originally intended to operate in a X-DC setting, and as such, was focused on hiding from
the application layer the different sub-clusters. It is worth mentioning that single DC federation is deployed in
production at scale at Microsoft. As part of this work, we have been experimenting and extending this system,
leveraging its transparency yet providing enough visibility of the network topology to our application layer
(Apache REEF). As a result, we can run a single application that spans different data centers in an efficient
manner.

3.2.2 Control Flow: Apache REEF

Apache REEF [17] provides a generalized control plane to ease the development of applications on resource
managers. REEF provides a control flow master called Driver to applications, and an execution environment for
tasks on containers called Evaluator. Applications are expressed as event handlers for the Driver to perform task
scheduling (including fault handling) and the task code to be executed in the Evaluators. As part of this work,
we extend REEF to support geo-federated YARN, including scheduling of resources to particular data centers.

REEF provides a group communications library that exposes Broadcast and Reduce operators similar to
Message Passing Interface (MPI) [31]. Like MPI, REEF’s group communications library is designed for the
single data center case. We expand it to cover the X-DC case we study here.

3.2.3 GDML Framework

Statistical Query Model algorithms, such as the one introduced in §3.1, can be implemented using nothing more
than Broadcast and Reduce operators [19], where data partitions reside in each machine, and the statistical query
is Broadcast to those, while its result is computed on each machine and then aggregated via Reduce.

Both Broadcast and Reduce operations are usually implemented via communication trees in order to max-
imize the overall throughput of the operation. Traditional systems, such as MPI [31] implementations, derive
much of their efficiency from intelligent (and fast) ways to establish these trees. Different from the in-DC
environment where those are typically used, our system needs to work with network links of vastly different
characteristics. X-DC links have higher latency than in-DC ones, whereas the latter have usually higher band-
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widths [32]. Further, X-DC links are much more expensive than in-DC links, as they are frequently rented or
charged-for separately, in the case of the public cloud.

In our system, we address these challenges with a heterogeneous, multi-level communication tree.
Figure 2 shows an example of the multi-level communication tree we use. A global Broadcast originates

from MG to the data center masters Mi, which in turn do a local Broadcast to the slave nodes Sij in their own
data centers. Conversely, local Reduce operations originate on those slave nodes, while the data center masters
Mi aggregate the data prior to sending it to MG for global aggregation.

To make this happen, the underlying implementation creates multiple communication groups. The global
master MG together with the data centers masters Mi, form the global communication group (GCG), where the
global Broadcast / Reduce operations are performed, and used in the outer loop of Algorithm 1. Likewise, the
slave nodes within each data center and their masters Mi form the local communication groups (LCG), where
the local Broadcast / Reduce operations execute, and are used to optimize the local approximations f̂p of (8).

Summary Overall, our system enables popular resource managing frameworks (Apache Hadoop YARN and
Apache REEF) to be used effectively in the management of algorithms running in a geo-distributed fashion.
Note that our framework can work with any algorithm that can be implemented using Broadcast and Reduce
primitives. The specific changes our system embraces, perhaps surprising to software engineers but not to
algorithm developers, make the geo-distribution less transparent in order for the algorithm author to explicitly
control what to run in-DC and what to run across data centers.

4 Evaluation

The algorithm and system presented above allow us to evaluate the state-of-the-art of centralizing the data before
learning in comparison with truly distributed approaches. In this section, we describe our findings, starting with
the setup and definition of the different approaches used, followed by experimental results from both simulated
and real deployments.

4.1 Experimental Setup

We report experiments on two deployments: a distributed deployment on Microsoft Azure across two data
centers, and a large centralized cluster on which we simulate a multi-data center setup (2, 4, and 8 data centers).
This simulated environment is our main test bench, and we mainly use it for multi-terabyte scale experiments,
which are not cost-effective on public clouds. We use 256 slave nodes divided into 2-8 simulated datacenters in
all our simulations. Further, all the experiments are done with the logistic loss function.

We ground and validate the findings from the simulations on a real cross-continental deployment on Mi-
crosoft Azure. We establish two clusters, one in a data center in Europe and the other on the U.S. west coast.
We deploy two DS12 VMs into each of these clusters. Each of those VMs has 4 CPU cores and 28GB of RAM.
We establish the site-to-site connectivity through a VPN tunnel using a High Performance VPN Gateway.6

4.2 Data

We use three datasets of user behavior data in web sites for our evaluation, two of which are publicly available.
All of them are derived from click logs. Table 1 summarizes their statistics. CRITEO and KAGGLE are publicly
available [33, 34]. The latter is a small subset of the former, and we use it for the smaller scale experiments in
Azure. WBCTR is an internal Microsoft dataset. We vary the number of features in our experiments using
hashing kernels as suggested in [35].

6https://azure.microsoft.com/en-us/documentation/articles/vpn-gateway-about-vpngateways/

49

https://azure.microsoft.com/en-us/documentation/articles/vpn-gateway-about-vpngateways/


Dataset Examples Features Size
(N) (d) Model Dataset

CRITEO 4B

5M 20MB 1.5TB
10M 40MB 1.5TB
50M 200MB 1.6TB

100M 400MB 1.7TB

WBCTR 730M

8M 32MB 347GB
16M 64MB 362GB
80M 320MB 364GB

160M 640MB 472GB

KAGGLE 46M

0.5M 2MB 8.5GB
1M 4MB 8.5GB
5M 20MB 9GB

Table 1: Datasets statistics. Dataset sizes reported are after compression. Weights in the models are represented
in single-precision floating-point format (32 bits) with no further compression. Note that the average sparsity
(number of non-zeros) of each of the dataset versions are very similar, thus we do not observe a significant size
change after increasing the number of features.

The dataset sizes reported in Table 1 refer to compressed data. The compression/decompression is done
using Snappy,7 which enables high-speed compression and decompression with reasonable compression size.
In particular, we achieve compression ratios of around 62-65% for the CRITEO and WBCTR datasets, and 50%
for KAGGLE. Following current practice in large scale Machine Learning, our system performs all computations
using double precision arithmetic, but communicates single precision floats. Hence, model sizes in Table 1 are
reported based on single-precision floating point numbers.

In our experiments, we assume the datasets are randomly partitioned across the data centers, i.e., we assume
each data center keeps an approximately equal number of instances. Note that although this is a strong assump-
tion, as data in different data centers can be distributed differently, it holds true in some important production use
cases we observe. In such cases, load balancing across data centers forces data to be “randomly” spread across
them. However, this is not fully general, as other important GDML workloads require data to be close to the
users (to achieve low latency interactions), thus strong geographically biases emerge. Besides the dataset sizes,
in practice, data centers can also vary significantly in terms of their bandwidth and computational resources. We
plan on addressing all these issues in future work.

4.3 Methods

We contrast the state-of-the-art approach of centralizing the data prior to learning with several alternatives, both
within the regime requiring data copies and truly distributed:

centralized denotes the current state-of-the art, where we copy the data to one data center prior to training.
Based on the data shipping model used, two variants of this approach arise:

centralized-stream refers to a streaming copy model where the data is replicated as it arrives. When
the learning job is triggered in a particular data center, the data has already been transferred there,
therefore, no copy time is included in the job running time, and

7https://github.com/xerial/snappy-java
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centralized-bulk refers to a batch replication scheme where the data still needs to be copied by the time
the learning process starts, therefore, the copy time has an impact on the job running time, i.e., the
job needs to wait until the transfer is made to begin the optimization.

We observe both flavors occur in practice. We simply refer to centralized when no distinction between its
variants is required. This approach (and its variants) only performs compressed data transfers, and uses
the algorithm described in §3.1 for solving the l2 regularized linear classification problem mentioned in
§2.

distributed builds the multi-level master/slave tree for X-DC learning, but does not use the communication-
efficient algorithm in §3.1 to optimize (4), instead, it optimizes using TRON [27].

distributed-fadl uses the algorithm introduced in §3.1 to optimize (4), and similarly to distributed, it performs
the optimization in a geo-distributed fashion, i.e., it leaves the data in place and runs a single job that spans
training across data centers.

Both distributed and distributed-fadl methods represent the furthest departure from the current state-of-the-
art as their execution is truly geo-distributed. Studying results from both allows us to draw conclusions about the
relative merits of the system enabling truly geo-distributed training (distributed) as well as the system together
with a communication-sparse algorithm (distributed-fadl).

4.4 Results

In this section we present measurements from the methods introduced above, using the datasets described in §4.2.
We focus on two key metrics: 1) total X-DC transfer size, and 2) latency to model.

4.4.1 Simulation

X-DC Transfer Figure 3 illustrates the total X-DC transfer of the different methods for different numbers
of data centers. We only show two versions of CRITEO and WBCTR for space limitations, though the others
follow the same patterns. In general, X-DC transfers increase with the number of data centers as there are
more X-DC communication paths. As expected, increasing the model dimensionality also impacts the transfers
in the distributed versions. In Figure 3b, the efficient distributed approach (distributed-fadl) performs at least
one order of magnitude better than centralized in every scenario, achieving the biggest difference (2 orders of
magnitude) for 2 data centers. In this setting, centralized (any variant) transfers half of the compressed data
(870 GB) through the X-DC link before training, whereas distributed-fadl just needs 9 GBs worth of transfers to
train the model. Likewise, in the WBCTR dataset (Figure 3d), we see the biggest difference in the 2 data centers
scenario (1 order of magnitude). When the data is spread across 8 data centers, centralized transfers almost the
same as distributed. In general, even the non communication-efficient distributed baseline also outperforms the
current practice, centralized, on both datasets.

Objective / X-DC Transfer Trade-off Commercial deployments of Machine Learning systems impose dead-
lines and resource boundaries on the training process. This can make it impossible to run the algorithm till
convergence. Hence, it is interesting to study the performance of the centralized and distributed approaches in
relationship to their resource consumption. Figure 4 shows the relative objective function over time as a function
of X-DC transfers for 2 and 8 data centers on the CRITEO and WBCTR datasets. We use the relative difference
to the optimal function value, calculated as (f − f∗)/f∗, where f∗ is the minimum value obtained across meth-
ods. X-DC transfers remain constant in the centralized (any variant) method as it starts the optimization after the
data is copied, i.e., no X-DC transfers are made while training. In general, distributed-fadl achieves lower ob-
jective values much sooner in terms of X-DC transfers, which means that this method can get some meaningful
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(d) WBCTR 160M

Figure 3: X-DC transfer (in GB) versus number of data centers for two versions of CRITEO and WBCTR
datasets (y-axis is in log scale). The method distributed-fadl consumes orders of magnitude less X-DC band-
width than any variant (stream or bulk) of the compressed centralized approach. Moreover, a naive algorithm
that does not economize X-DC communication, as is the case of the distributed method, also reduces transfers
with respect to the current centralized state-of-the-art.

results faster. If an accurate model is not needed (e.g., 10−2 relative objective function value), distributed-fadl
gives a quicker response. As we increase the number of data centers, X-DC communication naturally increases,
which explains the right shift trend in the plots (e.g., Figures 4a and 4b).

Storage As the number of data centers increases, centralized (any variant) requires more space on disk. In
particular, assuming the data is randomly partitioned across data centers, centralized stores at least 1.5× more
data than the distributed versions, with a maximum difference of almost 2× when considering 8 data centers.
On the other hand, both distributed and distributed-fadl only need to store the original dataset (1×) throughout
the different configurations.

4.4.2 Real Deployment

X-DC Transfer To validate our simulation, we include Figure 5, which shows the relative objective function
with respect to the X-DC bandwidth for the KAGGLE dataset in 2 Azure DCs (Western US and Western Europe).
These experiments completely match our findings in the simulated environment. For the centralized approach,
we transfer the data from EU to US, and run the optimization in the latter data center. Similar to Figure 4, the
increase in the number of features expectedly causes more X-DC transfers (right shift trend in the plots). The
efficient geo-distributed method distributed-fadl still communicates the least amount of data, almost 2 orders of
magnitude less than the centralized (any variant) approach for the 500K model (Figure 5a).

Runtime Figure 6 shows the relative objective function over time for the 2 Azure data centers using the
KAGGLE dataset. We normalize the time to the centralized-stream approach, calculated as t/t∗, where t∗ is the
overall time taken by centralized-stream. This method performs the fastest in every version of the dataset (500K,
1M, and 5M features) as the data has already been copied by the time it starts, i.e., no copy time overhead is
added, and represents the lower bound in terms of running time.

Although the centralized approach always transfers compressed data, we do not take into account the com-
pression/decompression time for computing the centralized-bulk runtime, which would have otherwise tied the
results to the choice of the compression library. Figures 6a, 6b, and 6c show that centralized-bulk pays a high
penalty for copying the data, it runs in approximately 8× or more of its stream counterpart.

The communication-efficient distributed-fadl approach executes in 1.3×, 2.4×, and 7.4× of the centralized-
stream baseline for 500K, 1M, and 5M models respectively, which is a remarkable result given that it transfers
orders of magnitude less data (Figure 5), and executes in a truly geo-distributed manner, respecting potentially
strict regulatory constraints. Moreover, if we consider the relative objective function values commonly used
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Figure 4: Relative objective function (compared to the best) versus X-DC transfer (in GB) for 2 and 8 DCs for
two versions of CRITEO and WBCTR datasets (both axis are in log scale). The method distributed-fadl achieves
lower objective values much sooner in terms of X-DC transfers than the other methods. The centralized objective
remains constant with respect to X-DC transfers throughout the optimization as it starts once the data has been
transferred. The distributed method does incur in more transfers than distributed-fadl, although it also reduces
the overhead of the centralized approach. Increasing the models dimensionality, naturally increases the X-DC
transfers. Note that centralized refers to both of its variants (stream and bulk), and we only report compressed
data transfers for this method.

●

●

●

●

●

●
●

10−7

10−5

10−3

10−1

10−1 100

X−DC Transfer (GB)

R
el

at
iv

e 
ob

j. 
fu

nc
tio

n ● centralized
distributed
distributed−fadl

(a) KAGGLE 500K

●

●

●

●

●

●

10−7

10−5

10−3

10−1

10−1 100

X−DC Transfer (GB)

R
el

at
iv

e 
ob

j. 
fu

nc
tio

n ● centralized
distributed
distributed−fadl

(b) KAGGLE 1M

●

●

●

●

●

●

●

10−7

10−5

10−3

10−1

10−1 100

X−DC Transfer (GB)

R
el

at
iv

e 
ob

j. 
fu

nc
tio

n

● centralized
distributed
distributed−fadl

(c) KAGGLE 5M

Figure 5: Relative objective function (compared to the best) versus X-DC transfer (in GB) for the KAGGLE
dataset in 2 Azure data centers (both axis are in log scale). The increase in the model size explains the right
shift trend in the plots. The method distributed-fadl consumes the least amount of X-DC bandwidth, at least
1 order less in every scenario, and 2 when using the 500K model. The objective/transfer pattern is similar to
Figure 4. Both distributed methods transfer much less X-DC data than the centralized state-of-the-art. Note that
centralized refers to both of its flavors (stream and bulk), and only transfers compressed data.
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Figure 6: Relative objective function (compared to the best) over time (relative to the centralized-stream method)
for the KAGGLE dataset in 2 Azure data centers (y-axis is in log scale). The method distributed-fadl beats
every approach but centralized-stream. This latter method is the best case scenario, where the data has already
been copied and is available in a single data center when the job is executed. The distributed-fadl method lies
very close to the optimum (centralized-stream), especially in low-dimensional models and when considering
commonly accepted objective function values (10−4, 10−5). Both distributed and distributed-fadl performance
degrades when the model size increases (as expected), but distributed does so much worse (6c), which further
shows that in order to do Geo-Distributed Machine Learning, a communication-efficient algorithm is needed.

in practice to achieve accurate models (10−4, 10−5), this method’s convergence time lies in the same ballpark
as the lower bound centralized-stream in terms of running time. Still, distributed-fadl is way ahead in terms
of X-DC transfers (orders of magnitude of savings in X-DC bandwidth), while at the same time it potentially
complies with data sovereignty regulations.

Figure 6a shows that distributed-fadl performs very close to the best scenario, matching the intuition built
in §2 that this method does very well on tasks with (relatively) small models and (relatively) large number of
examples. Furthermore, this efficient method also runs faster than distributed in every setting, which further
highlights the importance and benefits of the algorithm introduced in §3.1.

Finally, distributed performance degrades considerably as the model size increases. In particular, this
method does a poor job when running with 5M features (Figure 6c), which concurs with the intuition behind
the state-of-the-art centralized approach: copying the data offsets the communication-intensive nature of (naive)
Machine Learning algorithms. We see that this intuition does not hold true for the efficient algorithm described
in §3.1.

5 Related Work

Prior work on systems that deal with geographically distributed datasets exists in the literature.
The work done by Vulimiri et al. [8, 13] poses the thesis that increasing global data and scarce WAN band-

width, coupled with regulatory concerns, will derail large companies from executing centralized analytics pro-
cesses. They propose a system that supports SQL queries for doing X-DC analytics. Unlike our work, they
do not target iterative machine learning workflows, neither do they focus on jobs latency. They mainly discuss
reducing X-DC data transfer volume.

Pu et al. [36] proposes a low-latency distributed analytics system called Iridium. Similar to Vulimiri et al.,
they focus on pure data analytics and not on Machine Learning tasks. Another key difference is that Iridium
optimizes task and data placement across sites to minimize query response time, while our system respects
stricter sovereignty constraints and does not move raw data around.

JetStream [7] is a system for wide-area streaming data analysis that performs efficient queries on data stored
“near the edge”. They provide different approximation techniques to reduce the data size transfers at the ex-
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pense of accuracy. One of such techniques is dropping some fraction of the data via sampling. Similar to our
system, they only move important data to a centralized location for global aggregation (in our case, we only
move statistics and models), and they compute local aggregations per site prior to sending (in our case, we
perform local optimizations per data center using the algorithm described in §3.1). Another streaming applica-
tion is distributed monitoring, which has focused on continuous tracking of complex queries over collections of
physically distributed data streams. Effective solutions in their setting also need to guarantee communication
efficiency over the underlying network [37].

Another line of research has focused on multi-site distributed search engines [38,39]. Such work has shown
to reduce the resource consumption in query processing as well as user perceived latency when compared to
single-site centralized search engines [40, 41]. It bears some resemblance to our work but in the context of
information retrieval.

Other existing Big Data processing systems, such as Parameter Server, Graphlab, or Spark [4–6, 42], effi-
ciently process data in the context of a single data center, which typically employs a high-bandwidth, relatively
low-cost network. To the best of our knowledge, they have not been tested in multi-data center deployments
(and were not designed for it), where scarce WAN bandwidth makes it impractical to naively communicate
parameters between locations. Instead, our system was specifically optimized to perform well on this X-DC
setting.

Since our initial work on GDML systems [43, 44], other studies have emerged in the area. Among the most
prominent ones we find Gaia [45], which also focuses on leveraging intelligent communication mechanisms,
with more emphasis on reducing training times rather than X-DC transfers. Further, the work by Konec̆ný et
al. [46–48] introduces the concept of Federated Optimization, where the idea is to train a global model with
data residing in users’ mobile devices, instead of DCs. Their setting is very similar to GDML in the sense that
communication efficiency is of utmost importance, but the cardinality is quite different (millions of devices as
opposed to tens of DCs). This poses other research questions, e.g., what sample of devices to choose at a given
point in time, how to alleviate the fact that mobile devices are frequently offline, etc.

Besides the systems solutions, the design of efficient distributed Machine Learning algorithms has also been
the topic of a broad research agenda [21–25, 49–52]. In general, all these algorithms perform more complex
computations to decrease the overall number of communication rounds. Some recent work uses model quantiza-
tion (i.e., reduce the number of bits of the model parameters at the expense of potentially losing some accuracy)
to reduce the communication cost [53]. The Terascale method [21] might be the best representative method
from the Statistical Query Model class and is considered a state-of-the-art solver. CoCoA [24] represents the
class of distributed dual methods that, in each outer iteration, solve (in parallel) several local dual optimization
problems. Alternating Direction Method of Multipliers (ADMM) [22, 23] is a dual method different from the
primal method we use here, however, it also solves approximate problems in the nodes and iteratively reaches
the full batch solution. Recent follow up work [25] shows that the algorithm described in §3.1 performs better
than the aforementioned ones, both in terms of communication rounds and running time.

6 Discussion and Future Work

GDML is an interesting, challenging and open area of research. Although we have proposed an initial and novel
geo-distributed approach that shows substantial gains over the centralized state-of-the-art in many practical
settings, many open questions remain, both from a systems and a Machine Learning perspective.

Perhaps, the most crucial aspect is fault tolerance. With data centers distributed across continents, consistent
network connectivity is harder to ensure than within a single data center, and network partitioning is more likely
to occur. On the other hand, a DC-level failure might completely compromise the centralized approach (if
the primary DC is down), while the geo-distributed solution might continue to operate on the remaining data
partitions. There has been some initial work [54] to make ML algorithms tolerant to missing data (e.g., machine
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failures). This work assumes randomly distributed data across partitions. Hence, a failure removes an unbiased
fraction of the data. In production settings, this is the case when multi-DC deployments are created for load-
balancing (e.g., within a region)—we are aware of multiple such scenarios within Microsoft’s infrastructure.
However, cross-region deployments are often dictated by latency-to-end-user considerations. In such settings,
losing a DC means losing a heavily biased portion of the population (e.g., all users residing in Western US).
Coping with faults and tolerating transient or persistent data unavailability, as well as understanding the impact
of different data distributions in convergence speeds are still open problems that will likely require both systems
and ML contributions.

In this work we have restricted ourselves to linear models with l2 regularization, and shown results on
logistic regression models. It would be interesting to validate similar observations in other regularizers (e.g., l1).
More broadly, studying geo-distributed solutions that can minimize X-DC transfers for other complex learning
problems such as trees, deep neural networks, etc., is still an open area of research.

Further, a truly geo-distributed approach surely does no worse than a centralized method when analyzed
from regulatory and data sovereignty angles. Questions in this area arise not only at the global scale, where
different jurisdictions might not allow raw data sharing, but also at the very small scale, e.g., between data
stored in a private cluster and data shared in the cloud. We believe that studying the setup presented here from a
privacy-preserving and regulatory-compliance angle will yield important improvements, and potentially inform
regulators.

One aspect we did not cover is related to the work-cycle of these global data repositories and its impact in
the efficacy of geo-distributed learning. If the data gets crunched by X algorithms once it is gathered into a
single DC, including, perhaps, by algorithms that depend on each others inputs and/or encompass interactive
workflows, the centralized methodology might be more effective than the geo-distributed one. This latter ap-
proach would increase communication by X-fold, whereas the centralized method would not incur in any extra
communication. We consider that a more in-depth study of which approach (centralized or geo-distributed) is
more adequate for different problem settings is still missing. Even more, we have not yet addressed the issue
of whether a hybrid method that combines both centralized and geo-distributed learning could be more suitable
under certain circumstances.

Besides presenting early results in this area, this paper is intended as an open invitation to researchers and
practitioners from both systems and ML communities. We foresee the need for substantial advances in theory,
algorithms and system design, as well as the engineering of a whole new practice of Geo-Distributed Machine
Learning (GDML). To that end, we contributed back all the changes done to Apache Hadoop YARN and Apache
REEF as part of this work.

7 Conclusions

Large organizations have a planetary footprint with users scattered in all continents. Latency considerations and
regulatory requirements motivate them to build data centers all around the world. From this, a new class of
learning problems emerge, where global learning tasks need to be performed on data “born” in geographically
disparate data centers, which we call Geo-Distributed Machine Learning (GDML).

To the best of our knowledge, this aspect of Machine Learning has not been studied in great detail before,
despite being faced by practitioners on a daily basis.

In this work, we introduce and formalize this problem, and challenge common assumptions and practices.
Our empirical results show that a geo-distributed system, combined with communication-parsimonious algo-
rithms, can deliver a substantial reduction in costly and scarce cross data center bandwidth. Further, we speculate
distributed solutions are structurally better positioned to cope with the quickly evolving regulatory frameworks.

To conclude, we acknowledge this work is just a first step of a long journey, which will require significant
advancements in theory, algorithms and systems.
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[46] Jakub Konecný, Brendan McMahan, and Daniel Ramage. Federated Optimization: Distributed Optimization Beyond
the Datacenter. CoRR, abs/1511.03575, 2015.
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