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Abstract

As Big Data and analytics defined on top of Big Data have increasingly greater impacts on society, we
humans are becoming incorporated in a Big Data loop: our activities, transactions, posts, and images,
are all being recorded as Big Data; and in turn the analysis of Big Data is being used to make decisions
that affect us. This paper explores characteristics of this grand loop of Big Data and begins the definition
of a research agenda to address associated challenges.

1 Introduction

When we think about human in the loop for Big Data, we usually consider a human user of a database system.
Most often, our concern is humans querying data in a database: How do they communicate their query intent?
How do they make sense of returned results? Sometimes our concerns may go beyond these to humans who
have to set up the system: How can one define a good schema? How can one integrate and clean data? How can
one wrangle and load data? How can one tune the system for good performance? How usable is the database
system [1]?

While all of these are important questions, and definitely worthy of study, the humans we focused on above
do not include humans with perhaps the least voice: humans who generate data and are the targets of data analy-
sis. These are human members of society at large. They are the humans in the grand loop of Big Data. Much of
Big Data is obtained from their activities: consciously produced, as on social media; generated transactionally,
as with credit card transactions; or recorded by third parties, as by a camera on the street. Big Data processing
is all about taking these diverse sources of data, and analyzing them to produce value for the processor of Big
Data. But this value is realized through advertising to the human, selecting for a job, or providing credit. All
of these are activities that impact the human who was the source of the data in the first place. That is the grand
loop of Big Data.

Big Data is commonly considered to pose challenges along four axes: Volume, Velocity, Variety, and Verac-
ity. (Some sources consider only the first three of these four). While these are dimensions of technical challenge,
there is also a socio-technical challenge, in terms of Values. By this, we do not mean Value (e.g. to the imple-
mentor of a Big Data system); rather we mean our Values as a society, and what impact Big Data has on these
values. Ultimately, Big Data cannot be successful if this Values challenge is not adequately addressed. As such,
this axis is perhaps even more important than the others. Furthermore, humans in the Big Data loop are indeed
impacted by Volume, Variety, etc, but humans are centrally in the grand loop of the Big Data Values axis.
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Figure 1: The Grand Loop of Big Data

In this paper, we describe some of the challenges in this grand loop. Naturally, the first challenges that
come to mind are those of privacy and anonymity. We consider these in Sections 2 and 3 respectively. Issues of
transparency are considered in Section 4. Somewhat surprisingly to many computer scientists, Big Data also has
a significant validity challenge. This challenge is considered in Section 5. Many Data Scientists assume that the
data are neutral and speak for themselves. In Sections 6 and 7, we discuss how the biases of data scientists can
be reflected in the supposedly neutral results . Finally, there is a social impact of our work on Big Data, impact
that we cannot ignore, as discussed in Section 8. We finally conclude with a short code of ethics in Section 9.

2 Privacy

Privacy is of course the first thing that anyone thinks of in the context of Big Data. And with good reason. There
is no question that the whole point of Big Data is to suck in a great deal of information about us, to put together
data from multiple sources, to analyze all this data, and thereby to generate insights that someone can use in
their interactions with us: to sell something better or determine credit terms, for example [2].

Unfortunately, there are too many even today, and especially in the tech world, who do not appreciate the
importance of privacy. Scott McNealy famously said [3], “You have zero privacy anyway. Get over it.“ Indeed,
there are many who wish fondly for the old days in a small town where everyone knew everyone, and everyone
also knew everything about everyone. There was a strong social fabric, and low privacy was a cost paid to
achieve that strong social fabric. In big cities, we get privacy, but a much weaker social fabric. However, giving
up privacy online does not cause a strong social fabric to be created. We end up with no privacy, and still the
same, presumably weak, social fabric.

Why should someone care about privacy if they are not doing anything wrong? Are there things you do that
you do not want to discuss with someone close to you, like a spouse or a parent? Imagine how it would feel if
you did not have the option of not discussing these things. Even worse, imagine that you do not have the option
of not having to explain yourself to everyone in the world. How conformist a life would you be compelled to
lead? Privacy is the cornerstone of our freedom to be ourselves [4, 5].

Two other common misconceptions about privacy are worth correcting. Privacy and security are often dis-
cussed in the same breath. Those in the know tell us all the time that these are two different things: the former is
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a policy question regarding user data, and the latter is an implementation question regarding a computer system.
As such, most discussions of security are at the system level, and do not consider data privacy explicitly; and vice
versa. However, security breaches can lead to privacy violations. The two concepts, though distinct, are related.
A problem that deserves greater attention is how to minimize privacy loss when the inevitable security breach
occurs. This is a security-aware direction for data privacy research, focused on issues like data representation,
very different from the current body of work on privacy-preserving analysis, which assumes only legitimate
access.

A second misconception is that privacy is all or nothing. Once a thought has escaped my brain and stated to
a second party, then some may think that ends my privacy rights regarding that thought. But in practice, we do
share secrets with confidantes, and we expect them not to share the secrets further. The secret can remain private
even after it has been shared within a select group of people. In fact, the right way to think about privacy is as
control over information sharing [6]. This motivates the need to control information sharing or at least detect
unauthorized sharing. For some simple cases, we have work in digital watermarking. But there is need for much
more work to provide the needed assurances.

3 Anonymity

One important use case for sensitive data is to find patterns in the aggregate. A classic case here is medical
research: individual patient health records are sensitive, but important progress in life-saving treatments can
result from analyzing the aggregates. The traditional solution, even encoded in regulations today, is to use de-
identified data. Typically, this is understood to mean removal of several specific sensitive attributes, such as
name, address, and social security number. However, it is usually possible to re-identify the patient from the
de-identified data with these fields removed. [7]. Similar exploits are well-known in the case of AOL [8] and
Netflix [9]. In the medical scenario, astonishingly, genetic sequence data can be retained in the de-identified
information. Clearly, a patient can uniquely be identified if we have their entire genome sequence, or even
significant parts of it. But for many medical questions, access to the genome is essential. So a stricter rule,
prohibiting access to the genome, would prevent addressing many important questions.

Computer scientists have studied privacy-preserving data mining for quite a while now [10]. Techniques such
as k-anonymity and l-diversity have even found their way into some curricula. However, these simple techniques
do not always work to protect private information. Differential privacy [11] has recently received considerable
attention as a technique that can provably obfuscate the presence of any individual record in an aggregated data
set. The basic idea is to add a carefully calibrated amount of noise into any release of (aggregated) data. The
basic idea works very well, if the aggregate is queried exactly once. The theory gets much more involved,
and the practical value diminishes (in terms of more noise to be added to achieve obfuscation to some level) if
multiple queries are allowed.

Even with its current limitations, differential privacy works for a common privacy setting with private in-
dividual records and public analysis of aggregates. But there are many scenarios where we do need individual
information, such as for marketing, for employment and credit decisions, for shipping goods, for providing mo-
bile phone service. Appropriate models for privacy in these arenas are still open. For example, there is now
beginning to be good work in obfuscating movement traces with location tracking [12]. But any obfuscation
also relies on some model of expected use to ensure minimal loss of value to the analysis due to the noise added.

4 Transparency

How can a decision-maker trust the results of Big Data analysis? There is a long pipeline, with many steps, in
many of which some technical expert has made decisions that could impact the final result. Furthermore, some
steps may involve manipulations that are just too hard to explain. For example, most deep learning algorithms
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are in this class. There is considerable work on algorithmic explanation [13]. There is certainly a great deal of
work on data provenance [14]. But what we need is not just an explanation of what happened at any one step.
Rather, we need to understand the entire Big Data pipeline. Workflow provenance [15] ideas are a good starting
point, but require considerable extensions to be able to work with the Big Data pipeline.

It may be even more important for an affected individual, than the decision-maker, to trust the results of Big
Data analysis. Difficulties can arise not only because of errors in the algorithms and data processing, but also
because of errors in the source data. An instance of this problem that we have a great deal of experience with, in
the US and several other countries, is the notion of a credit score. An analysis conducted by the US government
itself, indicates that approximately 20% of us have at least one unwarranted negative ’credit affecting’ report on
file [16]. In addition, of course, almost all of us have some negative information on file that we wish were not
there. To address these difficulties, there is a process, cumbersome and bureaucratic though it may be, to try
to correct errors in credit reports. More important, the Fair Credit Reporting Act in the U.S. requires ’lenders’,
very broadly defined, to provide explanations when they deny credit, employment, or other benefits related to
good credit. So lenders, and similar companies, do have systems in place to explain denials, but these systems
leave a great deal to be desired, and are a fertile area for further research.

One additional consideration that can complicate matters is the proprietary nature of many models. If a
company is too transparent, an adversary may find it easier to reverse engineer their model. This gives rise to
the open problem of how to reveal information to customer that they care about without revealing anything (or
at least as little as possible) about the model used.

5 Validity

Far too often today, computer scientists, with the tools to hammer away at Big Data, arrive at conclusions that are
invalid, for a variety of possible reasons. While few statisticians, at least consciously, will make these mistakes,
we see them all the time in our intense desire to get meaning out of Big Data.

A basic problem with much of Big Data analysis is the Streetlight effect [17]. In traditional analysis, data are
collected for the explicit purpose of interest. There is a notion of completeness, or sample representativeness.
With Big Data, most of the data we work with are repurposed – they may have been created for some purpose,
but are used to throw light on some other purpose. For example, tweets have become an important source of
data for many analyses (cf. [18]). Yet, we know that people with Twitter accounts are not representative of the
population, and even among them, the actual tweets may not be representative sample of what they think. (E.g.
I may have a clear preference for a presidential candidate, but may choose not to tweet about it).

Another problem with Big Data is that we often find patterns without understanding why. However, we know
that correlation does not imply causality. What this means is that we can have a small change in the environment
or the system being characterized, and this can be enough to cause any algorithmic deduction to fail. Perhaps
the best known example of this problem is Google Flu [19].

Another potential problem with Big Data is that there often are a very large number of attributes or features
that can be derived. Given enough possibilities, there are likely to be a few features that just happen to be
correlated with the result we are trying to predict. Statisticians know this as the multiple hypothesis testing
problem. Given a finite set of hypotheses, there are statistical techniques to correct for their multiplicity, but
these are not often used by Big Data practitioners. Furthermore, large data sets help to ameliorate this problem
by reducing the probability of chance correlations. But we often do not have a finite set of hypotheses, or at least
not a count of them. The reason is that there are so many different ways in which models can be set up, data
can be prepared, and features can be selected. It is commonplace to perform exploratory data analysis first to
develop hypotheses, which are then tested on the very same data. Furthermore, these hypotheses, or prediction
models, are sometimes iteratively tuned, compounding the difficulty. The consequence is that when we think we
have learned something from Big Data, we actually may or may not have learned something that’s true.
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6 Fairness

People who work with data will often insist that they are just doing what the data tells them: that they are
completely neutral and merely exposing the truths in the data they analyzed. Unfortunately, this is never the
case. Data scientists make a myriad choices when constructing a model, and these choices can reflect unstated
assumptions and unconscious biases even when the data scientist is trying her best to be neutral. Furthermore,
there are additional choices to be made in the data collected, the population sampled, the attributes examined,
and even the way the results are presented. [20]

There have recently been numerous accounts in the press about data-driven discrimination. [22, 23]. As
there is growing recognition of these issues, a small sub-community has developed around issues of algorith-
mic fairness. There is now an annual workshop series on Fairness and Algorithmic Transparency in Machine
Learning [21].

The first question, of course, is how we define fairness. All of us, at one time or another, have complained
about how life is unfair. If algorithms are to be fair, we have to capture this subjective notion as a mathematical
constraint. One simple notion is to require that algorithms not explicitly consider sensitive attributes, such as
race or sex. In fact, there usually are laws preventing such consideration.

However, this notion is far too minimal. Even before we had Big Data, we had the concept of surrogate
attributes used for redlining. When lenders were prevented from discriminating on the grounds of race, they
began to discriminate based on zip code, which could serve as a proxy for race in a segregated society. With Big
Data, similar correlations can become much easier to find, and also much more subtle (for example, involving a
combination of correlates, rather than just one). Even when the algorithm-designer has no desire to discriminate,
the algorithm may learn correlations, and produce discriminatory results [22, 23].

A commonly adopted notion of fairness, at the individual level, is that any two individuals with similar
final outcomes get treated similarly. For example, if we predict something about creditworthiness or employee
performance, that these predictions are not systematically biased for particular values of a sensitive attribute,
such as race.

Individual fairness is hard to measure, and hence hard to guarantee, even though there is good work on
techniques to achieve it (cf. [24]). A much simpler notion of fairness is simply to look at outcomes. In the
selected set, e.g. of people considered creditworthy or employable, is the distribution of values for a sensitive
attribute, such as race, the same as in the population as a whole? This is the notion we have in mind when we use
the term under-represented. The goal of affirmative action is increase the representation of under-represented
groups. Algorithms can be designed to accomplish this, if desired.

The prevalent wisdom today is that fairness is a constraint that imposes a cost on algorithm performance.
Mathematically, this may appear obvious. While this notion of constraint may be true for group fairness, further
thought should make clear that individual fairness should not be a cost: we do want to make the best possible
prediction for each individual, without regard to race, sex, etc. If we find that our algorithm output is consistently
biased for any value of sensitive attribute, then we should be able to improve the algorithm by stratifying the
population based on this sensitive attribute, and separately correcting for the bias in each stratum.

While individual notions of fairness are best dealt with through algorithm design, group notions of fairness
are more difficult to handle purely within a scoring and classification algorithm. It would appear that we can
profit from using set-oriented ideas commonly used in database management.

7 Diversity

Diversity is much lauded for the benefits it provides, in education settings, in work groups, and elsewhere [25].
If diversity is desired, then it can be worked into a dataset, or the algorithm, as a goal [26]. Just as with
fairness, there are many different mathematical definitions of diversity: one has to choose the most appropriate
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one for one’s particular circumstance. Irrespective of the specific definition chosen, we note that diversity is
a group concept: diversity measures apply to a set and not to an individual item. The challenge is that most
algorithms are scoring or labeling individuals, so it is not easy to introduce a desired property of the result set
when determining score or label for an individual. In fact, even the definition of result set is not straightforward:
for university admissions it may be the yearly batch, for a company hiring it may be a moving window over
some period, and so on.

A completely different aspect of diversity to consider is that human decision-makers are usually diverse,
while the same decision-making algorithms may be used widely. Given many independent human decision-
makers, not all will make the same decision. For example, given the same set of candidates, different human
experts will likely differ on the best choice. Also, given the same circumstances, different judges will likely
impose somewhat different sentences for a crime. In contrast, copies of an algorithm will all behave identically.
Understanding and managing this lack of diversity is important. In some cases, such as criminal sentencing,
the greater standardization may even lead to benefits. However, in many situations we may actually prefer
diversity. It is an open research question how to build this diversity into algorithm design. We may be able to
draw inspiration from extensive existing work on diverse result sets for queries.

8 Social Impact

We live in a world that evolves. We need our algorithms to evolve with us. Unfortunately, our algorithms are
trained on Big Data from the past. (We do not have a choice, since we do not have training data from the future).
We use these past data to make decisions about the future. The unstated assumption is that the future will look
like the past. When this is not true, dependence on algorithms can lead to ossification, where the algorithms,
like old curmudgeons, are resisting change. For example, consider a company that puts into place new programs
to make their workplace friendlier to women than it was in the past. Such a company is obviously looking to
change its employee make up, increasing the number of women employees; yet, its Big Data driven employee
success prediction algorithm working on past data, may depress hiring of women by scoring their potential for
success in the old company rather than the one with the new programs in place.

Another aspect of Big Data to consider is that addressing Big Data problems requires big resources. In
many cases, only big companies may be able to afford these resources. In consequence, the benefits of Big
Data may flow only to a few, at the expense of smaller companies and individual citizens. These issues are
not well characterized, but underlie much of the worry that many feel about Big Data [27]. But technological
progress need not result in such concentration of power. For example, technological innovations such as cloud
computing, have made unprecedented computing resources available to all. The field is open for innovation in
this dimension. An initial beginning has been made by efforts such as [28].

9 Conclusions

As we consider humans in the Big Data loop, perhaps the most important dimension of Big Data we must address
is Values. Big Data is a powerful force with huge impacts on society. These impacts can be both good and bad.
We need to work to make sure we get as much of the good with as little of the bad as possible.

Towards this end, I have proposed a code of conduct, with two simple rules:

• Do not surprise. Of course, the result of analysis can be surprising. In fact, we often look for surprises.
But the process itself should not be a surprise. An individual should not be surprised with the manner of
analysis carried out with data about them.

• Own the outcome. As technologists, we cannot have blinders on and disavow responsibility for the data
we manage, the results we produce by analyzing this data, or what others do with our Big Data results.
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We must teach this code of conduct, and the ethical framework to follow it, to every student of Data Science.
To assist the community to do this, I have prepared a modular online course [29] that is available on the web
with a Creative Commons license. I encourage you to use material from it in your classes as appropriate.

We must also initiate a body of research into the responsible use of data, and the technologies that assist us
in such responsible use. A recent workshop [30] has started to develop a community around this topic.

This work was supported in part by the National Science Foundation, under grant IIS-1250880.
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