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Letter from the Editor-in-Chief

More IEEE Computer Society Activities

I have taken a new role as co-chair of the Conferences Advisory Committee within the IEEE Computer Society.
This led me to attend the Society’s meeting in Long Beach, CA in February, and exposed me to the on-going
efforts of the Society to adapt to changing circumstances.

Organizational time, of necessity, moves slowly compared with human time scales. Changing the Computer
Society is, in some sense, like changing widely used software. Bad things happen if change is not done carefully.
So the only news I have to report is that the people in the Computer Society, volunteers and staff, understand
that change is required and a number of options are being considered.

I think there are three primary facets to the current Computer Society situation. (1) Financial: the decline in
publication revenue requires rethinking the Computer Society “business model”. (2) New technology: Mobility,
cloud, social networks, and online activities in general create opportunities for an expanded role. (3) Technical
Reputation: Any changes must preserve the reputation of the Computer Society as a ”brand” synonymous with
technical quality. That limits what can be done but enhances the value of the things that are done.

So the Computer Society is actively seeking a way forward. If you have thoughts on this, I would be very
interested in hearing them. Working together is amazingly effective in such an endeavor.

The Current Issue

How languages “play” with database systems has always been an important issue. We (the database technical
community) optimize queries, and then execute the queries using a database management system. This has not
changed. We build database systems using languages. This has not changed. But.... in a very real sense, almost
everything has changed.

One change is how much we want substantially higher performance for our queries and updates. This quest
for performance has led to major re-architecting of database systems. Elements designed decades ago have been
re-designed to work well on modern multi-core processors, exploiting enormous main memories, and sometimes
using flash disks (SSDs). As performance of the system elements has increased, the fraction of query execution
time that is actually consumed by the query specification/program using the database system has increased
dramatically. This has led the database community to increase their exploitation of compiler technology.

Compiler generation of highly efficient query code is one aspect of the picture. Looking at the division
of work between database system and application suggests that the boundary has some interesting flexibility
that compiler technology might help us exploit. These are just two of the several threads to the work reported
here. Sudarshan has assembled a cross-section of the work in this area, from query code generation to database
system implementation, etc. This area has had a growth spurt that makes it both a very old and a very young
area- characteristic of an area in turmoil, and primed to change the nature of our systems. This is a subject that
really demands careful study and this issue is a great place to start.

David Lomet
Microsoft Corporation



Letter from the Special Issue Editor

When Compilers Meet Databases

Although the worlds of databases and compilers have a long history of interaction, in recent years that have
come together in interesting new ways.

First, there is a resurgence of interest in compiling queries to machine code. This idea actually dates back
to the original System R prototype, but was abandoned early on since it was found to be too cumbersome and
slow. New technologies, such as LLVM, which allow efficient just-in-time generation of optimized machine code
have greatly improved the speed of compilation. Further, CPU is often the bottleneck, not only for main-memory
databases (where it is to be expected, and which are becoming increasingly important), but also for many queries
on disk-based databases. Compilation of queries to machine code can lead to significant performance benefits in
such scenarios. The first two papers in this issue (by Neumann and Leis from TU Munich, and Viglas et al. from
Edinburgh/Microsoft Research) describe key techniques for compiling queries to machine code. The next two
papers (by Freedman et al. from Microsoft and by Wanderman-Milne and Li from Cloudera) describe how the
Hekaton main-memory database engine, and Cloudera’s Impala system compile queries to machine code, and
the very impressive real-world benefits obtained from such compilation.

Second, static analysis and dynamic profiling of programs has been used very successfully, in recent years,
to find bugs and security vulnerabilities and to detect performance problems. The fifth paper in this issue, by
Chaudhuri et al. from Microsoft, describes tools using these techniques to assist database developers.

Third, there has been a lot of interest of late in optimizing database applications by analysis/rewriting of
application programs. Poor performance of database applications is a significant real-world problem even today.
Such problems are often due to programs accessing databases in inefficient ways, for example invoking a large
number of database queries, each returning a small result, where the round-trip delays for each query quickly
add up across multiple queries. Database query optimization cannot solve this problem. Programmers can be
asked to rewrite their code, but that can be cumbersome and error prone. Object-relational mapping systems
such as Hibernate, as well as language-integrated querying systems such as LINQ exacerbate this problem since
they insulate programmers from the plumbing details of database access, making it easier to write applications
that access databases in an inefficient manner.

The key to improving performance in such systems is the automated rewriting of application programs to
improve performance. Such rewrite systems must first analyze the database interactions of the program using
static analysis, and when possible rewrite the program m to improve the database access patterns. Two of the
papers in this issue, by Cheung et al. from MIT/Cornell, and by Ramachandra and Guravannavar from IIT Bom-
bay, describe several different ways to rewrite application programs to optimize database access. Techniques
described in these papers can also potentially be used to optimize accesses to Web services.

Finally, the issue is rounded off by an eloquently written paper by Christoph Koch from EPFL, who argues
that the time has come for (i) building database systems using high-level code, without worrying about efficiency,
and (ii) building optimizing compilers that can generate efficient implementation from such high-level code.
A similar paradigm has been very successful at the level of queries, leading to the dominance of SQL, but
Christoph’s article makes a strong case for applying it even to the task of building database systems.

I enjoyed reading all these articles, and I'm sure so will you.

S. Sudarshan
Indian Institute of Technology, Bombay



Compiling Database Queries into Machine Code

Thomas Neumann, Viktor Leis
Technische Universitit Miinchen
{neumann,leis } @in.tum.de

Abstract

On modern servers the working set of database management systems becomes more and more main
memory resident. Slow disk accesses are largely avoided, and thus the in-memory processing speed of
databases becomes an important factor. One very attractive approach for fast query processing is just-
in-time compilation of incoming queries. By producing machine code at runtime we avoid the overhead
of traditional interpretation systems, and by carefully organizing the code around register usage we
minimize memory traffic and get excellent performance.

In this paper we show how queries can be brought into a form suitable for efficient translation, and
how the underlying code generation can be orchestrated. By carefully abstracting away the necessary
plumbing infrastructure we can build a query compiler that is both maintainable and efficient. The
effectiveness of the approach is demonstrated by the HyPer system, that uses query compilation as its
execution strategy, and that achieves excellent performance.

1 Introduction

Traditionally, database systems process queries by evaluating algebraic expressions. This is typically done using
the iterator model [3], in which each operator produces a stream of tuples on demand. To iterate over this tuple
stream the next function of the operator is called repeatedly. This interface is simple, flexible, easy to implement,
and allows to combine arbitrary operators.

The iterator model worked well in the past, as query processing was dominated by I/O, so the overhead
of the huge number of next calls was negligible. However, with increasing main memory sizes, this situation
has changed. CPU and cache efficiency has become very important for good performance. This development
has lead to changes in the iterator model in some modern systems. One approach is to produce multiple tuples
with each next call instead of just one. While such block-wise processing reduces the interpretation overhead, it
inhibits pipelining as blocks of tuples are always materialized in order to pass them between operators.

A radically different approach is to avoid the iterator model altogether, and to directly compile queries into
machine code. This approach can largely avoid function calls, and can often keep tuples inside CPU registers,
which is very beneficial for performance. However, machine code generation is non-trivial, as the algebraic
query tree of a query can be arbitrarily complex and it is not obvious how to generate efficient code for it. In
this paper we present the compilation strategy of our main-memory database system HyPer [4]. HyPer uses
data-centric compilation to compile relational algebra trees to highly efficient machine code using the LLVM

Copyright 2014 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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initialize memory of X,_p, X.—;, and I';
for each tuple ¢ in R
ifrx=7
materialize ¢ in hash table of x,—,

select *
from R1,R3,
(select R2.z,

count(*) for each tuple 7 in R,
from R2 B _
ifry=3
where  R2.y=3 aggregate ¢ in hash table of [,
group by R2.z) R2

for each tuple # in I,
materialize ¢ in hash table of x,_.
for each tuple 73 in R3
for each match 7, in X —. [t3.c]
for each match 7 in X, [t3.5]
output i ofpot3

where Rl1.x=7
and R1.a=R3.b
and R2.z=R3.c

(a) Example SQL Query (b) Execution Plan (c) Compiled query (pseudo-code)

Figure 1: From SQL to executable code

compiler backend. Section 2 introduces the idea of compiling for data-centric query execution. A more detailed
description of this approach can be found in [10]. Section 3 introduces a number of building blocks that are used
in the query compiler. We evaluate our approach in Section 4. Finally, after discussing related work in Section 5,
we conclude in Section 6.

2 Compiling for Data-Centric Query Execution

In most database systems query execution is driven by the algebraic operators that represent the query: The
code is organized per-operator, and for each tuple the control flow passes from one operator to the other. The
HyPer query engine takes a data-centric point of view: Instead of passing data between operators, the goal is to
maximize data locality by keeping attributes in CPU registers as long as possible. To achieve this, we break a
query into pipeline fragments, as shown in the execution plan in Figure 1b for the SQL query in Figure 1a. Within
each pipeline, a tuple is first loaded from materialized state into the CPU, then passed through all operators that
can work on it directly, and finally materialized into the next pipeline breaker. The source operator could be,
for example, a table scan that loads the tuples from persistent storage or main memory. Typical intermediate
operators that do not materialize are selections or the probe side of an in-memory hash join. These operators
perform their work, and potentially filter out tuples, but they do not write to memory. At the end of each pipeline
is a pipeline breaker, for example the build side of a hash side that materializes the tuple. The goal of this
approach is to access memory as rarely as possible, because memory accesses are expensive. In fact, in a main-
memory database system that nearly never accesses disk, we can consider memory as “the new disk”, and want
to avoid accessing it as much as possible.

Before execution queries are first processed as usual. After being parsed, the query is translated into an
algebra expression, which is then optimized. Since HyPer uses a traditional cost-based query optimizer, our
execution strategy does not require fundamental changes to query optimization. Only the cost model needs
to be adjusted, mainly by tweaking the appropriate constants. However, instead of translating this expression
into physical algebra that is executed (or interpreted), HyPer compiles the algebra expression into an imperative
program.



X .produce():
x.left.produce()
M.right.produce()
X .consume(a,s):
if (s==xleft)
print “materialize tuple in hash table”
else
print “for each match in hashtable[” +a.joinattr+]”
X.parent.consume(a+new attributes)

scan.produce():
print “for each tuple in relation”
scan.parent.consume(attributes,scan)
o.produce:
o.input.produce()
o.consume(a,s):
print “if ”+0o.condition
o .parent.consume(attr,c)

Figure 2: A simple translation scheme to illustrate the produce/consume interaction

For the actual execution, we compile each pipeline fragment into one code fragment, as indicated by the
matching colors in the execution plan and the pseudo code in Figure 1c. Within each fragment the attributes
of the current tuple can be kept in registers, and therefore do not need to be materialized or passed explicitly
between the operators. The code for each pipeline stage generally consists of one outer loop that iterates over
the input data, before the tuples are further processed within the loop body. To generate such code we must
reverse the data flow: Instead of pulling tuples from the input operators as in the iterator model, we push tuples
towards consuming operators. This process starts by the source operator (e.g., table scan) pushing tuples towards
their consuming operator, which continues pushing until the next pipeline breaker is reached. This means that
data is always pushed from one pipeline breaker into another. As a result, unnecessary tuple materialization and
memory traffic is avoided.

The algebraic operator model is very useful for reasoning about queries during query optimization, but does
not mirror how queries are executed at runtime in our model. For example, the three lines in the first (red) code
fragment of Figure lc belong to the table scan R, the selection .x = 7, and the hash join x,_, respectively.
Nevertheless, our query compiler operates on an operator tree, which was produced by the query optimizer, and
transforms the operator tree into executable code. Conceptually, each operator offers a unified interface that
is quite different from the iterator model but almost as simple: It can produce tuples on demand, and it can
consume incoming tuples from a child operator. This conceptual interface allows to generate data-centric code,
while keeping the composability of the algebraic operator model. Note, however, that this interface is only a
concept used during code generation — it does not exist at runtime. That is, these functions are used to generate
the appropriate code for producing and consuming tuples, but they are not called at runtime.

The interface consists of two functions, which are implemented by each operator:

e produce()
e consume(attributes,source)

Logically, the produce function asks the operator to produce its result tuples, and to push them towards
the consuming operator by calling its consume function. Another way to look at this interface is in terms of
query compilation: produce can be interpreted as generating code that computes the result tuples of an operator,
and consume generates code for processing one tuple. The code generation model is illustrated in Figure 2,
which shows a simplified implementation of the table scan, selection, and hash join operators. One can convince
oneself that calling the produce function on the root of the operator tree shown in Figure 1b will produce exactly
the pseudo-code shown in Figure 1c. It is a bit unusual to have code (here: produce/consume) that generates
other code (here: the pseudo-code of the operators). But this is always the case when compiling queries into
machine code. The challenge is to make this code generation as painless as possible, without sacrificing the
performance of the generated code.



class Value {
// SQL type
SQL data type LLVM data types Typex type;

integer value: int32, null: intl // value
1lvm: :Valuex value;

decimal(18,2) not null | value: int64 . /) length (optional)
real value: float64, null: intl 1lvm: :Valuex length;
varchar(60) value: int8*, length: int32, null: intl // NULL indicator (if any)

llvm::Value*x null;

(a) Mapping of SQL data types to low-level data types }

(b) Typed value class

Figure 3: Data type representation

3 Building Blocks

Generating machine code is a very complex task. Fortunately it can be made tractable by using abstraction layers
and modularization. A great strength of a compilation-based approach is that with some care these abstraction
layers cause nearly no overhead, as they are compile-time abstractions and not runtime abstractions.

On the lowest layer the database needs a mechanism to generate machine code for the target machine. Writ-
ing machine code generators by hand is tedious, error prone, and not portable. Therefore, it is highly beneficial
to use a compiler backend like LLVM [7] or C-- [11]. In principle even a regular programming language like C
can be used as intermediate step for generating code, but such an approach often comes with high compilation
times. The HyPer system uses LLVM as backend, which is widely used (e.g., by the Clang C/C++ compiler), and
supports most popular hardware platforms (e.g., x86, ARM, PowerPC). We found it to be mature and efficient.

But while a compiler backend allows for generating “raw” machine code, additional abstraction layers are
very helpful to simplify mapping SQL queries into machine code. The most important ones are a typed value
system, high-level control flow logic, and tuple storage. In the following, we will look at these layers individu-
ally.

3.1 LLVM API

The LLVM assembly language can be considered a machine language for an abstract machine — similar to the
Java bytecode being the language of the Java Virtual Machine (JVM). However, it is more low-level than the Java
bytecode as it closely matches commonly used CPUs. Nevertheless, it abstracts away many of the idiosyncratic
features of real CPUs, and offers a clean and well-defined interface.

To generate instructions, LLVM offers a convenient C++ APIL. HyPer is written in C++ and can therefore
directly use this API. The code to generate an integer addition, for example, is as follows:

llvm: :Valuex result=codegen->CreateAdd(a,b);

The variables a, b, and result, which have type 11vm: : Value~*, are compile-time handles to registers. In
contrast to registers in real machines, the LLVM abstract machine has an unbounded number of registers with
symbolic names; these are mapped to real CPU registers by the platform-specific LLVM backends. This low-
level interface is close to the hardware, but for most steps of the query compilation process we prefer a richer
interface that exposes high-level functionality.

3.2 Typed Values

SQL defines a number of data types, which must be mapped to the low-level LLVM data types. Figure 3a shows
this mapping for some common data types. A null-able integer value, for example, is represented using two



types, a 1-bit integer (int 1), which indicates if the value is null, and a 32-bit integer (1nt 32), which stores the
actual value. Of course, data types that are declared as not null do not require the additional null indicator,
but only store the value, as shown in the decimal (18,2) not null example. This is possible because
null checks are “compiled away” when the schema allows this.

Since SQL data types are generally represented using multiple LLVM values, it may seem natural to combine
them in a single structure (record) in the generated code. However, this would lead to lower performance,
because of additional pointer traversals to access the values in the structure. To keep as many values as possible
in registers, we therefore combine the values only at compile time in the Value class. The class is shown in
Figure 3b and represents a typed SQL value, which consists of its SQL type (type field) and one or more
LLVM registers (of type 11vm: : Valuex). The null field is not used if the data type is not null, and the
length field is only used for variable length data like strings. Using this compile-time abstraction, an SQL
value can be treated as an entity in the compiler, while still allowing to generate code that is as fast as possible.

SQL operators and functions are member functions of the Value class. For operators like + or * different
code must be generated depending on the SQL type (e.g., different instructions are used for integer and
real). The Value class also handles SQL’s null semantics, type coercion (e.g., multiplication of integer
and real), and provides additional functionality like hashing which is used internally. As a consequence, the
implementation of relational operators can use this high-level interface to transparently operate on values with
SQL data types instead of generating data type specific code.

Users of database systems rightly expect the result of queries to be mathematically correct. It is therefore not
sufficient to simply map integer addition to the underlying machine instruction. It is also necessary to check for
overflow, which is usually provided by the CPU as a side effect of the operation (e.g., carry flag). LLVM offers
access to these flags, which we check after each operation that can fail. Note that in pure C there is no way to
access these flags, so checking for overflows would have been more expensive if we had used C as a backend.

3.3 Control Flow

For control flow, the LLVM assembly language only provides conditional and unconditional branches. Further-
more, LLVM requires that the code has Static Single Assignment (SSA) form, i.e., each register can only be
assigned once. SSA is a common program representation of optimizing compilers. While SSA form simplifies
the implementation of LLVM, it can make the query compiler code quite intricate. We therefore introduce a
number of easy-to-use high-level control flow constructs.

Figure 4a shows an example C program that contains two if statements and a do-while loop over the index
variable. The LLVM representation of this program is shown in Figure 4b and consists of conditional branches
between labeled code blocks, which are called basic blocks. As mentioned before, LLVM does not allow to
change a register after it has been initialized, therefore it is not possible to simply assign a new value to the
index register at each iteration step. Instead, a phi construct is used in the first line after the 1oop label.
Using phi, a register can take different values depending on the preceding basic block. In our example, the
index register gets the value O if the previous basic block was body, or the value next Index if the previous
basic block was cont. It should be obvious that creating all these building blocks, branches, and phi nodes
is quite tedious and requires a significant amount of code if done manually (for the example about 20 lines are
needed).

The high-level If and FastLoop constructs allow to generate the control flow graph in Figure 4b much
more easily:

llvm::Value* initialCond=codegen->CreateICmpNE (codegen.const64(0),limit);

1
2 FastLoop loopIndex(codegen,"",initialCond, {{codegen.const64(0),"index"}});
3

4 llvm: :Valuex index=loopIndex.getLoopVar (0);

5 {

6 If checkSeven (codegen,codegen->CreateICmpEQ (index, codegen.const64(7)));



body:
%0 = icmp ne 164 0, %limit
br il %0, label %loop, label %loopDone

/ T F
loop:

. ) %index = phi i64 [ 0, %body ], [ %nextIndex, %cont ]
uint64_t index=0; %1 = icmp eq i64 %index, 7

if (index!'=limit) do { bril %1, label %then, label %else

if (index==7) { T F \\\

// do this
} else { then: else:
) // do that br label %cont br label %cont
index++; \\\\\ A////

cont:

%nextIndex = add 164 %index, 1

%2 = icmp ne i64 %nextIndex, %limit
br il %2, label %loop, label %loopDone

} while (index!=limit);

(a) Example C code
T F —\\\\\\
loopDone:
(b) LLVM control flow graph for (a)
Figure 4: Control flow example
7 // do this
8 checkSeven.elseBlock () ;
9 // do that

10 }

11 1lvm: :Value* nextIndex=codegen->CreateAdd (index, codegen.const64(1l));

12 loopIndex.loopDone (codegen—>CreateICmpNE (nextIndex, limit), {nextIndex});
13}

The If class generates control flow code for an if-then-else construct. The code after the constructor (line 6)
is only executed if the condition is true. The (optional) else block starts after el seBlock has been called.
The construct is terminated automatically in the destructor, which is called automatically if checkSeven goes
out of scope (line 10). The FastLoop class generates an if-do-while style control flow and supports multiple
iteration variables, which can be accessed using get LoopVar. FastLoop is very flexible and can be used for
many loop patterns — without the need to create basic blocks, branches, and phi nodes manually.

It is important to note that this example code looks similar to the C code in Figure 4a. This simplifies
the implementation considerably, as it allows to directly think in terms of the code one wants to generates, as
opposed to low-level constructs like basic blocks and phi nodes. Of course, FastLoop and If are compose-
able and can be nested arbitrarily. In our experience, programmers new to the HyPer code base can easily pick
up these constructs by example, without necessarily understanding LLVM in detail.

3.4 Tuple Abstraction

As mentioned in the introduction, we strive to keep attributes in registers if possible. Therefore, in our generated
runtime code there are no tuples; we directly operate on registers storing attributes. However, since relational
operators often operate tuple-at-a time, it is often convenient to materialize and dematerialize a set of attributes
— in effect treating them as a tuple.

Depending on the use case we offer two storage formats for materialization. The CompactStorage
format saves space by storing data compactly, e.g., if an integer is equal to null (at runtime) only a single bit



is used. As a consequence, tuples with the same type may have different sizes depending on their runtime
values. This can be undesirable when an attribute is updated. Therefore, we provide another storage format,
UpdateableStorage, which always reserves the maximum amount of space for each attribute. E.g., for a
null-able integer, both the 1-bit null indicator and the 32-bit value are always stored. Both formats automatically
compute the correct layout for alignment purposes and fast access.

Having such an abstraction greatly simplifies the implementation of higher-level operators like hash-joins,
as these can now read and store complex tuples using one line of code. Internally the tuple materialization code
is surprisingly complex due to the one-to-many mapping of SQL data types to LLVM values, and the different
sizes and alignment restrictions of different data types. Writing this every time for every materializing operator
is therefore not an option. In general it is highly advisable to use as many abstractions as possible, as these, by
being only compile time abstractions, cause no runtime costs.

3.5 Operators

With the help of these building blocks, HyPer implements all operators required by SQL-92 including the join,
aggregation, sort, and the set operators. For pragmatic reasons and to reduce compilation times, some operators
are partially implemented in C++. We take care to generate query specific code, however, if the following two
conditions hold: The code is (1) performance critical and (2) query specific. For example, the hash join code is
mostly generated as it fulfills both criteria. However, spilling to disk during a join is so slow that this code can
be implemented in C++. But even some performance critical algorithms like sorting are implemented in C++, as
they are not really query specific. For sorting we only generate the comparison function that is used within the
C++ sorting algorithm. Such an interaction between LLVM and C++ code is very easy, because both operate on
the same data structures (in the same process) and can call each other without performance penalty.

4 Evaluation

To compare our data-centric compilation scheme with other approaches, we additionally implemented block-
wise processing, and the iterator model (both compiled and interpreted). All models operated on exactly the
same data structures and storage layout (column-wise storage). We used the following simple query as a mi-
crobenchmark:

select count (*) from R where a>0 and b>0 and c>0

By varying the number of filter conditions, which always evaluate to true, we obtain the following execution
times (in ms):

0 1 2 3
data-centric compilation 0.001  5.199 7.037 18.753
iterator model - compiled 3.283 16.009 28.185 40.475
iterator model - interpreted | 3.279 30.317 58.701 90.299
block processing - compiled | 10.97 13.129 20.001 26.292

Clearly, the interpreted iterator model is not competitive with compilation due to a huge number of function
calls and bad locality. The compiled iterator model and block-wise processing have much better performance,
but are still slower than the data-centric code. In these numbers we also see that the LLVM backend itself is an
optimizing compiler: If the query has no predicate at all, the LLVM compiler transforms the “scan and add 1 for
each tuple” code into “add up data chunk sizes”, which is much faster, of course.

Figure 5 shows the results of another experiment where we executed the first 7 TPC-H queries on scale factor
100 (the results for the remaining 15 queries are qualitatively similar). Since this paper is about compilation,



HyPer Vectorwise

TPC-H # compile executed code generated time in generated runtime runtime

1 13ms 5.6KB 42% 98% 9.0s 33.4s

2 37ms 10.9KB 58% 86% 2.4s 2.7s

3 15ms 6.6KB 36% 89% 27.5s 25.6s

4 12ms 6.2KB 33% 93% 21.6s 22.4s

5 23ms 8.1KB 42% 86% 31.4s 29.7s

6 Sms 1.1KB 82% 96% 5.5s 7.1s

7 31ms 9.4KB 51% 88% 23.8s 28.2s

geo. mean (all 22) 19ms 6.8KB 47% 81% 16.2s 21.5s

Figure 5: TPC-H results

we used single-threaded execution to measure code quality instead of scalability. As far as code generation is
concerned, intra-query parallelism is largely orthogonal, because all threads execute the same, synchronized
code. For HyPer, we show the execution and compilation times, the size of the machine code, the fraction of
the machine code that was generated at runtime using LLVM, and the fraction of time spent in the generated
code. For comparison, we also measured the execution times of the official TPC-H leader Vectorwise, which
uses block-wise processing. The execution time of HyPer for query 1, which consists of a fast aggregation of a
single table, is 3.7x faster than Vectorwise. The majority of the queries spent most time processing joins, so the
performance of both systems is similar, though HyPer is usually faster.

Although some of the TPC-H queries are quite complex, the compilation times remain quite low (cf. column
“compile”). In fact they are below the human perception threshold, so that users do not perceive any delay for
ad hoc queries. Compiling C code, in contrast, takes seconds [10] and would cause an unnecessary perceptible
delay. Note that we generate very compact code; the total size of all code executed by each query (cf. column
“executed code”) is significantly smaller than the instruction cache of modern CPUs (e.g., 32KB for Intel) — in
contrast to traditional systems, where instruction cache misses can be a problem [14]. On average about half
of the executed code is generated using LLVM (cf. column “generated”), the rest is pre-compiled C++ code
fragments, which are being called from the generated code. However, most of the performance critical code
paths are generated. In particular, this includes all data type specific code. Therefore, on average more than 80%
of the executed CPU cycles are in the generated code (cf. column “time in generated”).

5 Related Work

For query evaluation, most traditional disk-based database systems use the iterator model, which was proposed
by Lorie [8] and popularized by Graefe [3]. However, if most or all of the data is in main memory, the inter-
pretation overhead of the iterator model often becomes significant. Therefore, a number of approaches have
been proposed to improve performance. The MonetDB system [9] materializes all intermediate results, which
eliminates interpretation overhead at the cost of loosing pipelining completely. MonetDB/X100 [1], which was
commercialized as Vectorwise, passes chunks of data (vectors) between operators, which amortizes the operator
switching overhead. A detailed study that compares vectorized execution with compilation can be found in [13].

Another approach is to compile queries before execution. One early approach compiled queries to Java
bytecode [12], which can be executed using the Java virtual machine. The HIQUE system compiles queries
to C using code templates [6]. In this approach the operator boundaries are clearly visible in the resulting
code. Hekaton [2], Microsoft SQL Servers’s main-memory OLTP engine, compiles stored procedure into native
machine code using C as an intermediate language. The compiler interface mimics the iterator model and
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collapses a query plan into a single function that consists of labels and branches between them. In our HyPer
system we generate data-centric LLVM code using the produce/consume model [10]. In this paper we show that
in a compilation-based system abstraction does not need to incur a performance penalty, as these abstractions
can be compiled away; this has also been observed by Koch [5].

6 Conclusions

We have presented how to compile code for data-centric query execution. Using the produce/consume model
and the LLVM compiler backend, our HyPer systems compiles SQL queries to very efficient machine code. Ad-
ditionally, we introduced a number of compile-time abstractions that simplify our query compiler by abstracting
away many of the low-level details involved in code generation. As a result, our query compiler is maintainable
and generates very efficient code.

References

[1] P. A. Boncz, S. Manegold, and M. L. Kersten. Database architecture evolution: Mammals flourished long
before dinosaurs became extinct. PVLDB, 2(2):1648-1653, 2009.

[2] C. Diaconu, C. Freedman, E. Ismert, P.-A. Larson, P. Mittal, R. Stonecipher, N. Verma, and M. Zwilling.
Hekaton: Sql server’s memory-optimized oltp engine. In SIGMOD Conference, pages 1243-1254, 2013.

[3] G. Graefe. Query evaluation techniques for large databases. ACM Comput. Surv., 25(2):73-170, 1993.

[4] A. Kemper and T. Neumann. HyPer: A hybrid OLTP&OLAP main memory database system based on
virtual memory snapshots. In /CDE, pages 195-206, 2011.

[5] C. Koch. Abstraction without regret in data management systems. In CIDR, 2013.

[6] K. Krikellas, S. Viglas, and M. Cintra. Generating code for holistic query evaluation. In ICDE, pages
613-624, 2010.

[7] C. Lattner and V. S. Adve. LLVM: A compilation framework for lifelong program analysis & transfor-
mation. In ACM International Symposium on Code Generation and Optimization (CGO), pages 75-88,
2004.

[8] R. A. Lorie. XRM - an extended (n-ary) relational memory. IBM Research Report, G320-2096, 1974.

[9] S. Manegold, P. A. Boncz, and M. L. Kersten. Optimizing database architecture for the new bottleneck:
memory access. VLDB J., 9(3):231-246, 2000.

[10] T. Neumann. Efficiently compiling efficient query plans for modern hardware. PVLDB, 4:539-550, 2011.

[11] N. Ramsey and S. L. P. Jones. A single intermediate language that supports multiple implementations of
exceptions. In PLDI, pages 285-298, 2000.

[12] J. Rao, H. Pirahesh, C. Mohan, and G. M. Lohman. Compiled query execution engine using JVM. In
ICDE, page 23, 2006.

[13] J. Sompolski, M. Zukowski, and P. A. Boncz. Vectorization vs. compilation in query execution. In DaMoN,
pages 33-40, 2011.

[14] P. Toziin, B. Gold, and A. Ailamaki. OLTP in wonderland: where do cache misses come from in major
OLTP components? In DaMoN, 2013.

11



Processing Declarative Queries Through
Generating Imperative Code in Managed Runtimes

Stratis D. Viglas Gavin Bierman Fabian Nagel
School of Informatics Microsoft Research School of Informatics
University of Edinburgh, UK Cambridge, UK University of Edinburgh, UK
sviglas@inf.ed.ac.uk gmb@microsoft.com F.0.Nagel@sms.ed.ac.uk
Abstract

The falling price of main memory has led to the development and growth of in-memory databases. At the
same time, language-integrated query has picked up significant traction and has emerged as a generic,
safe method of combining programming languages with databases with considerable software engineer-
ing benefits. Our perspective on language-integrated query is that it combines the runtime of a program-
ming language with that of a database system. This leads to the question of how to tightly integrate these
two runtimes into one single framework. Our proposal is to apply code generation techniques that have
recently been developed for general query processing. The idea is that instead of compiling quereies
to query plans, which are then interpreted, the system generates customized native code that is then
compiled and executed by the query engine. This is a form of just-in-time compilation. We argue in this
paper that these techniques are well-suited to integrating the runtime of a programming language with
that of a database system. We present the results of early work in this fresh research area. We showcase
the opportunities of this approach and highlight interesting research problems that arise.

1 Introduction

Consider the architecture of a typical multi-tier application. The developer primarily decides on application
logic: the data structures and algorithms to implement the core functionality. The data persistence layers of
the application typically utilize a relational database system that has been optimized for secondary storage. It
is accessed through its own query language (likely some variant of SQL) through bindings from the host pro-
gramming language. The developer therefore has to deal with two different data models: (a) the application
data model, which captures the data structures, algorithms, use-cases, and semantics of the application; and
(b) the persistent data model, which captures the representation of data on secondary storage. An intermediate
layer bridges the two data models and undertakes the cumbersome task of automating as much as possible of
the translation between the two. The intermediate layer usually manifests as an API between the application
programming language that accepts SQL strings as input; propagates them to the relational database for process-
ing; retrieves the results; and pushes them back to the application for local processing. This clear separation of
responsibility, functional as it may be, is potentially suboptimal in the context of the contemporary computing
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environment. Just-in-time query compilation into native code aims to resolve this suboptimality. In this paper
we examine the premises of this approach, showcase current work, and present opportunities for further work.

Our motivation stems from the observation that over the last few years we have been experiencing a slow
but steady paradigm shift in the data management environment. The first factor contributing to this shift has
been the continued reduction in price of main memory. This led to the working set of many data management
applications fitting entirely into memory, and, hence, the development of in-memory databases (IMDBs). The
development of IMDBs has addressed the efficiency problems of query processing over memory-resident data, as
opposed to their on-disk counterparts. Work in this area has involved the development of new storage schemes
(e.g., column stores); new algorithms; and new database kernels that are optimized for main-memory 1/0 (e.g.,
MonetDB). All these state-of-the-art solutions still make a key assumption: SQL is the entry point to the system.

The second factor contributing to the paradigm shift is the ever-tighter integration between SQL and the query
specification mechanisms of host programming languages. As mentioned earlier, the mismatch between applica-
tion data models and the relational model makes the mapping between the two cumbersome. The preprocessor-
based approaches, e.g., embedded SQL, substitute preprocessor macros with library calls and perform data type
marshalling between the two runtimes; whereas library-based approaches are only slightly less intrusive by es-
chewing the preproccesor burden and having a tighter interface between SQL and platform types. But queries
are still expressed in SQL and the library only undertakes type translation. Language-integrated query [10] is a
relatively new class of techniques that rectifies this situation by enabling queries to be expressed using constructs
of the host programming language. Developers have a uniform mechanism to pose queries over a disparate array
of sources like web services, spreadsheets, and, of course, relational databases. The language-integrated query
mechanism translates the query expressed in the host programming language to a format the source provider
can process (e.g., SQL if the provider is a relational database), transmits the query to the provider, retrieves the
results, and converts them to host programming language types. This method feels more natural to the devel-
oper and is less error-prone. It does not solve, however, the fundamental problem of data being represented and
potentially stored in two different runtimes: the host programming language and a remote source—a relational
database in the majority of cases and the ones we focus on in this work.

We argue that in integrating querying between managed runtimes and in-memory database systems the best
option is to blur the line between programming language and database system implementations, while, at the
same time, borrowing ideas from compiler technology. Our stance is to internally fuse the two runtimes as much
as possible so host-language information is propagated to the query engine; and database-friendly memory
layouts and algorithms are used to implement the querying functionality. In what follows we will present the
background for this line of research more extensively, including a brief overview of the current state-of-the-art
(Section 2). We will then move on to exposing the synergy between the two runtimes (Section 3). We will
present how the runtimes can be better integrated and showcase the open research directions in the area with an
eye towards technologies to come (Section 4) before finally concluding our discussion (Section 5).

2 Background

Query processing has always involved striking a fine balance between the declarative and the procedural: man-
aging the expressive power of a declarative language like SQL and mapping it to efficient and 