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Letter from the Editor-in-Chief

Bulletin Editors

I told you in the March issue about prior editors who were retiring. Let me now take this opportunity to introduce
our new editors, whose information now appears on the inside cover of this June Bulletin issue. The new editors,
in alphabetic order are (1) Peter Boncz of CWI in the Netherlands, Brian Cooper of Yahoo! in California,
Mohamed Mokbel of the University of Minnesota, and Wang-Chiew Tan of IBM in California. As is always the
case I strive to find editors who are leading researchers whose collective interests and expertise span areas of
current interest to the database community. I am confident that the new editors will continue to bring the latest
research and technology issues, trends, and successes, whether from academic or industrial organizations, to
Bulletin readers. It is a pleasure to once again find terrific researchers who are willing to take on this task, and I
look forward to working with them over the next two years.

TCDE Chair Election

There is a separate letter on page two of this issue calling for nominations for the position of TCDE Chair. In
the past, participation has been low. I would urge you, however, to give some thought to whom you would like
to see in this position, and let us know by nominating him or her. This can be done by an email to any of the
nominating committee members.

The Current Issue

Spatial and spatio-temporal databases have become increasingly important as a research topic. This is in no
small part due to the commercial opportunity in providing services to people based on where they are and, e.g.,
the time of day. Thus there has been a flurry of commercial activity in this area. This interest has been sufficient
so that there is now a SIGSPATIAL group within the ACM that is sponsoring its own SIGSPATIAL conference.
We are fortunate in having the Co-PC chair of this year’s SIGSPATIAL conference, Mohamed Mokbel, as a
Bulletin editor. Mohamed has assembled the current issue, exploiting his well-informed knowledge of what is
happening in this area and who is doing it. The result is an issue that encompasses a broad cross section of the
research and industrial activity in this area. I am sure you will be well rewarded in reading this issue. Perhaps it
will convince you to also pursue this as a research area yourself.

I want to thank Mohamed for his efforts in assembling the issue. It contains work from both academic and
industrial people, continuing a Bulletin strength in describing technology to our readers from across the entire
technology community. Additional thanks are due Mohamed for his willingness to immediately take on an issue
upon his being appointed as editor.

David Lomet
Microsoft Corporation



Letter Calling for TCDE Chair Nominations

Calling for TCDE Chair Nominations

The Chair of the IEEE Computer Society Technical Committee on Data Engineering (TCDE) is elected for a
two-year period. The current Chair, Paul Larson, is unavailable to be a candidate. A Nominating Committee
for electing a new chair for the period 2011-2012 consisting of Calton Pu, David Lomet and Erich Neuhold has
been formed. The Nominating Committee invites nominations for the position of Chair from all members of the
TCDE. To submit a nomination, please contact any member of the Nominating Committee before August 25,
2006.
More information about TCDE can be found at
http://tab.computer.org/tcde/index.html.
Information about TC elections can be found at
http://www.computer.org/tab/hnbk/electionprocedures.htm.

Erich Neuhold, Calton Pu, David Lomet
TCDE Nominating Committee



Letter from the Special Issue Editor

Spatial and spatio-temporal databases provide backbone support for a set of widely used applications including
geographic information systems, location-based services, moving objects databases, transportation, and emer-
gency services. This special issue includes ten articles geared towards new frontiers of spatial and spatio-
temporal databases.

The first article by Sankaranarayanan and Samet presents a paradigm shift in querying road networks where
they strongly advocate for storing road networks in relational databases, as opposed to the widely used graph data
structure. The article introduces a new data structure, called road network oracle, that resides in a database and
enables the processing of many operations on road networks with just the aid of relational operators. Doing so
also takes advantage of the power of SQL queries along with the database query optimizers. The second article
by Jensen et al. presents one of the first attempts to efficiently track moving objects in indoor environments. In
contrast to the commonly used outdoor environments, indoor environments suffer from inaccurate positioning
and complex topologies.

The third article by Wolfson and Xu describes very interesting applications, research issues, and approaches
related to applying spatio-temporal databases in urban transportation, from trip planning and navigation, to ab-
straction of concepts from spatio-temporal sensor data, mobile peer-to-peer environments, and social networks.
The fourth article by Zhou et al. presents the application of spatio-temporal databases in emergency situations.
More specifically, the article presents an efficient approach for evacuation planning in case of natural disasters
or terrorist attacks. Getting a lot of media attention (e.g., Fox TV News), this article presents one of the very
unique applications of spatio-temporal databases.

The following two articles address the use of spatio-temporal data in social networks. Banaei-Kashani et
al. present GeoSIM (Geospatial Social Image Mapping), a system that enables a group of users with camera-
equipped mobile phones to participate in a collaborative collection of urban texture information. GeoSIM has
the ability to enable inexpensive, scalable, and high resolution data collection of urban texture mapping. Zheng
et al. introduce GeoLife, a social networking service which aims to understand and mine trajectories, locations,
and users. GeoLife also aims to share life experience among its users based on their GPS trajectories and provide
personalized friend, travel, and location recommendations to its users.

The seventh article by Nguyen-Dinh et al. gives a very thorough survey of a large number of spatio-temporal
access methods, widely used to support the various spatio-temporal applications discussed in this issue. This
survey focuses on access methods developed since 2003, where an earlier version of the survey covering access
methods up to 2003 was published in this bulletin on June 2003. The eighth article by Giiting et al. presents
the SECONDO extensible database system into which a lot of moving object technology has been built already.
SECONDO is one of the unique open-source systems built in academia that allows researchers to implement their
new techniques in moving object databases within a system context and to make them available for practical use
by other researchers. SECONDO has the ability to transform research in spatio-temporal databases into a new
frontier where system-oriented research can take place, which would have significant impact on industry.

The issue is then concluded by two industrial articles from IBM and Microsoft that discuss supporting
spatio-temporal data streams using IBM System S and Microsoft StreamlInsight, respectively. Both articles
present the first industrial attempts to support spatio-temporal data streams. Biem et al. utilize IBM System S
to support real-time traffic information management in the city of Stockholm where large volumes of GPS data
are collected and processed online. Ali ef al. discusse the native support of spatio-temporal streams in Microsoft
StreamlInsight along with the ongoing effort at Microsoft SQL Server to bring together the temporal aspect of
StreamlInsight and the spatial support of the SQL Server Spatial library.

Mohamed F. Mokbel

Department of Computer Science and Engineering,
University of Minnesota

Minneapolis, MN, USA



Roads Belong in Databases

Jagan Sankaranarayanan Hanan Samet
Center for Automation Research
Institute for Advanced Computer Studies
Department of Computer Science

University of Maryland, College Park, MD 20742
{jagan, hjs}Qcs.umd.edu

Abstract

The popularity of location-based services and the need to perform real-time processing on them has
led to an interest in queries on road networks, such as finding shortest paths and finding nearest neigh-
bors. The challenge here is that the efficient execution of operations usually involves the computation of
distance along a spatial network instead of “as the crow flies,” which is not simple. This requires the
precomputation of the shortest paths and network distance between every pair of points (i.e., vertices)
with as little space as possible rather than having to store the n? shortest paths and distances between
all pairs. This problem is related to a ‘holy grail’ problem in databases of how to incorporate road
networks into relational databases. A data structure called a road network oracle is introduced that
resides in a database and enables the processing of many operations on road networks with just the aid
of relational operators. Two implementations of road network oracles are presented.

1 Introduction

The growing popularity of online mapping services such as Google Maps, Microsoft Bing, and Yahoo! maps has
led to an interest in responding to queries in real time, such as finding shortest routes between locations along a
spatial network as well as finding nearest objects from a set S (e.g., gas stations, markets, and restaurants) where
the distance is measured along the shortest path in the network. Elements of .S are usually constrained to lie on
the network or at the minimum to be easily accessible from the network. The online nature of these services
means that responses must be generated in real time. The challenge in performing queries on road networks is
that operations involve the computation of distance along a spatial network (i.e., network distance) instead of
“as the crow flies,” which is not simple.

Operations on road networks [3, 4, 12,22, 13, 14, 16, 18, 17, 15, 19, 21, 20] are expensive because computing
distances between two objects (e.g., postal addresses) on the road network requires the invocation of a shortest
path algorithm [5, 8, 11, 24, 1, 6]. A popular shortest path algorithm is Dijkstra’s algorithm [5], which if
invoked between a source vertex ¢ and a destination vertex v, ends up visiting every vertex that is closer to
q via the shortest path from ¢ than v.In particular, it is not uncommon for Dijkstra’s algorithm to visit a very
large number of the vertices of the network in the process of finding the shortest path between vertices that are

Copyright 2010 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.

Bulletin of the IEEE Computer Society Technical Committee on Data Engineering




(@) (b) (c)
Figure 1: (a) Map of Silver Spring, MD where the highlighted vertices are those visited by Dijkstra’s algorithm
in determining the shortest path from X to V, (b) partition into regions r; such that the shortest path from X to
a vertex in r; passes through the same vertex among the six vertices adjacent to X (i.e., the shortest-path map of
X), and (c) leaf blocks in the shortest-path quadtree for the regions of the same partition.

reasonably far from each other in terms of network hops. For example, Figure ??(a) shows the vertices that
would be visited when finding the shortest path from the vertex marked by X to the vertex marked by V in a
spatial network corresponding to Silver Spring, MD. Here we see that in the process of obtaining the shortest
path from X to V of length 75 edges, 75.4% of the vertices in the network are visited (i.e., 3,191 out of a total of
4,233 vertices).

Methods such as the fransit node routing of Bast et al. [1] and the landmark approach of Goldberg and
Harrelson [8] as well as [6] can significantly speedup shortest path computations on large road networks, up to
several orders of magnitude compared to Dijkstra’s algorithm. In spite of these newer approaches being much
faster than Dijkstra’s algorithm, they still involve searches on graphs during runtime. That is, when the user is
waiting for an answer, network distance computation still involves searching a graph space denoted by the road
network for a shortest path so that network distances can be obtained. Such a model for performing operations on
road networks is unsuitable for building a real-time large scale system because of the computational complexity
of computing network distances in road networks.

Therefore, it is not surprising that web services allow users to compute shortest paths, but if presented with
any task that is a bit more complicated (such as finding k£ nearest neighbors), then they resort to using the
Euclidean distance (i.e., as the crow flies); but the error due to this approximation is generally unacceptable.
If operations on road networks must compute the network distances on the fly, then requiring that the result be
obtained in real time (or almost real time) precludes the use of conventional algorithms that are graph-based (e.g.,
nearest neighbor finding methods such as the INE and IER methods [13] and improvements on them [4]), which
usually incorporate Dijkstra’s algorithm [5] in at least some parts of the solution [14]. We suggest precomputing
of the shortest paths between vertices in a road network as the only way of building scalable services that perform
real-time operations on road networks.

Road Networks in Databases: A source of frustration for database researchers with road networks is that
they cannot be integrated easily into a relational database system. Understanding why this is important requires
a bit more explanation. When we think of road networks, we view them as general graphs as there is an easy
transformation from a road network to a general graph equivalent G. The transformation is achieved by casting
road intersections as vertices, road segments as edges, and distances in miles or time taken to travel a road
segment in the road network as edge weights in G. Furthermore, additional constraints on road networks such
as one ways, no left hand turns etc., can be suitably handled by including directions with edges, or making small
changes to the topology of the graph equivalent G. Now, operations on road networks are cast as combinatorial
operations (i.e., graph operations) on G. From a database point of view, casting operations on road networks
as graph operations on G is not a good strategy. In particular, combinatorial operations on G cannot be cast in
terms of relational operators (i.e., select, project, join etc.), which constitute the basic operators of any relational



database system. As a consequence, operations on road networks cannot be performed in the context of a
database system, which has the unfortunate implied consequence that operations on road networks cannot be
expressed using SQL.

Now, why is expressing operations on road networks using SQL important? Relational database systems
allow operations to be written in SQL, which is an English-like language. SQL is quite expressive which
means that people can build applications quickly, without having to concern themselves with how the queries
are actually processed. This translates easily for a database system as queries written in SQL can be easily
optimized by a query optimizer, since any query in SQL can be rewritten exclusively in terms of relational
operators. Given that the database knows how these few operators work (also maintain statistics to aid them),
it is fairly straightforward to optimize queries written in SQL. Being able to express operations using SQL is
especially critical to road networks given that many branches of science and engineering deal with road networks
and run expensive operations on them.

We argue that integrating road networks into a database makes good sense from a systems point of view.
Suppose that we want to develop an application that finds all restaurants within 10 miles of a given postal
address. If we were to design this algorithm, then we would store the restaurants as a relation in a database
system. When a query point g is given, we would have to first query the database to obtain the set of restaurants
that are likely to be within 10 miles of g, process this query in an external graph processing module, and then
possibly store the result in the database. It would make for a much cleaner system design if we could perform
all the operations in the context of a database system, which is really our goal here.

In Defense of Precomputation: As we pointed out earlier, integrating road networks into a relational database,
requires a reassessment of how we deal with them. In this context, precomputation gives us an opening to
transform road networks from a graph data structure to an alternate representation that can potentially make
redundant the “graph” (or topological) aspect of most operations on road networks. The key idea is that by
precomputing the shortest paths and distances between every pair of vertices in a road network, we can build a
data structure residing in a database that can perform operations on road networks using SQL.

The question that we explore next is whether precomputation a bad strategy. We argue that it is not, pointing
out that although the precomputation task is a big computational problem, it is not impossibly large. Of course,
there is no denying that precomputation can be massively expensive for large road networks, but it can be
achieved with a sufficient investment of time and hardware resources. We first argue that such a representation
is feasible to compute. In particular, given a graph G(V, E'), where n = |V|, and m = |E|, Dijkstra’s algorithm
using a Fibonacci heap [7] takes O(n? log n-+nm) time to compute the shortest path between all pairs of vertices
in a spatial network. When m = O(n), as in road networks, the time complexity of Dijkstra’s algorithm would be
O(n?logn). Empirical studies [25] have indicated that Dijkstra’s algorithm is no where close to being the fastest
algorithm for computing the all-pairs shortest paths on road networks. Moreover, recent developments in the
shortest paths algorithm literature have shown better theoretical bounds on the computational time. In particular,
Henzinger et al. [10] present a linear time shortest path algorithm for planar graphs, while Thorup [23] provides
a linear time shortest path algorithm for general graphs with integer edge weights. Moreover, a host of other
techniques such as parallel processing and the use of sophisticated hardware such as Graphics Processing Units
(GPU) [9] could further speed up the precomputation of all shortest paths of a graph.

The real problem with precomputation is that the resulting precomputed representation is an impossibly
large. Consider a spatial network G(V, E) containing n vertices. Storing the n? shortest paths can require O(n?)
space, when we assume that each shortest path can potentially have O(n) vertices. Given that n is around 24
million vertices for the road network of USA, the anticipated size of the shortest path representation is around
13 billion trillion pieces of information, which is indeed impossibly large to store. Actually, one immediate
reduction in the storage requirement can be achieved by just storing an intermediate vertex w (“next hop”) on
the shortest path from source s to destination . We can then obtain the entire shortest path between s and ¢, by




repeatedly finding the next vertex in the shortest path between s and w, and w and ¢, and so on. This reduces
the total amount of space necessary to O(n?), which comes at the cost of making shortest path retrieval into an
iterative process taking O(k) time, where k is the length of the shortest path. Even such a representation is quite
large requiring 576 trillion pieces of storage for the road network of USA. In this article, we show that we can
substantially reduce this precomputed input into a much compact representation that is just linear in n [19, 21].

It is important to note that precomputation is actually a good idea arguing from the point of view of de-
coupling, which provides a cost justification to any precomputation strategy. In particular, suppose that we
precompute and store the shortest path and network distance between every pair of vertices in the road network
of Manhattan, NY. Such a representation can potentially be used by several datasets (possibly, millions of user
generated datasets) pertaining to postal addresses in Manhattan for query processing. Moreover, road networks
are usually static structures, while datasets of objects may be updated frequently. For example, when dealing
with a set of mobile hosts on a road network, the current positions of the objects are frequently updated, while
the road network would largely remain static. So, precomputation is largely a one-time affair. In effect, pre-
computation enables us to decouple the data from the underlying domain which allows for the datasets and the
network representation to be largely independent of each other.

2 Road Network Oracle

Our precomputed input representation of a road network containing n vertices is of size O(n?). Our goal here
is to convert it to a database friendly representation that is much smaller in size. The Road Network Oracle (or
simply Oracle) O of a road network G is a data structure that completely encapsulates all the n? shortest paths
and network distances between every pair of vertices in G. The obvious storage choice for O in a relational
database system is a database relation. In the following, we provide a basic blueprint for an oracle without
making too many assumptions. Later in Section 3, we show how we can construct oracles for road networks.
The oracle O allows for two operations at the minimum, but of course support for additional functionalities
is clearly preferable. Given a source vertex u and a destination vertex v, O provides an intermediate vertex in
the shortest path between u and v. Next, given u and v, O also provides the network distance between v and v
or more likely an approximation of it. Now, the key restriction that we place on O is that its size should be small
so that both these operations can be be performed in a reasonable amount of time using database indices in O.
Without loss of generality, the scheme of oracle O can be deduced by observing that the input representation
contains O(n?) information, which consists of an intermediate vertex in the shortest path between every pair
of vertices, as well as the network distances between them. Of course, storing all of this information is not an
option here, which means that we need to find a way to obtain a compact equivalent representation by removing
redundancies from the input. One way to do this by aggregating a set of source vertices A and a set of destination
vertices in B, such that the shortest paths from a source vertex in A to a destination vertex in B share a common
vertex U. Now, instead of recording the same intermediate vertex W for every pair of source and destination
vertices in A to B, respectively, we can simply represent all the individual vertices in A by their group identity
(i.e., A), and all the individual vertices in B by their group identity (i.e., B). Similarly, network distances
between source vertices in A to destination vertices in B, that are more or less of the same value can also be
succinctly captured by just storing just a single network distance for the shortest paths from vertices in A to B.
The schema of a relation that captures the shortest paths is given by: O(AB, ¥), where AB represents the
group identity of the vertices in the road network belonging to A and B, such that ¥ is the common intermedi-
ate vertex on the shortest paths between them. Another relation records the network distances separately using
another relation with the schema: O(AB, dq), ), where again AB is the group identity of the source and desti-
nation vertices whose network distances are approximated with d,,,. Of course, for the sake of simplicity, if we
assume (not without merit) that the vertices that make up AB in the relation storing the shortest paths are also
the same ones that make up AB in the relation storing the network distances, then we can combine these two



relations into a single relation with the schema: O(AB,V,d,,;). The oracle O should capture all the O(n?)
shortest paths and network distances. Given any pair of vertices p and ¢ in the road networks, there should be
exactly one tuple in O such that AB contains p and q. However, the groups AB should be maximal so that the
number of tuples in the schema should be at a minimum. Finally, the group A B to which the pair (p, ¢) belongs
should be unique so that it can be found quickly with the aid of the B-tree on the attribute AB in O.

Operations on Road Networks using SQL  Given an implementation of O(AB, V¥, dgp;), we now show
how we can efficiently perform query processing on it using SQL. In particular, we demonstrate how many
operations on road networks can be expressed using SQL (and relational operators) in the context of a database
system. Our example assumes the following setup. Let R be a relation of restaurants with schema (id, type,
price), where id uniquely identifies restaurants on the road network, type is the kind of the cuisine served
by the restaurant, and price is the average cost. We also define another relation () of movie theaters given
by the same schema (id, movie_id) where id uniquely identifies the movie theater on the road network, and
movie_id is a movie playing in the theater. Given a source p and destination ¢, let Z(p,q) map them to a
group key AB such that A contains p, and B contains ¢ so that one can find a tuple in O with the aid of
B-tree on O.AB such that the value of AB equals Z(p, q). We present the following queries on a spatial network.

Approximate Network distance: Given a source p and destination ¢, obtain an approximate network distance
between them.

SELECT O.dps FROM O WHERE O.AB = Z(p, q)

Region Search: Given a query location g, obtain all restaurants in R that are within 10 miles of ¢ which serve
Italian cuisine. Of course, this query would make more sense if the oracle can give e-guarantees on the quality
of the network distance answers.

SELECT R.id, O.dapz FROM R, O WHERE O.AB = Z(q, R.id) and R.type = “Italian” and O.dp, < 10 miles

k-Nearest Neighbor Search: Given a query location ¢, determine the k closest restaurants in R to ¢ which
serve [talian cuisine.

SELECT R.id, O.dapz FROM R, O WHERE O.AB = Z(q, R.id) and R.type = “Italian” ORDER BY O.dgp, LIMIT k

Distance Join: Find the & closest pairs of restaurants in R and movie theaters in (), such that @) is playing a
movie of movie_id m.

SELECT R.id, Q.id, O.dapz FROM R, Q, O WHERE O.AB = Z(R.id, Q.id) AND Q.movie_id = m ORDER BY O.dup; LIMIT k

For a discussion on how the query optimizer can optimize queries on O, the reader is referred to [20].

3 Oracle Implementations

Now that we have laid out the design of an oracle, we can try to implement a few oracles. First of all, the input
O(n?) can be stored as an oracle O(uv, ¥, dg(u,v)), where u is a source vertex, v is a destination vertex such
that ¥ is an intermediate vertex in the shortest path from wu to v and d¢(u, v) is the network distance between u
and v. The main drawback of this oracle is that it contains O(n?) tuples, which renders it infeasible owing to its
large size.

We now present the design of two oracles both of which are based on the observation that road networks
also contain additional information in the form of the spatial positions of road intersections (vertices) and road
segments (edges). Shortest paths are related to the spatial information by the observation that the shortest paths



Figure 2: Example illustrating the path coherence in a road network of Silver Spring, MD. The 30,000 shortest
paths (given in a darker shade) between every pair of vertices in A and B pass through a single vertex.

between spatially proximate source vertices and spatially proximate destination vertices will often pass through
a common vertex, which is termed path coherence. Moreover, when the proximate source vertices are far from
the proximate destination vertices we have the situation that the shortest paths between them have many common
segments.

Figure ??(b) shows a colored map obtained by applying a coloring algorithm to the vertices based on the
shortest path from a source vertex u in the road network G of Silver Spring, MD. Now, each vertex in GG (other
than ) is assigned a color based on which outgoing edge of u forms the first link in the shortest path from w.
For example, u has six outgoing edges and hence, every vertex in G is assigned one of the 6 possible colors
based on which of the 6 outgoing edges of v form the first link in the shortest path from u. We see that the
resulting colored map has contiguous colored regions, which indicates that two destination vertices v, w in G
that are close to one another, but spatially far from « share common segments in the shortest path from w.

An oracle, termed the SILC Oracle, which captures the above scenario is obtained as follows. Given a source
vertex g, we perform such a coloring operation on all the vertices in the road network so that all the vertices
except ¢ have a unique color. Next, we can construct a quadtree representation as shown in Figure ??(c) on the
colored vertices that keeps subdividing a block until all the vertices are of the same color, which means that they
share the same first edge from g. We record the identity of these blocks using a pointerless quadtree representa-
tion which in essence is a pair of numbers where one number corresponds to the path from the root of the tree
to the block and the other number corresponds to the depth of the block. These two numbers are concatenated
to form an integer and the result is known as the block’s Morfon block representation. Let B represent one of
these Morton blocks. Next, the shortest-path quadtree of a vertex is stored in a relation O(q, B, V¥, dgy, ), where
q corresponds to a source vertex, B is the Morton block representation of one of the blocks in the quadtree,
VU is the first link in the shortest path from ¢ to the vertices contained in B, and dqp, is a network distance
that approximates the network distances from ¢ to all the vertices in B. We compute the shortest-path quadtree
for each vertex in the road network and store the tuples in O. The shortest-path quadtree reduces the storage
requirements from O(n?) to O(n!-%) [15]. O is indexed using a two-dimensional B-tree on ¢, B. Given a source
vertex v and a destination vertex v, O can retrieve the intermediate vertex and the approximate network distance
in O(log n) time. The only drawback of this oracle is that dy, is not of a bounded approximation, which means
that for some cases the errors can be large.

The next oracle, termed the path-distance oracle [21, 19], is obtained by utilizing the path coherence between
sets of source and destination vertices such that they share common vertices in the shortest paths between them.
Figure ?? shows a configuration of source vertices A and destination vertices B such that every shortest path
from a vertex u € A to a vertex t € B passes through a particular set of vertices, resulting in storing partial path
information of 30,000 shortest paths using O(1) storage. The triple (A, B, u) is said to form a Path-Coherent
Pair (PCP) if and only if all the shortest paths from source vertices in A to destination vertices in B have at
least one vertex or one edge in common u as shown in Figure ??. In particular, we can show [19] that a given
road network of size n, can be broken into O(n) such groups of O(1) size that capture all of the O(n?) shortest



paths of the network. This partitioning of the vertices into appropriate subsets of source and destination vertices
is achieved by appealing to the Well-Separated Pair (WSP) decomposition [2], and conditions under which it is
satisfied for a spatial network are specified in [21]. Moreover, as the shortest paths between A and B share large
segments, the network distances between source vertices in A and destination vertices in B can be approximated
by a single network distance value d. that provides e-guarantees on the quality of the answers [19, 21, 20]. The
end result is that given a road network G containing n vertices, we can break it up into O(s%n) sets (s is a small
value > 0) of the form (AB, ¥, d.) such that AB encapsulates the set of source and destination vertices, ¥ is an
intermediate vertex common to all the shortest paths from A to B, and d. approximates all the network distances
between A and B. This oracle satisfies all the conditions that we laid out earlier in Section 2 as it is linear in size,
with no redundancy and can retrieve both the intermediate vertex and e-approximate network distance quickly.

4 Concluding Remarks

In this paper we presented an alternate way of performing operations on road networks using road network
oracles, which reside in a database system and enable operations on road networks using SQL. Our approach
of converting road networks into oracles provides an opportunity to move away from traditional methods of
working with road networks towards a way that is scalable, efficient, database friendly, and being able to support
Internet-scale real time operations. We presented a few possible implementations of the oracle that use the spatial
information in a road network to provide group memberships to vertices in the road network. The path-distance
oracle [19, 20, 21] can be shown to be linear in n as well as being able to provide an intermediate vertex in the
shortest path as well as an e-approximate network distance between any pair of vertices drawn from the road
network [21]. An interesting challenge is exploring whether there are other schemes of providing vertices in a
road network with group memberships (4 la spatial information) so that given source and destination vertices,
one can find a tuple containing the pertinent shortest path and distance information using a B-tree. Another
open problem is whether dynamic oracles can be designed so that they can deal with updates as is the case when
road segments or vertices become closed or road segments become one way, as well as other dynamic traffic
conditions such as congestion which may make some routes more acceptable. Finally, there is the issue of how
to optimize operations involving the oracles so that operations can be optimized effectively in the context of a
relational database system. In particular, how can a query optimizer be taught more strategies to perform road
network queries more effectively.
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Abstract

Much research has been conducted on the management of outdoor moving objects. In contrast, rel-
atively little research has been conducted on indoor moving objects. The indoor setting differs from
outdoor settings in important ways, including the following two. First, indoor spaces exhibit complex
topologies. They are composed of entities that are unique to indoor settings, e.g., rooms and hallways
that are connected by doors. As a result, conventional Euclidean distance and spatial network distance
are inapplicable in indoor spaces. Second, accurate, GPS-like positioning is typically unavailable in in-
door spaces. Rather, positioning is achieved through the use of technologies such as Bluetooth, Infrared,
RFID, or Wi-Fi. This typically results in much less reliable and accurate positioning.

This paper covers some preliminary research that explicitly targets an indoor setting. Specifically,
we describe a graph-based model that enables the effective and efficient tracking of indoor objects
using proximity-based positioning technologies like RFID and Bluetooth. Furthermore, we categorize
objects according to their position-related states, present an on-line hash-based object indexing scheme,
and conduct an uncertainty analysis for indoor objects. We end by identifying several interesting and
important directions for future research.

1 Introduction

During primarily the past decade, an increasingly large body of research results on moving objects has come
into existence (e.g., [1, 6, 10, 12, 11]). Some of these results serve as a technology foundation for the growing
location-based services (LBSs) industry. However, most moving-object research to date assumes an outdoor
setting with GPS, or GPS-like, positioning. This research, unfortunately, falls short in another very important
setting, namely indoor spaces.

Indoor spaces may accommodate very large populations of moving individuals. In fact, people spend large
parts of their lives in indoor spaces such as private homes, office buildings, shopping malls, conference facilities,
airports, and subway stations. With positioning being available in indoor spaces, it is easy to imagine that we are
able to provide a wide range of indoor location-based services akin to those enabled by GPS-based positioning
in outdoor settings. Example indoor services include navigation, personal security, a variety of location-based
information services, and services providing insight into how and how much an indoor space is being used.

Copyright 2010 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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Much of the research on outdoor moving objects is not easily applicable in indoor settings. This can be
attributed in part to two differences between indoor and outdoor settings.

First, indoor spaces are composed of entities that are unique to indoor settings: often rooms and hallways
connected by doors, as exemplified in Figure 1.
These entities enable and constrain movement. In the

11 ~diy 0 |50 d;i example, a user who wishes to move from location p; to
i d, | ds P2 g location p3 must to go through door d3o; the wall between

124 10 d, ~ 40 d5 5 i room 32 and room 30 blocks the direct movement.
15 e & : X Sgch cor.lstrainFs r.ender the Qonventio.nal Eucl-idean d.is-
134 14 Pso==°P1 tance inapplicable in indoor settings. If disregarding the in-
ds3 14 dsy’ 4, door topology, location p;’s (Euclidean) nearest neighbor is
20 p3. However, taking the indoor topology into consideration,

a1 ~d11 Door p1’s true nearest neighbor is po.

21 dzi Room In addition, indoor movement is less constrained than
Staircase out('ioor spatial—ngtwgrk constr'ained moverr‘lejnt, where the
> Hallway position of an object is constrained to a position on a poly-
22 line. Consequently, symbolic models rather than geometric

models are often used for modeling indoor spaces [3].

Second, GPS-like positioning is typically unavailable
in indoor spaces. Rather, other positioning technologies are
deployed in indoor settings that differ fundamentally from GPS-like positioning. Specifically, technologies
that have been proposed for short-range communication, such as RFID [13], Bluetooth [4], and Infrared, can be
exploited for indoor positioning. However, unlike GPS that is able to report continuously positions and velocities
of moving objects with varying accuracies, such technologies often rely on proximity analysis [7] and are unable
to report velocities or accurate locations.

In particular, an indoor object is detected only when it enters the activation range of a positioning device,
e.g., an RFID reader or a Bluetooth base station. Depending on the deployment of devices, such detections occur
more or less frequently. As a result, the indoor positioning technologies create much more uncertain tracking
data in indoor spaces when compared to outdoor settings.

The differences between the outdoor and indoor settings call for new research on indoor moving objects.
This paper covers some of the background and results of such ongoing research. The paper presents a graph-
based model for the effective and efficient tracking of indoor moving objects with proximity-based positioning
technologies like RFID and Bluetooth. It presents an indexing scheme for on-line indoor moving objects. It
also conducts a brief analysis on the inherent uncertainty of indoor moving objects. Finally, it suggests several
interesting and important research directions.

The rest of this paper is organized as follows. Section 2 presents a graph-based model for indoor tracking.
Section 3 presents foundations for the management of indoor objects, presenting a hashing-based indexing
scheme and covering also object location uncertainty. Section 4 concludes and offers research directions.

Figure 1: Example Indoor Space

2 Tracking Indoor Moving Objects

2.1 Symbolic Indoor Positioning

In our setting, each deployed positioning device detects and reports the objects that enter its range at a relatively
high sampling rate. For example, in an RFID-based positioning system, an RFID reader can detect objects
with passive tags attached. Or in a Bluetooth-based system, a base station can detect objects equipped with
a Bluetooth-enabled device. A raw reading of the form (deviceID, objectID, t) states that device devicelD
detected object objectID at time .
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Figure 2 shows a possible positioning device deployment,

o?:’ where the numbered circles indicate the positioning devices
2 ds> and their activation ranges. For positioning devices with over-
[22) lapping ranges, we treat the intersections activation ranges of
Q |10 new, virtual positioning devices. Thus, the intersection of
—@ " device; and deviceys is assigned to a virtual device devicey/.
An object seen by device;, but not deviceqs, is then in the non-

P Positioning intersecting part of the range of device;.
Device We also accommodate so-called paired devices (covered in
Cell Section 2.2) that detect movement direction, e.g., the entry into

> or exit from a room.

We apply pre-processing to the raw readings in order to

support subsequent on-line and off-line applications. An on-
line record is of form (deviceID, objectID, t, flag), where
flag = ENTER indicates that the object is entering the de-
vice’s activation range, and flag = LEAVE indicates the object is leaving the range. Note that such records
cam be emitted when an object enters or leaves the range of a device with a delay not exceeding the sam-
pling frequency. In contrast, an off-line record is of the form (deviceID, objectID, t,t.), which indicates the
presence of the object within the device’s activation range during the time interval [ts,t.]. The details of this
pre-processing can be found elsewhere [8].

Figure 2: Device Deployment

2.2 Positioning Device Deployment Graph

In a deployment, a subset of the devices, the so-called partitioning devices, partition the indoor space into cells
in the sense that an object cannot move from one cell to another without being observed. An example is a
device deployed by the single door of a room. Undirected partitioning devices (UP) cannot detect movement
directions between cells. In Figure 2, devices; cannot tell whether an observed object enters or leaves cell co;.

b Note that devicey, deviceys, and devicey/q are also undirected. In
@ @ @ contrast, directed partitioning devices (DP) consist of entry/exit
\D D, Diy D4 Ds,Ds,Dss D3 pairs of sensor that enables the movement direction of an object to
Dis D:§D1,D1-,D1-1D3,D3v,D3-D30,D32 be inferred by the reading sequence, e.g., devicei; and device;ys
é/ Dig.Dus  D2D2D2Dz2Drz D in Figure 2. Finally, presence devices (PR) simply sense the pres-
(@-D2120 @ ences of objects in their ranges, but do not contribute to the space

Dzs Do partitioning. Device device;q in Figure 2 is a presence device.

To facilitate tracking and querying moving objects, a deploy-
ment graph is created based on the topological relationship of the
floor plan and the device deployment [8]. Formally, a deployment

Figure 3: Deployment Graph graph is a labeled graph G = (C, E, X gevices, L), Where:
(1) C is aset of vertices corresponding to cells.
(2) Eis asetof edges. Each edge is an unordered pair of vertices, indicating that the two cells are connected.
(3) lp: E — 2¥devices assigns a set of devices to an edge. A non-loop edge is labeled by the partitioning
device(s) that partition its two cells, and a loop edge captures the presence device(s) in the edge’s cell.

Figure 3 shows the deployment graph corresponding to Figure 2; label D; indicates a positioning device device;.

2.3 Graph Model Based Indoor Tracking

The goal of indoor tracking is to capture the position of an object at any point in time. We propose techniques
for both on-line and off-line tracking. By exploiting the indoor floor plan, the deployment graph, and maximum
speeds of objects, we try to minimize the possible region(s) an object can be in at a particular time [8]. In doing
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so, we exploit the deployment graph, which captures the indoor topology that constrains the movements of
indoor objects. For example, an object can only move from a graph vertex (a cell) to an adjacent vertex (another
cell connected with some partitioning devices).

Given a set of off-line records in the form of (devicelD, objectID, ts,t.), off-line tracking of an indoor
moving object is conducted in three steps. Step one augments each reading record with corresponding de-
ployment graph elements (vertices or edges) during the time interval [ts,t.]. Pre-defined mappings between
positioning devices and relevant graph vertices (cells) are also used in this step.

Step two identifies cells that an object can possibly be in during its vacant time intervals, which are the
intervals during which no tracking record exists for the object. Specifically, step one tells where (graph elements)
the object is before and after a vacant time interval; its position during the vacant time interval is constrained to
the graph elements that connect the before and the after parts. So, by intersecting the graph elements before and
after the vacant time interval, we identify the cells the object can be in during the vacant time interval.

Step three makes use of the maximum speeds of the objects and reduces the possible cells obtained in step
two to smaller regions. If the object moves at its maximum speed V4, from any point inside the activation
range of a device and its trajectory is a straight line, its position at time ¢, will be bounded by circles centered
at all possible start points in the activation range and with radius V4, - At;. Applying this constraint to two
consecutive tracking records, the possible region of the object during a vacant time interval can be simplified to
an speed-constrained ellipse.

Given a set of records of the form (devicelD, objectID, t, flag), on-line tracking treats the cases where
flag is either ENTER or LEAVE differently. Details can be found elsewhere [8].

3 Management of Indoor Moving Objects with Inherent Uncertainty
3.1 Indexing of Indoor Moving Objects

An object may be active or inactive. An active object is
currently seen by at least one positioning device, while an
@ inactive object is currently not seen by any positioning de-

Le:r"ae ggse‘ii’:e Leave a UP device vice. The latter are further divided into deterministic ob-
“ Entera ™ Jjects that must be in one specific cell and nondeterministic
positioning device . . .
“““““““““““ | objects that may be in more than one cell. An object can
Deterministic Nondeterministic > | . . . .
change state according to the diagram shown in Figure 4.
The consequent partitioning of objects can be exploited
in a hashing-based object-location indexing technique. Let
Oindoor be the set of all the moving objects in the indoor space of interest. A Device Hash Table (DHT) maps
each positioning device, identified by devicelD, to the set of active objects in its range:
DHT|deviceID] = Oy; devicelD € Tgepicess Oa C Oindoor
Next, a Cell Deterministic Hash Table (CDHT) maps each cell, identified by cellID, to the set of determin-
istic objects in it:
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Figure 4: Object State Transition Diagram

CDHTcellID] = Op; cellID € C,0p < Oindoor
Similarly, a Cell Nondeterministic Hash Table (CNHT) maps a cell to the set of nondeterministic objects in it:
CNHT[cellID] = Op; cellID € C,On < Oindoor
Finally, an Object Hash Table (OHT) captures the states of all objects:
OHT|objectID] = (STATE, t, IDSet); objectID € O;pdoor
Here STATE denotes the object’s current state and ¢ is the start time of the state. If the object’s state is active,
IDSet is a singleton set of a device identifier. If the state is deterministic, /DSet is a singleton set of a cell
identifier. If the state is nondeterministic, /DSet is a set of cell identifiers.
The update of these hash tables and their use in query processing are covered elsewhere [14]. Also, it is
possible to extend the R-tree to index large volumes of historical indoor tracking data [9].
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3.2 Uncertainty Analysis for Indoor Moving Objects

As for outdoor moving objects [5], the uncertainty region of an indoor object o at time ¢, denoted by UR(o,t),
is a region such that o must be in this region at time ¢. The uncertainty region of an active object is the activation
range of the corresponding device, while the uncertainty region of an inactive object is the cell or cells that the
object can belong to.

If the object’s maximum speed V., is given, its uncertainty region can be captured at a finer granularity.
The uncertainty region of a deterministic object is refined as the intersection between the object’s cell and its
maximum-speed constrained circle. For a nondeterministic object, the region is the union of the intersections
between each cell and the circle.

Let the last LEAVE observation of object o be from device dev at time ¢ and let the duration from ¢ to
the current time be At = t,,,—t. The longest possible distance o can move away from the boundary of dev’s
activation range is 0.V}, - At. Formally, the maximum-speed constrained circle C'yss¢ (0, dev, t) of o is defined
as the circle centered at dev’s deployment location and with radius 0.V}, - At plus the radius of dev’s activation
range. We also exclude the activation range of dev from the circle.

Consider Figure 5 and assume that object o left deviceg at time ¢. Its maximum-speed constrained circle
Cusc (o, devicesg, t) is then indicated by R; in the figure. Since devicejq is a presence device, after leaving
deviceig the inactive object o must be in the cell ¢11 (according to G.E; (deviceyg)). Due to the two constraints,
object o’s uncertainty region is the intersection of cell ¢ and circle Ry, i.e., the shaded region in the top-left
part of Figure 5.

If the cell where the deterministic object resides has
more than one room, e.g., cell cjg contains rooms 10
and 14, the determination of the uncertainty region is more
complicated. Suppose object o left deviceyg at time ¢t. Ac-
cording to G.@l(dem’celo), o should be in cell c¢yq after
leaving deviceig. From predefined mappings that capture
the deployments of devices [15], it follows that deviceyg
resides in room 10 and that the distance from deviceig
to door di4 is [. If the maximum speed constraint guar-
antees that o cannot have gone through door dyg4, i.e.,
0.Vinaz + (thow — t) < [, the object o must remain in
room 10. Thus, the uncertainty region is the intersection
between room 10 and C)yss¢ (0, deviceyo, t), which is indicated by Ry to the left in Figure 5.

On the other hand, referring to the right part of Figure 5, if 0.Vj,4z « (tnow — t) > [, object o may have
entered room 14. Its uncertainty region therefore contains two parts: the intersection between room 10 and
Cuysc (o, deviceyg, t) (indicated by R3); and the intersection between room 14 and the circle with door dy4 as
the center and Ry = 0.Vypaz * (tnow — t — 1/0.Vinas) as the radius.

The uncertainty region of an active object can also be refined in the similar way [14, 15].

The online indexing scheme and the uncertainty analysis have been used for processing queries on indoor
moving objects, e.g., indoor range monitoring [14] and indoor % nearest neighbor queries [15].

Figure 5: Uncertainty Regions

4 Conclusion and Future Work

Indoor spaces differ substantially from outdoor spaces and are not modeled well by Euclidean spaces or spatial
networks. Further, indoor positioning may be accomplished by presence-sensing technologies rather than the
GPS-like positioning that is often assumed in research targeting outdoor settings. Due to these and other factors,
“indoor” offers new research challenges.

This paper offers a glimpse of selected aspects of the foundations for ongoing research on data management
for indoor moving objects. It touches upon graph model based indoor tracking, indoor moving-object indexing,
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and the capture of the uncertainty of indoor moving objects.
There are many research opportunities in data management for indoor spaces. Here, we mention but a few.
e It is of interest to integrate different types of positioning technologies in order to improve tracking accu-
racy. For example, we may combine proximity analysis based on RFID and Bluetooth with fingerprinting-
based technologies like Wi-Fi [2]. This may yield an augmented graph model [8] of indoor space.

e In addition to relying on symbolic locations for co-location queries, it is of interest to accommodate
distances in indoor models. This may enable distance-aware queries. For example, it becomes possible
to monitor closest pairs of indoor moving objects. As another example, given a distance value e, an e-
distance join returns those pairs of objects whose distance is smaller than e. Distance-aware queries may
have security and social-network applications.

e Given large volumes of real tracking data, it is interesting to mine patterns or association rules. This
may enable on-line prediction of aggregate and individual movements, which in turn may improve on-line
tracking accuracy. It may also serve to improve query processing efficiency.

e While initial research has assumed that objects move independently, it is of relevance to consider more
advanced models of object movement. For example, it is relevant to conduct probabilistic analyses that
assume Gaussian distributions.

o It is worth developing benchmarks for indoor moving object data management that enable the comparison
of competing techniques. Relevant aspects include, but are not limited to, indoor space and positioning
device configuration, object movement workload generation, and query workload generation.
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Abstract

In this paper we describe applications, research issues, and approaches related to Intelligent Transporta-
tion Systems (ITS). More specifically, we focus on spatio-temporal databases in urban transportation.
We address the issues of trip planning and navigation, abstraction of concepts from spatio-temporal
sensor data, mobile peer-to-peer data management, and social networks and crowd-sourcing. These
issues are strongly related to ITS efforts currently undertaken throughout the world, particularly the
IntelliDrive initiative of the US Department of Transportation.

1 Introduction

The impact of Computer Science (CS) and Information Technology (IT) on transportation systems is not as
dramatic as the one on finance or business in general. But in the last few years we have witnessed significant
penetration of IT in surface transportation. Navigation systems with real-time traffic information, color coded
traffic maps, and real-time information about public transportation vehicles (e.g. Nextbus and Chicago Transit
Authority’s bus-tracker) are some examples of the improvements in urban transportation brought about by IT.
Rapid advances in mobile and ubiquitous computing, sensor networks, and Geographic Information Systems are
creating opportunities to revolutionize urban transportation. Indeed, the purpose of the IntelliDrive initiative of
the U.S. Department of Transportation is “advancing connectivity among vehicles and roadway infrastructure
in order to significantly improve the safety and mobility of the U.S. transportation system” [18]. Additional
compatible goals are reduction of environmental impact and energy consumption.

In the envisioned environment, billions of sensors embedded in the infrastructure, in portable devices, and
in vehicles will generate vast amounts of data whose interpretation could be exploited to spur the creation of
innovative transportation services and policies. Advances in social networking and data mining research are
increasingly creating new sophisticated mechanisms which can foster seamless information integration among
travelers, provide alternatives, and support sustainable economic and social policies.

In this paper we discuss data management issues in the envisioned environment. Specifically, we discuss the
applications, research issues, and approaches in the following research areas.

¢ Route Planning (Routing), Navigation, and Tracking. This area studies methods of routing, navigation,
and tracking in transportation networks (the spatio-temporal database) that may involve multiple modes
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such as train, bus, private car, and bicycle. Optimization criteria are traditional such as time, distance, and
cost, but may also involve environmental and energy aspects. For example, the requested route should
minimize exposure to, and/or generation of, pollution. Data models, query languages, and processing
algorithms are key research issues. The maintenance of dynamic, up-to-date, and reliable travel time and
incident information is another important research issue.

e Abstraction of concepts from spatio-temporal sensor data. This area studies mining techniques for
analyzing vast amounts of data related to moving objects. For example, map matching (i.e., matching the
GPS traces of a traveler to the road network) extracts route information. A higher level abstraction would
be extraction of semantic location and activity knowledge from GPS traces, possibly augmented with
other information such as visited-web-sites lists. This analysis may significantly improve the accuracy and
efficiency of household activity surveying, which is an important data source for transportation planning.

e Mobile peer-to-peer data management. This area studies the problem of querying and dissemination
of spatio-temporal traveler information via short-range wireless communication among vehicles, pedes-
trians, and road side facilities. The spatio-temporal traveler information includes, for example, accidents,
transit vehicle on-time performance, parking availability, and ride share opportunities. The key research
issue is query processing in a distributed and mobile ad hoc environment, without data-directory services.
Bandwidth, energy, and memory constraints complicate the problem.

e Social networks and crowd-sourcing. This area studies techniques based on social networks to crowd-
source information that is valuable to travelers, traffic administrators, and long-range transportation plan-
ners. For example, traffic congestion, parking slot availability, ride share opportunities, and cooperative
driving [29] information will be obtained and disseminated via (possibly ad hoc) social networks. A major
research issue is providing incentives for participation.

In sections 2 to 5, we discuss each of the above research areas separately.

2 Route Planning (Routing), Navigation, and Tracking

2.1 Applications

For trip planning, travelers often ask queries that pertain to routes involving various constraints, optimization
criteria together with uncertainty clauses (see e.g., [21]). For example, the queries can be: “Find a route that
will get me home by my designated time with at least 90% certainty”; or "Using public transportation, find a
route that lets me stop at a grocery store for 30 minutes and reach home by 7:00pm™. A special application
that has been studied extensively is evacuation route planning: given a transportation network, locations of
a vulnerable population, and a set of destinations, identify exit routes to minimize the time to evacuate the
vulnerable population [12]. While the planned trip is being executed, it is often useful to track the traveler, an
activity that consumes resources such as bandwidth, energy, and processing power.

2.2 Research Issues and Approaches

Relevant research issues include: 1. data models and appropriate query languages to represent the routing
problem; 2. performance of the routing and tracking algorithms (see e.g. [25]), and their incorporation into
the query processing engine; 3. efficient and effective collection and distribution of travel-time information; 4.
travelers are usually interested in travel time of a road link when they get to it, so it is important to predict travel-
time based on past travel times, and based on travel-times on near-by road links (see e.g., [13]); 5. scalability
and performance of transportation network micro-simulators such as CORSIM, VISSIM, and TRANSSIM with

19



increase of network size, traffic intensity, and fidelity of vehicular behavior [16]. In the rest of this subsection
we will elaborate on existing approaches to some of the above problems.

2.2.1 Transportation network data models, query languages, and processing

One technical difficulty with multi-modal public-transportation trip planning is the heterogeneous nature of the
data and the lack of a coherent data model that can be used effectively. In [4] we proposed a method to integrate
the key aspects of spatio-temporal, moving objects, and graph-based databases to facilitate trip planning in multi-
modal urban transportation networks. Our solution is based on a graph model of the network. This graph model
contains not only topology of the network but also various other information such as real-time traffic information
including predicted travel times, dynamic schedule information, available facilities, etc. A trip corresponds to a
path from an origin to a destination in this graph.

We defined the language for specifying queries in our graph model. The language focuses on querying trips
subject to various constraints — including uncertainty of travel times on the links. The query structure extends
the basic syntax of SQL with additional clauses. For example, the following query retrieves trips/paths from
work to home where only the pedestrian and bus modes are allowed. The CERTAINTY and WHERE clauses
specify that the trip must end by 5:00 pm with probability greater than 0.8. Among all such paths the shortest
path (by length) is selected.

SELECT * FROM ALL_TRIPS(work, home) AS t WITH MODES pedestrian, bus WITH CERTAINTY > .8
WHERE FINISHES(t) <= 5:00pm MINIMIZE LENGTH(t)

The reader is referred to [4] for the detailed syntax and semantics of the query language. That work also
presents algorithms for processing a restricted class of queries specified in this language, and proposes a plug-
and-play approach in which existing and new algorithms developed in the Operations Research field can be
incorporated. For a prototype implementation see [3].

2.2.2 Maintenance of link travel-times

Accurate information about travel-times on road-links of the transportation network is critical for trip planning.
Travel-times Collection. Point detection by inductive loop detectors, ultrasonic detectors, remote traffic mi-
crowave sensors, video cameras, etc. is a common travel-time collection method. These devices are typically
deployed on selected highways, but not on urban streets for both economical and technical causes. A promising
alternative to point detection is floating car data (FCD), or probe car data, which uses probe vehicles to collect
travel-time information. FCD can cover both highways and arterial roads without dedicated sensor deployment.
A similar method is to use mobile phones to collect travel-time information as demonstrated by the Mobile Mil-
lennium project (traffic.berkeley.edu). For this method a technical challenge is to identify and eliminate the data
generated by pedestrians. In the rest of this subsection we focus on FCD.

In terms of system architecture, there are two ways to collect floating car data. One way uses a client-server
architecture, where vehicles (clients) send the travel-time that they experience to the server. This informs the
server of the real time traffic condition of each road segment. In turn, the server broadcasts updated travel-times
to the vehicles. In [2] we proposed methods that reduce communication by using randomization. The other way
is based on a mobile peer-to-peer (P2P) architecture, where vehicles send travel-times of road segments to each
other via vehicle-to-vehicle communication, without server facilities (see TrafficView [8] and SOTIS [24]).

Travel-times Aggregation. Collected travel-times may be aggregated in different ways for different pur-
poses. In mobile P2P FCD, travel-times may be aggregated to reduce the communication volume [8]. In this
case, the level of aggregation varies such that the travel-time information is less accurate about regions that are
farther away from the vehicle at which the aggregation occurs. In client-server FCD, travel-times may be aggre-
gated to generate a travel-time profile of a link, namely how the travel-time of the link varies depending on the
time of a day, the day of a week, etc. Trip planning based on time-dependent travel-times enables more efficient
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navigation. The authors in [17] proposed a data warehouse for building travel-time profiles. The basic fact table
contains the collected travel-time data. Travel-times are aggregated along the spatial and temporal dimensions
to create a data warehouse enabling efficient processing of queries such as ”What is the average travel-time of
the links in downtown Chicago on Mondays from 9:00-9:15?”.

3 Abstraction of Concepts from Spatio-temporal Sensor Data

3.1 Applications

The transportation environment consists of various mobile sensors such as on-board GPS receivers, sensors
mounted on public transportation vehicles (to monitor, e.g., traffic, air quality, pollution, and toxic gases)
or pedestrian cell phones. These sensors continuously generate spatio-temporal data and enable applications
such as moving objects tracking and environmental monitoring [10]. The abstraction of concepts from spatio-
temporal data can derive, for example, the context of a traveler which indicates where she is and what she is
doing. The context information may be used to reduce user burden when dealing with the restricted user inter-
faces of mobile devices. For example, if the traveler’s smartphone finds that its owner is at an electronic store,
then the smartphone may automatically retrieve appropriate coupons. The context information may also be used
to complement the traditional paper based household travel survey by automated activity detection. Another
application of concepts abstraction is to identify energy efficient driving patterns, and optimal routing patterns
for minimization of pollution and energy consumption.

3.2 Research Issues and Approaches

Relevant research issues include: 1. data mining to extract semantic location and activity knowledge from
sensor traces; 2. efficient monitoring of spatio-temporal streams in terms of communication, storage, and query
processing; 3. management of uncertainty which is inherent to continuously changing variables such as traveler
locations; 4. fusion of information from multiple sensors generating heterogeneous data. In the rest of this
subsection we will elaborate on existing approaches to some of the above problems.

3.2.1 Map matching

For the purpose of abstraction, usually GPS reported locations need to be mapped to the road network. This
procedure is called map matching. A straightforward way to do map matching is to snap each GPS point to the
closest road segment. However, this method often produces incorrect results [28, 11]. A better method is to
snap subsequences of GPS points in 3D space-time. For example, in [28] we proposed an algorithm based on a
weighted graph representation of the road network in which the weight of each road link represents the distance
of the link to the trajectory. The matched route in the road network is then found by computing the shortest-path
in the weighted graph.

3.2.2 Extracting semantic locations from GPS traces

A semantic location carries context information about the physical (X,y) location, e.g., "office at 851 S. Morgan
St”, or “grocery store at 1340 S. Canal St”. In [14] we proposed a method to extract the semantic locations
from traces of GPS points augmented with behavioral information. The principle is as follows. First, we extract
some 2D positions where the user stays for a while. Then, we use reverse geocoding (i.e., translating a physical
location to a street address) to obtain the street address candidates for each stay. Finally, correlating with other
available sources (such as semantic locations history, map, yellow pages, address book, calendar, phone-calls
trace, visited web pages trace), we determine the semantic location of a stay.
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3.2.3 Automated survey data reduction

In traditional travel surveys, respondents have difficulties giving accurate data due to cumbersome data entry
requirements and recall limitations. An effective approach to reducing respondents’ burden and increasing
data accuracy is to automatically detect activities from GPS traces, and prompt them for user verification. This
approach is called prompted recall surveying [1]. Activities may be detected using sequential association mining
techniques (see e.g., [23]). Specifically, a respondent’s activity schedule over a time period (e.g., each day) is
modeled as a sequence. Association rules are learned from historical sequences, e.g., ”with 80% probability the
traveler goes to a restaurant after shopping on Friday”. Using these, and given some observations that have been
filled up in a new sequence, the successive activities can be predicted.

3.2.4 Uncertainty in moving objects databases

A moving objects database often tracks the location of vehicles and travelers. The objective of uncertainty
management is to assist the user in accounting for spatio-temporal uncertainty, and in expressing imprecise
queries/triggers. Uncertainty management is often the first step in abstracting sensor-data.

For example of an uncertain query, a trucking company may ask: “Retrieve the current location of the
delivery trucks that will possibly be inside a region R, sometime between 3:00PM and 3:15PM”. In [22] we
proposed operators for uncertain spatio-temporal range queries, and their processing algorithms. Computational
geometry played an important role in these algorithms. In [15], the uncertainty is modeled quantitatively by
probabilistic values. This enables answering the queries such as: ”What is the probability that a given object
will be inside a given region R sometime between 1 and £2?”

3.2.5 Compression/abstraction of spatio-temporal data

A key observation that lies at the foundation of spatio-temporal data compression is that a GPS point (x, y, t)
can be eliminated if (x, y, t) can be approximated with a reasonable accuracy by interpolating the adjacent (i.e.,
before and after) GPS points. In [6] we formalized this intuition by employing a mechanism based on line sim-
plification, which has been studied in computational geometry, cartography and computer graphics. Basically,
line simplification approximates a polygonal line by another that is ”sufficiently close”, and has less straight-
line segments (or points). The attractiveness of line simplification (compared to other lossy data compression
techniques such as wavelets) stems from the fact that the approximation carries a given error bound. However,
we discovered that although the approximation error is bounded, the error of the answers to queries may not
be bounded. Whether or not it is bounded, depends on the combination of the distance function (or distance
for short) used in the approximation, and the spatio-temporal query type. Furthermore, we considered an aging
mechanism by which a trajectory is represented by increasingly coarser abstractions as time progresses.

4 Mobile P2P Data Management

4.1 Applications

A mobile peer-to-peer (MP2P) database resides on a set of mobile peers that communicate with each other via
short-range wireless protocols, such as IEEE 802.11 and Bluetooth. The peers communicate reports (data) and
queries to neighbors directly, and the reports and queries propagate by transitive multi-hop transmissions. The
mobile P2P database provides various types of real-time traveler information, including safety alerts (e.g., a car
in front with a malfunctioning brake light), traffic conditions (possibly represented by multimedia clips), acci-
dents, transit-vehicle on-time performance, parking availability, ride share opportunities, audio and video clips
of traffic conditions, etc. These applications are more amenable to mobile P2P dissemination than client/server

22



because of real-time safety requirements. Also, since the network id’s of the destination nodes are often un-
known, the limited transmission range of the network is used instead.

Observe that the MP2P database stores spatio-temporal information, and that the query/trigger processing
algorithm does not guarantee to produce all the answers. However, as more data and queries are being dissemi-
nated, the throughput and response time improve.

4.2 Research Issues and Approaches

Relevant research issues include: 1. query processing in a distributed and mobile ad hoc environment without
data-directory services; 2. query processing with storage, bandwidth, and energy constraints, particularly in
managing multimedia data; 3. integration of mobile P2P communication and infrastructure communication; 4.
analysis of how reports are propagated in space and time.

4.2.1 Query processing with resource constraints

Given energy and bandwidth constraints, prioritization of reports is critical, so that maximum useful traveler
information is disseminated. A useful report is one that has an impact on the decision making process of the
receiver. For example, in a travel-time dissemination application, a report is useful if it changes the shortest-route
of a vehicle. In a parking space discovery application, a report is useful if it leads to a successful occupation of the
reported parking space. The usefulness of a report can be estimated by a mobile node based on its characteristics
such as the age, distance, and application. In [19], we demonstrated the feasibility and advantages of using online
machine learning algorithms to determine the relevance (i.e. probability of being useful) of a report. The general
idea is to use the received reports as an input to a supervised machine learning process. The interesting aspect
is that the supervision can be carried out automatically, without user intervention. For example, an algorithm
running on a vehicle can make judgments regarding the usefulness of a report. Over time, each vehicle learns a
model that can estimate the relevance of a report, and the model can then be used as a ranking function.

4.2.2 Querying blobs in mobile P2P databases

When data reports include binary large objects (blobs) such as video/voice clips, query processing in MP2P
databases becomes even more challenging. However, for the purpose of matchmaking, namely finding the
reports that satisfy a query, only the metadata descriptions of the reports are needed. For example, the metadata
of a multimedia clip may simply include the time and location at which the clip was produced. In such an
environment, the design choices for query processing can be made along multiple dimensions. One dimension
considers that the mobile P2P communication may use purely short-range or it may use both short-range and
cellular communication. Another dimension considers that, due to size-differences, the metadata and blob sub-
reports of a given report may be disseminated independently, and by different means. In [26] we analyzed the
blob query-processing strategies along these dimensions.

4.2.3 Propagation Analysis

The fundamental question that the propagation analysis answers is: given a mobile P2P database and its prop-
erties in terms of peer density, mobility, dissemination method, and storage/bandwidth/energy constraints, what
is the probability that a peer at location (z,y) has received a report R that was generated at location (z, yo) ¢
time units ago. This probability is useful for multiple purposes. For example, it helps ranking because if this
probability is high then the rank of R should be lowered. It also enables the comparison of various dissemination
methods without having to conduct simulations.

Epidemiology renders some methodology to propagation analysis since mobile P2P dissemination is to some
extent similar to the spreading of epidemic diseases. However, mobile P2P dissemination is much more complex
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because many diseases (reports) are spread at the same time, and the spreading of one interferes with the other
(competing for bandwidth and storage). In [20] we conducted an analysis with bandwidth and storage constraints
taken into account. The analysis is based purely on the age of a report, and extension to both age and distance
remains an open problem.

5 Social Networks

Social networks can be used to crowd-source information and to disseminate a variety of valuable spatio-
temporal information to the traveler and the traffic administrator. For example, traffic congestion, parking slot
availability, ride sharing opportunities, and cooperative driving information can be obtained and disseminated
via (possibly ad hoc) social networks.

Relevant research issues include: 1. providing incentives for participation; 2. quality of information supplied
by non-liable crowds; 3. mitigating privacy loss when crowds have to disclose their locations [7].

Now consider incentives. In general, there are three approaches to incentivizing users to participate in
crowd-sourcing. The first approach, called pricing incentive, remunerates participating users using a virtual
currency scheme (see e.g., [27]). The decisions to make are who pays, who charges, and how much is paid or
charged in various transactions. When crowd-sourcing is implemented in a mobile P2P fashion, an open issue
is the atomicity problem, which occurs when a trading transaction between two users needs to be settled even
if the users are disconnected before the transaction completes [27]. The second approach, called soft-incentive
or non-pricing incentive, denies services to non-participating users using a reputation scheme (see e.g., [5]. The
third approach used in ad hoc networks assumes, based on game theory, that rational users are incentivized to
participate (see e.g., [9]). It is not clear whether this approach is feasible in a transportation environment, or can
be made feasible without resorting to some form of reputation management.
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Abstract

Efficient tools are needed to identify routes and schedules to evacuate affected populations to safety in
face of natural disasters or terrorist attacks. Challenges arise due to violation of key assumptions (e.g.
stationary ranking of alternative routes, Wardrop equilibrium) behind popular shortest path algorithins
(e.g. Dijkstra’s, A*) and microscopic traffic simulators (e.g. DYNASMART). Time-expanded graphs
(TEG) based mathematical programming paradigm does not scale up to large urban scenarios due to
excessive duplication of transportation network across time-points. We present a new approach, namely
Capacity Constrained Route Planner (CCRP), advancing the idea of Time-Aggregated Graph (TAG) to
provide Earliest-Arrival-Time given any Start-Time. Laboratory experiments and field use in Twin-cities
for Homeland Security scenarios show that CCRP is more efficient than previous methods.

1 Introduction

Evacuation planning is a crucial task for managing public safety. Whether natural (flood, hurricanes, etc) or
man-made (release of chemical or toxic substances, etc) disasters require that emergency personnel be able to
move affected populations to safety in as short a time as possible. Despite the increased threat of disasters posed
by global climate change and the rise of terrorism,
however, current evacuation planning tools have se-
rious limitations. Evacuation conducted during Hur-
ricane Katrina and Rita in 2005 were a stark reminder
of how much it can go wrong despite intensive emer-
gency population. For example, Figure 1 shows the
miles of backed-up traffic that occurred as Houston
Figure 1: Hurricane Rita and Evacuation Traffic. Source: residents followed orders to flee the path of Hurri-
National Weather Services and FEMA cane Rita. Therefore, efficient tools are needed to pro-

duce plans that identify optimal evacuation routes and
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schedules, given a transportation network, node/edge capacity constraints, source/destination nodes and evac-
uee population. Current methods of evacuation planning can be divided into two categories, namely traffic
assignment-simulation and route-schedule planning. Micro-scopic traffic assignment-simulation [2] often re-
quires a long time to complete for a large transportation network, and mostly employ the Wardrop equilibrium
model [3] which will be violated in emergencies. The route-schedule planning approaches use network flow
and routing algorithms to produce routes and schedules, and obtain the optimal solution by using linear pro-
gramming (LP) based methods. An extensive literature review of these methods was proposed by Hamacher
and Tjandra [5]. However, this kind of approach significantly increases the problem size and does not scale well
to large transportation networks. It also requires the user to provide an upper bound 7' of the evacuation time
which is almost impossible to precisely estimate.

We propose the Capacity Constrained Route Planner (CCRP) to efficiently solve the evacuation planning
problem in large scale of transportation networks, with the capacity of the network taken into consideration.
This paper gives an overview of the evacuation planning problem as well as the CCRP system, and shows the
utility of CCRP in real scenarios.

2 Problem Statement

Transportation networks are usually modeled as graphs. Nodes represent the intersections of roads, and edges
represent the road segments between them. Cost of edges represent their travel time. The capacity attribute
associated with each edge represents the maximum flow rate (flow per unit of time), and the capacity of each
node indicates the maximum number of evacuees that can be held at this node. Source nodes are the initial
starting points of evacuees, and destination nodes are the safe places that they are supposed to arrive finally. The
evacuation planning problem is formulated as follows:

Given: A transportation network with non-negative integer capacity constraints on nodes and edges, non-
negative integer travel time on edges, the total number of evacuees and their initial locations, and locations
of evacuation destinations.

Output: An evacuation plan consisting of a set of origin-destination routes and a scheduling of evacuees on
each route. The scheduling of evacuees on each route should observe the capacity constraints of the nodes and
edges on this route.

Objective: (1) Minimize the evacuation egress time, which is the time elapsed from the start of the evacuation
until the last evacuee reaches the evacuation destination. (2) Minimize the computational cost of producing the
evacuation plan.

Constraint: (1) Edge travel time preserves FIFO (First-In First-Out) property. (2) Edge travel time reflects
delays at intersections. (3) Limited amount of computer memory.

The following example illustrates the input and output of the problem. In the evacuation network shown in
Figure 2 (a), each node is shown by an ellipsis. Each node has two attributes: a maximum node capacity and
an initial node occupancy (in the number of evacuees). In Figure 3, each edge, shown as an arrow, represents
a link between two nodes. Each edge also has two attributes: a maximum edge capacity and a travel time. For
example, at edge N4-N6, the maximum edge capacity is 5, which means at each time point, at most 5 evacuees
can start to travel from node N4 to N6 through this link. The travel time of this edge is 4, which means it takes
4 time units to travel from node N4 to N6. This approach of modeling an evacuation scenario to a capacitated
node-edge graph is similar to methods presented in related work listed in [1].

As shown in Figure 3, suppose we initially have 10 evacuees at node N1, 5 at node N2, and 15 at node N8.
The task is to compute an evacuation plan that evacuates the 30 evacuees to the two destinations (node N13 and
N14) using the least amount of time. Figure 2 (b)shows an example evacuation plan for the evacuation network
in Figure 2(a). In the result, each row shows one group of evacuees moving together during the evacuation with
a group ID, source node, number of evacuees in the group, the evacuation route with time schedule, and the
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% Group of Evacuees
i Dest.

) ID | Source| Group Route with Schedule :

: : ; A | N8 6 R8(T0)-N10(T3)-N13 4

B | N8 6 N8(T1)-N10(T4)-N13 5

Cc | N8 3 N8(T0)-N11(T3)-N14 5
D | N1 3 N1(T0)-N3(T1)-N4(T4)-N6(T8)-N10(T13)-N13 | 14
E | N1 3 N1(T0)-N3(T2)-N4(T5)-N6(T9)-N10(T14)-N13 | 15
LEGEND - F | N1 1 N1(T0)-N3(T1)-N5(T4)-N7(T8)-N11(T13)-N14 | 15
ns | [G [ N2 2 N2(T0)-N3(T1)-N5(T4)-N7(T8)-N11(T13)-N14 | 15

Node 1D, Max Capacit; -
(it ocupncs) ) [ G Gore T i Z1H | N2 3 N2(T0)-N3(T3)-N4(T6)-N6(T10)-N10(T15)-N13 | 16
Node T Ede | Desination I N1 3 N1(T1)-N3(T2)-N5(T5)-N7(N9)-N11(T14)-N14 | 16
(a) Node-edge graph model of example (b) An example of evacuation plan

evacuation network
Figure 2: An example illustrating the input and output of the evacuation planning problem

destination time. The route is shown by a series of node numbers and the time schedule is shown by a start time
associated with each node on the route. Take source node N8 for example: initially there are 15 evacuees at N8.
They are divided into 3 groups: Group A with 6 people, Group B with 6 people and Group C with 3 people.
Group A starts from node N8 at time 0 and travels to node N10, then it travels from node N10 at time 3 to node
N13, reaching destination N13 at time 4. Group B follows the same route but has a different schedule due to
capacity constraints of this route. This group starts from N8 at time 1 and travels to N10, then travels from N10
at time 4 to N13, and reaches destination N13 at time 5. Group C takes a different route. It moves from N8 at
time 0 to N11, then moves from N11 at time 3 to N14, and reaches destination N14 at time 5. The procedure is
similar for other groups of evacuees from source node N1 and N2. The whole evacuation egress time is 16 time
units since the last groups of people (Groups H and I) reach their destination at time 16. This evacuation plan
is an optimal plan for the evacuation scenario shown in Figure 2 (a). According to Hoppe and Tardos [10], this
problem can be solved using the ellipsoid method, and the total time complexity will reach O((T -n)%), where n
is the number of nodes in the network and 7' is the user-provided evacuation time upper bound. This problem is
hard also due to the violation of assumptions like the stationary ranking of alternative routes, etc. For example,
in Figure 2(b), the best route starting at N8 changed from N8-N10-N13 to N8-N11-N14.

3 The Capacity Constrained Route Planner (CCRP)

In our problem formulation, we allow time dependent node capacity and edge capacity, but we assume that edge
capacity does not depend on the actual flow amount in the edge. We also allow time dependent edge travel
time, but we require that the network preserve the FIFO (First-In First-Out) property. In this section, we briefly
describe the main idea of the CCRP algorithm and its experimental evaluation results.

Number of Number of Number of Number of 0 .
Nodes Evacuees Source Nodes Destination Nodes The CCRP Algorlthm' The CCRP pro-
T~ S duces sub-optimal solutions for evacuation
‘ Network Generator: NETGEN ‘ ) ) . .
. . _ Evacuation Egress Tim planning. We model edge capacity and node
Evacuation network with capacity ~ Upper-bound T A R ” A
constraints and e"aC‘iees capacity as a time series instead of fixed
IR [ Time Expanded Network Converter numbers. A time series represents the avail-
:lf ution, - K . . . .
| If no solution T-time expanded evacuation networ able capacity at each time instant for a given

[Virimum Gost Fiow Solver: RelaxV | edge or node, which advances the idea of
Run—time | Solution Time-Aggregated Graph [6]. CCRP uses a
heuristic approach based on an extension of
shortest path algorithms to account for ca-
pacity constraints of the network [1]. The CCRP uses an iterative approach. In each iteration, the algo-
rithm first searches for route R with the earliest destination arrival time from any source node to any des-
tination node, taking previous reservations and possible waiting time into consideration. Next, it computes

Figure 3: Experiment design
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the actual number of evacuees that will travel through route . This number is affected by the available

capacity of route R and the remaining number of evacuees. Then, it reserves the node and edge capac-

ity on route R for those evacuees. The algorithm continues to iterate until all evacuees reach the desti-

nation. The cost model of the above CCRP algorithm is O(p - nlogn), where n is the number of nodes

and p is the number of evacuees. A formalized algorithm and detailed analysis can be found in the paper

by Lu et al. [1]. In our later work, the CCRP was improved by adding a super node which connects all

the source nodes by edges with infinite capacity and zero travel time [9]. This allows us to complete the

search for route R by using only one single generalized shortest path search starting from the super node.

The run time of the algorithm is reduced most when using Dijkstra’s algorithm to search the shortest path.

Experimental Evaluation: We

D CoRp SR tested the CCRP (the im-

S proved algorithm) with dif-

JO D ferent settings and compared

I B its performance with the lin-

" ear programming-based sys-

e e e 15 DU N S tem Relax IV [7]. Fig-

e e o] : ure 3 shows the experiment de-
= o0 o 000

Nounber of Nodes logcae) sign (CCRP_06 refers to the

(@) ®) improved CCRP algorithm).

O CCRP [ Relax IV First, we studied how the num-

ber of nodes in the network

B affects the run-time cost and

e - the result quality (total evacu-

ation time). The network gen-
RN D D . B erated had 5000 evacuees, 20
m source nodes and 10 destina-

. . . , tion nodes. The total num-

o f"nff,'” fgmo## - " T ber of nodes ranged from 50 to

© @ 50000. Results showed that the

Figure 4: Evaluation results of CCRP: (a) Run-time (log-scale) with respect to net- time cost of CCRP, compared

work size; (b) Result quality(total evacuation time) with respect to the number of {5 Relax IV, is not only faster

nodes in the network; (c) Run-time with respect to the number of evacuees; (d) Result
quality with respect to the number of evacuees.
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but also grows more slowly as
the network size increases (See
Figure 4 (a)). Meanwhile, the result quality of CCRP is almost the same as Relax IV (See Figure 4(b)). Then we
tested how the number of evacuees affects the run-time and the result quality. The network had 5000 nodes with
2000 sources. The number of evacuees ranged from 5000 to 50000. CCRP produced almost as good result as
Relax IV, with much less time spent dealing with increasing numbers of evacuees (See Figure 4(c) and (d)). We
also tested the impact of the number of sources and destinations on the time cost and the result quality (see [9]).
Results showed that CCRP can scale up to large networks, and can always produce high quality results with less
time cost than Relax I'V. The experiments were conducted on a workstation with Intel Pentium 4 2.8GHz CPU,
2GB RAM and Linux operating system. Each experimental result shown is the average over 5 experiments runs
with networks generated using the same parameters.

4 Case Study and Social Impact

In this section, we report the case study results of CCRP in a major metropolitan region evacuation planning.
Evacuation Planning: Monticello Power Plant: As shown in Figure 5, the Monticello nuclear power plant is
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located about 40 miles to the northwest of the Twin Cities of Minneapolis-St.Paul. Evacuation plans need to

be in place in case of accidents or terrorist attacks. The evacuation zone is a 10-mile radius around the nuclear

power plant as defined by Minnesota Homeland Security and Emergency Management [9]. An initial hand-

drafted evacuation route plan called for the affected population to a nearby high school. However, this plan did
not consider the capacity of the road network and put high loads on two highways.

We experimentally tested the CCRP algo-

p—n », Experiment Result: rithm using the road network around the evac-

Evacuation egress time: uation zone provided by the Minnesota Depart-

) E’;:‘::g:::; ff:l’"'" ment of Transportation [9] and the Census 2000

population data for each affected city (circle in

= ;:;:r;:;::wwm Figure 5. The total number of evacuees was

~ P about 42,000. As can be seen in Figure 5, our

..... T ok e Ny algorithm produced a much better evacuation

L Pt oty et o R route plan a) by selecting shorter paths to re-

> Fioutes s by ot lans Yoz s e duce evacuation time, and b) by utilizing richer

capacity constrained routing
A —— S gl routes (routes near the evacuation destination)
destination due to capacity constraints. Qur plan ) i . .
to reduce congestion. As a result, evacuation

Twin Cities

has richer routes near destination to reduce
A egress time was reduced from 268 minutes un-
Figure 5: Overlay of result routes for Monticello power plant evac-  der the old plan to only 162 minutes with CCRP.
uation route planning. (Best in color) This experiment demonstrated the effectiveness
of our algorithm in real evacuation planning scenarios to reduce evacuation time and improve existing plans.
Evacuation Planning System for Twin Cities Metro Area: Our method was also selected by the Minnesota
Department of Transportation to be used in an evacuation planning project for the entire Twin Cities Metro Area,
a region with a road network of about 250,000 nodes and a population of over 2 million people. In this project,
the CCRP algorithm was incorporated into an evacuation planning system, and was tested on five pre-defined
scenarios and some randomly selected locations. This system has several common settings and functions, such
as identifying bottleneck areas and links, and designing/refining transportation networks. Particularly useful are
the compare options where users can compare the effect of transportation modes (walking and driving percent-
age) and Time (day-time and night-time) on population distribution. The settings we used in the five pre-defined
scenarios are shown in Table 1. One especially interesting finding was that walking results in less congestion
than driving, and thus can decrease total egress time. Transportation professionals evaluated the quality of the
results and found them to be highly satisfactory.

Social Impact and Public Recognition: Our approach was presented at the Congressional Breakfast Program
on Homeland Security held by the University Consortium for Geographic Information Science (UCGIS), and
also reported in the Minnesota Homeland Security and Emergency Management newsletter. In addition, this
work received the 2006 CTS award [11]. The research results are also reported by Fox TV [8], Pioneer Press,
Star Tribune and other local and university media.

5 Extension and Future Work

We extended CCRP by adding contraflow reconfiguration in a later paper [12] which employs lane reversal as
a method to reduce congestion by increasing capacity of roads. In the future, work is needed in a number of
other areas. For spatial network databases, efficient data models and algorithms are needed for queries with time-
variants in flow networks(see Table 2). Regarding emergency management, one of the limitations of current work
is that it assumes constant travel time of edges in the traffic network model. In real emergencies, this assumption
is sometimes violated due to dense traffic or road damage. We plan to work on improving our current methods
to deal with dynamic network settings. Another challenge arises from the multi-criterion feature of evacuation
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Scenario | Source Radius | Destination Radius | Population | Evacuation Time
A 1 mile 1 mile 148,077 4 hrs 46 min
B 1 mile 1 mile 84,678 2 hrs 44 min
C 1 mile 1 mile 27,406 4 hrs 27 min
D 1 mile 1 mile 49,800 3 hrs 39 min
E 1 mile 1 mile 2,586 1 hr 20 min

Table 1: Settings and results of the five scenarios in Twin Cities Metro Area evacuation planning

planning, which means that we may have multiple objects to optimize (e.g., food supply sufficiency, equatability,
etc) rather than merely the egress time when designing evacuation plans. Since a global optimal plan is usually
difficult to find, how to efficiently generate a complete and correct candidate set that does not include any plans
worse than any existing plan on all objectives is a challenging problem that we will investigate in the future.

Static Time-Variant
Graph (No capac- | Which is the shortest travel time path from | Which is the shortest travel time path from downtown
ity constraints) downtown Minneapolis to the airport? Minneapolis to airport at different times of a work day?
Flow Network What is the capacity of Twin-Cities freeway | What is the capacity of Twin-Cities freeway net-
network to evacuate downtown Minneapolis? work to evacuate downtown Minneapolis at differ-

ent times in a work day?

Table 2: Example queries with time-variance and flow networks.

Acknowledgements: This work is supported by USDOD Grants HM1582-08-1-0017, HM1582-07-1-2035
and W9132V-09-C-0009, and NSF Grants NSF III-CXT I1S-0713214, NSF IGERT DGE-0504195 and NSF
CRIL:IAD CNS-0708604.

References

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

[9]

(10]

(11]

(12]

Q. Lu, B. George, and S. Shekhar. Capacity constrained routing algorithms for evacuation planning: A summary

of results. Proceedings of the 9th International Symposium on Spatial and Temporal Databases (SSTD’05), pages
291-307, 2005. Springer Verlag.

H.S. Mahmassani, H. Sbayti, and X. Zhou. DYNASMART-P Version 1.0 Users Guide. University of Maryland,
Maryland, 2004.

J. Wardrop. Some theoretical aspects of road traffic research. Proceedings of the Institution of Civil Engineers, 2(1),
1952. Thomas Telford Ltd.

The White House, Federal response to hurricane katrina: Lessons learned. http://www.whitehouse.gov/
reports/katrina-lessons—1learned/, 2006.

H.W. Hamacher and S.A. Tjandra. Mathematical modelling of evacuation problems - a state of the art. Pedestrian
and Evacuation Dynamics, pages 227-266, 2002. Springer Verlag.

B. George, S. Kim, and S. Shekhar. Spatio-temporal network databases and routing algorithms: A summary of

results.Proceedings of the 11th International Symposium on Spatial and Temporal Databases (SSTD’07), pages 460-
477, 2007. Springer Verlag.

D.P. Bertsekas and P. Tseng. RELAX-IV: A faster version of the RELAX code for solving minimum cost flow
problems, Technical Report P-2276, Massachusetts Institute of Technology, 1994.

Fox TV News. Evening News (May 8th, 2006), http://www.cs.umn.edu/shekhar/talk/video/
fox9airedmpg.avi.

Q. Lu, B. George, and S. Shekhar. Evacuation Route Planning: A Case Study in Semantic Computing. International
Journal of Semantic Computing, 1(2):249, 2007. World Scientific Publishing Co..

B. Hoppe and E. Tardos: Polynomial Time Algorithms For Some Evacuation Problems. Proceedings of the 5th
Annual ACM-SIAM Symposium on Discrete Algorithms, page 433-441, 1994. SIAM.

University of Minnesota Center for Transportation Studies. Evacuation Project Wins Award, CTS Report (May,
2006). http://www.cts.umn.edu/news/report/2006/05/EvacuationProject.html, 2006.

S. Kim, S. Shekhar, and M. Min. Contraflow transportation network reconfiguration for evacuation route planning.
IEEE Transactions on Knowledge and Data Engineering, 20(8):1115-1129, 2008.

31



GeoLife: A Collaborative Social Networking Service among User,
Location and Trajectory

Yu Zheng, Xing Xie and Wei-Ying Ma
Microsoft Research Asia, 4F Sigma Building, NO. 49 Zhichun Road, Beijing 100190, China
{yuzheng, xingx, wyma} @microsoft.com

Abstract

People travel in the real world and leave their location history in a form of trajectories. These trajec-
tories do not only connect locations in the physical world but also bridge the gap between people and
locations. This paper introduces a social networking service, called GeoLife, which aims to understand
trajectories, locations and users, and mine the correlation between users and locations in terms of user-
generated GPS trajectories. GeoLife offers three key applications scenarios: 1) sharing life experiences
based on GPS trajectories; 2) generic travel recommendations, e.g., the top interesting locations, travel
sequences among locations and travel experts in a given region; and 3) personalized friend and location
recommendation.

1 INTRODUCTION

The advance of location-acquisition technologies like GPS and Wi-Fi has enabled people to record their location
history with a sequence of time-stamped locations, called trajectories. These trajectories imply to some extent
users’ life interests and preferences, and have facilitated people to do many things, such as online life experience
sharing [12, 13], sports activity analysis [4] and geo-tagging multimedia content [3]. Using these trajectories,
we cannot only connect locations in the physical world but also bridge the gap between users and locations and
further deduce the connections among users. That is, we are able to understand both users and locations based
on the trajectories.

In this paper, we introduce our project GeoLife [1, 2, 5 14], which is a social networking service incorpo-
rating users, locations and user-generated GPS trajectories. As demonstrated in the left part of Figure 1, people
access a sequence of locations in the real world and generate many trajectories in a form of GPS logs. Based
on these GPS trajectories, we can build three graphs: a location-location graph, a user-location graph, and a
user-user graph. In the location-location graph, a node is a location and a directed edge between two locations
stands for that a least some users have consecutively traversed these two locations in a trip. In the user-location
graph, there are two types of nodes, users and locations. An edge starting from a user and ending at a location
indicates that the user has visited this location for some times, and the weight of the edge is the visiting times
of the user. Further, we can infer the user-user graph where a node is a user and an edge between two nodes
represents that the two users have visited the same location in the real world for some times (the edge weight is
the times sharing the same locations).

Copyright 2010 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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Figure 1: The philosophy and research points of GeoLife

Using the graphs mentioned above, we conduct three aspects of research listed in the right part of Figure 1.
1) Understanding trajectories: For example, we provide a method to search for the trajectories by giving a set of
locations of interests [16], or by issuing a spatial query range combined with a temporal interval [1] as a query.
Meanwhile, we infer the transportation modes that a user took when generating a GPS trajectory [8, 11, 15].
2) Understand users: First, we estimate the similarity between each pair of users in terms of their location
histories represented by GPS trajectories [2]. Second, using an iterative inference model, we compute the travel
experience of each user based on their location history, and then find out travel experts in a geo-region by ranking
users according to the experiences [9]. Third, we can infer the activities that a user can perform in a location
based on multiple users’ location histories and the associated comments [5][6].
3) Understanding locations: On example is that we mine the top interesting locations and travel sequences in a
given region from a large number of users’ GPS trajectories. Another example is we predict a user’s interests in
an unvisited location by involving the GPS trajectories of the user and that of others.

In the rest of this paper, we present three application scenarios, each of which includes several research
points mentioned above. These scenarios are 1) sharing life experiences based on GPS trajectories, 2) generic
travel recommendation, and 3) personalized friend and travel recommendation.

2 SHARE LIFE EXPERIENCES BASED ON GPS TRAJECTORIES

Recently, a branch of GPS-trajectory-sharing applications [3, 4, 12, 13] appeared on the Internet. In these
applications, people can record their travel routes using a GPS-enabled device and then share travel experiences
among each other by publishing these GPS trajectories in a Web community. Photos, comments and tips can
also be associated with the related locations in a trajectory. GPS-trajectories-sharing offers a more fancy and
interactive approach than text-based articles to better express people’s travel experiences, which provide users
with valuable references when planning a travel itinerary. However, as a large-scale GPS tracks have been
accumulated, how to manage these GPS data is an important issue in these applications. Obviously, users
need an efficient approach to retrieve the specific GPS trajectories they are interested in, since nobody has
time and patience to browse trajectories one-by-one. Moreover, people intend to learn information about user
behaviors as well as user intentions behind the raw data. Thus, this section first presents two approaches that can
facilitate users to search for trajectories efficiently. Then, we introduce a machine-learning algorithm inferring
the transportation modes of a GPS trajectory. This technique can provide us with deep understanding of a
trajectory and achieve the automatic categorization of GPS trajectories by transportation modes, and further
enable trajectory filtering by transportation modes.
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2.1 Search Trajectories by Location

When traveling to an unfamiliar city, people usually have a set of places of interests in their mind while they
do not know how to travel among these places. For example, most of people visiting Beijing know or hear of
Tiananmen Square, the Summer Palace and the Bird’s-Nest in the Olympic Park. However, they have no idea
how to travel in each place and what a proper visiting sequence among these places is. At this moment, a user
can give the names of these three locations as a query, or directly point out the locations of these places on a map
(if they know where these places are). Then, our method searches the existing database for some trajectories
that were generated by other users and traverse these places. In short, this query can benefit travelers planning a
trip to multiple places of interest in an unfamiliar city by providing similar routes traveled by other people.

In this work, we propose a new type of trajectory query called the k Best-Connected Trajectory (k-BCT)
query for searching trajectories by multiple geographical locations. Generally, the k-BCT query is a set of
locations indicated by coordinates like (latitude, longitude), which could be a famous attraction, a nameless
beach, or any arbitrary place approximated by the center location. The user may also specify a preferred visiting
order for the intended places, in which case the order of a trajectory needs to be taken into account as well.
To answer the k-BCT query, we first define a similarity function, which should consider the distance from the
trajectory to each query location, to measure how well a trajectory connects the query locations. Second, we
propose an Incremental k-NN based Algorithm (IKNN), which retrieves the nearest trajectory points with regard
to each query location incrementally and examines the k-BCT from the trajectory points discovered so far. In this
algorithm, the pruning and refinement of the search are conducted by using the lower bound and upper bound of
trajectory similarity that are derived from the found trajectory points. The retrieval of nearest trajectory points
is based on the traditional best-first and depth-first k-NN algorithms over an R-tree index. Refer [16] for details.

2.2 Search Trajectories by Spatio-Temporal Queries

Sometimes, people are interested in some GPS trajectories showing the travel experiences within a particular
geo-region and in a specific time interval. For instance, what is fun in the Olympic Park of Beijing in the
weekend? Where would be interesting in the downtown Beijing during Christmas? These questions can be rep-
resented by a spatio-temporal query, with which we can retrieve some existing trajectories providing reference
travel experiences. In these online GPS-trajectory-sharing applications, we observe that users tend to upload
GPS trajectories of the near past more frequently than the trajectories of the distant past. For instance, users
are more likely to upload GPS trajectories of today or yesterday than those of months ago. Thus, traditional
spatio-temporal indexing schemes, like R tree or its variants, are not optimal to handle the skewed nature of
accumulative GPS trajectories.

We propose Compressed Start-End Tree (CSE-tree) [1] for the GPS data sharing applications based on users’
uploading behavior. In this scheme, we first partition the space into disjoint cells that cover the whole spatial
region, and then maintain a flexible temporal index for each spatial cell. To insert a new GPS track, we divide
the track into segments according to spatial partition. Then each segment is inserted into the temporal index of
corresponding spatial grid. For all segments in a temporal index, they are divided into several groups according
to end time of the segment. We observed that for different groups, the frequency of new updates is different.
CSE-tree uses B+ tree index for frequently updated groups and sorted dynamic array for rarely updated ones.
The update frequency of a group may change as time goes by, so we transform a B+ tree into a sorted dynamic
array if update frequency of a group drops below a threshold. Our contribution lies in the following two aspects.

e A stochastic process model is proposed to simulate user behavior of uploading GPS tracks to online
sharing applications. This model can also be applied to other data sharing applications on the Web.

e A novel indexing scheme is optimized to the user behavior of uploading GPS tracks. Our scheme requires
less index space and less update cost while keeping satisfactory retrieval performance.
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2.3 Learning transportation modes based on GPS Data

As a kind of human behavior, people’s transportation modes, such as walking and driving, can provide pervasive
computing systems with more contextual information and enrich a user’s mobility with informative knowledge.
With the transportation modes of a GPS track, people can obtain more reference knowledge from others’ trajec-
tories. Users can know not only where other people have been but also how these people reach each location.
Meanwhile, such knowledge enables the classification of GPS trajectories by transportation modes. So, we can
perform smart route recommendations/designs for a person based on the person’s needs. For instance, a system
should return a bus line rather than a driving route to an individual intending to move to somewhere by a bus.

We designed an approach based on supervised learning to automatically infer users’ transportation modes,
including driving, walking, taking a bus and riding a bike, from raw GPS logs. Our approach consists of
three parts: a change point-based segmentation method, an inference model and a graph-based post-processing
algorithm. First, we propose a change point-based segmentation method to partition each GPS trajectory into
separate segments of different transportation modes. The key insight of this step is that people need to walk
for a while before transferring to another transportation mode. Second, from each segment, we identify a set
of sophisticated features, which are not affected by differing traffic conditions (e.g., a person’s direction when
in a car is constrained more by the road than any change in traffic conditions). Later, these features are fed
to a generative inference model to classify the segments of different modes. Third, we conduct graph-based
post-processing to further improve the inference performance. This post-processing algorithm considers both
the commonsense constraints of the real world and typical user behaviors based on locations in a probabilistic
manner. Refer to papers [8, 11, 15] for details.

The advantages of our method over the related works include three aspects. 1) Our approach can effectively
segment trajectories containing multiple transportation modes. 2) Our work mined the location constraints from
user-generated GPS logs, while being independent of additional sensor data and map information like road
networks and bus stops. 3) The model learned from the dataset of some users can be applied to infer GPS data
from others. Using the GPS logs collected by 65 people over a period of 10 months, we evaluated our approach
via a set of experiments. As a result, based on the change-point-based segmentation method and Decision Tree-
based inference model, we achieved prediction accuracy greater than 71 percent. Further, using the graph-based
post-processing algorithm, the performance attained a 4-percent enhancement.

3 GENERIC TRAVEL RECOMMENDATION

3.1 Mining Travel Experts, Interesting Locations and Travel Sequences

This recommender provides a user with the top n experienced users (experts), interesting locations and the classi-
cal travel sequences among these locations, in a given geospatial region. To define interesting location, we mean
the culturally important places, such as Tiananmen Square in Beijing and the Statue of Liberty in New York (i.e.
popular tourist destinations), and commonly frequented public areas, such as shopping malls/streets, restaurants,
cinemas and bars. With the information mentioned above, an individual can understand an unfamiliar city in a
very short period and plan their journeys with minimal effort.

However, we will meet two challenges when conducting this recommendation. First, the interest level
of a location does not only depend on the number of users visiting this location but also lie in these users’
travel experiences. Intrinsically, different people have different degrees of knowledge about a geospatial region.
For example, the local people of Beijing are more capable than overseas tourists of finding out high quality
restaurants and famous shopping malls in Beijing. Second, an individual’s travel experience and interest level of
a location are relative values (i.e., it is not reasonable to judge whether or not a location is interesting), and are
region-related (i.e., conditioned by the given geospatial region). A user, who has visited many places in a city
like New York, might have no idea about another city, such as Beijing.
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To achieve this generic recommendation, we first propose a tree-based hierarchical graph (TBHG) that mod-
els multiple users’ travel sequences on a variety of geospatial scales. As demonstrated in Figure 2, three steps
need to be performed when building a TBHG. 1) Detect stay points: We detect from each GPS trajectory some
stay points [2] where a user has stayed in a certain distance threshold over a time period. 2) Formulate a
tree-based Hierarchy H: We put together the stay points detected from users’ GPS logs into a dataset. Using
a density-based clustering algorithm, we hierarchically cluster this dataset into some geospatial regions (a set
of clusters C) in a divisive manner. Thus, the similar stay points from various users would be assigned to the
same clusters on different levels. 3) Build graphs on each level: Based on the tree-based hierarchy H and users’
location histories, we can connect the clusters of the same level with directed edges. If consecutive stay points
from one trip are individually contained in two clusters, a link would be generated between the two clusters in a
chronological direction according to the time serial of the two stay points.

Based on the TBHG, we propose a
HITS-based model to infer users’ travel
experiences and interest of a location
within a region. This model leverages
the main strength of HITS to rank lo-
cations and users with the context of a
geospatial region, while calculating hub
and authority scores offline. Therefore,
we can ensure the efficiency of our system
while supporting users to specify any geo-
regions as queries. Using the third level
of the TBHG shown in Figure 2 as a case,
Figure 3 illustrates the main idea of our
HITS-based inference model. Here, a lo- A Tree-Based Hierarchical Graph A Tree-Based Hierarchy
cation is a cluster of stay points, like c3;
and c32. We regard an individual’s visit to
a location as an implicitly directed link from the individual to that location. For instance, cluster c3; contains
two stay points respectively detected from u; and us’s GPS traces, i.e., both u; and us have visited this location.
Thus, two directed links are generated respectively to point to c31 from u; and ug. Similar to HITS, in our model,
a hub is a user who has accessed many places, and an authority is a location which has been visited by many
users. Therefore, users’ travel experiences (hub scores) and the interests of locations (authority scores) have a
mutual reinforcement relation. More specifically, a user’s travel experience can be represented by the interest
levels of the visited locations. In turn, the interest level of a location can be calculated by the experiences of the
users who have accessed this location. Using a power iteration method, we can generate the final score for each
user and location, and find out the top n interesting locations and experience users in a given region.

With users’ travel experiences and the interests of locations, we calcu-

® Standsfor astay point s
O Standsfor astay point cluster cij

Figure 2: Building a tree-based hierarchical graph
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3) These authority scores are weighted based on the probability that people ~ (Authority) @ L C= @ Cs
would take a specific sequence. Refer to papers [9, 14] for details. Cat

3.2 Collaborative Location and Activity Recommendation Figure 3: Our HITS-based infer-
ence model

Typically, people would have the following two types of questions in their
mind when traveling. One is that, if we want to do something like sightsee-

36



ing or food-hunting in a large city, where should we go? The other is, if we

have already visited some places, such as the Olympic park of Beijing, what else can we do there? In general,
the first question corresponds to location recommendation given some activity query (where “activity” can refer
to various human behaviors such as food-hunting, shopping, watching movies/shows, enjoying sports/exercises,
tourism, etc.), and the second question corresponds to activity recommendation given some location query.

In this work, for the first question, we can pro-
vide a user with a list of interesting locations, such as
Tiananmen Square and Bird’s Nest. For the second
question, if a user visits Bird’s Nest, we can recom-
mend her to not only go sightseeing but also experi-
ence some outdoor exercise facilities or try some nice
food nearby. We put both location recommendation
and activity recommendation together in the knowl-
edge mining, since locations and activities are closely related in nature. As we mentioned, to better share life
experience, a user can add some comments or tips to a point location in a trajectory. Such comments and tips
imply a user’s behavior and intentions when visiting a location. With the available user comments, we can get
the statistics about what kinds of activities the users performed on a location, and how often they performed
these activities. As shown in the middle part of Figure 4, by organizing this statistics’ data in a matrix form,
we can have a location-activity matrix, with rows as locations and columns as activities. An entry in the matrix
denotes the frequency for the users to perform some activity on some location. However, the location-activity
matrix is incomplete and very sparse. Therefore, we leverage the information from another two matrices, the
location-feature and activity-activity matrices, respectively shown in the left and right part of Figure 4.

Location-feature matrix: We exploit the location features with the help of POI category database. The
database is based on the city yellow pages, and it can provide us the knowledge that what kinds of POIs we have
in an area. This helps us to get some sense of this location’s functionalities, so that we can use them as features
for better recommendations. Similarly, by organizing the data in a matrix form, we can have a location-feature
matrix, where each entry of the matrix denotes some feature value on that location.

Activity-activity matrix: We exploit the World Wide Web to get the knowledge about the activity correlations.
With this knowledge, we may better infer that if a user performs some activity on a location, then how likely she
would perform another activity. By organizing the data in a matrix form, we have an activity-activity matrix,
where each entry of the matrix denotes the correlation between a pair of activities.

After the data modeling, we have the location-activity, location-feature and activity-activity matrices. Our
objective is to fill those missing entries in the location-activity matrix with the information learned from the
other two matrices, so as to get a full matrix for both location and activity recommendations. Here, we provided
a collaborative filtering (CF) approach based on collective matrix factorization to take these information sources
as inputs and train a location and activity recommender. By defining an objective function and using the gradient
descent to iteratively minimize the objective function, we can infer the value of each missed entry. Based on the
filled location-activity matrix, we can rank and retrieve the top k locations/activities as recommendations to the
users. Refer to papers [5, 6] for details.
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Figure 4: Collaborative location-activity learning model

4 PERSONALIZED FRIEND & LOCATION RECOMMENDATION

Besides the generic recommendation, an individual also wants to visit some locations matching her travel pref-
erences (personalized). Actually, people’s outdoor movements in the real world would imply rich information
about their life interests and preferences. For example, if a person usually goes to stadiums and gyms, it denotes
that the person might like sports. According to the first law of geography, everything is related to everything
else, but near things are more related than distant things, people who have similar location histories might share
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similar interests and preferences. The more location histories they share, the more correlated these two users
would be. Therefore, based on users’ GPS trajectories we conduct a personalized friend & location recom-
mender, which provides an individual with some similar users in terms of location histories and recommends
some places that could interest the individual while having not been found by the individual.

4.1 Friend Recommendation

To achieve the friend recommendation, we first build a shared framework shown in Figure 2 according to the first
two steps mentioned in Section 3.1. By feeding each user’s GPS trajectories into this framework, we can build
a personal hierarchical graph for each user. Based on this graph, we propose a similarity measurement, referred
to as a hierarchical-graph-based similarity measurement (HGSM), which takes into account the following three
factors to estimate the similarity between users:
1) The sequence property of people’s outdoor movements: The longer similar sequences matched between two
users’ location histories, the more related these two users might be.
2) The hierarchical property of geographic spaces: Users who share similar location histories on geographical
spaces of finer granularities might be more correlated.
3) The visited popularity of a location: Similar to inverse document frequency, two users who accessed a location
visited by a few people might be more correlated than others sharing a location history accessed by many people.
Given two users’ hierarchical graphs, we can calculate a similarity score for them by using the HGSM. Later,
a group of people, called potential friends, with relatively high scores will be retrieved for a particular individual.
Refer to paper [2] for details.

4.2 Personalized Location Recommendation

This recommender uses a particular individual’s visits on a geospatial location as their implicit ratings on the
location, and predicts a particular user’s interest in an unvisited location in terms of their location history and
those of other users. To achieve this recommender, we first formulate a matrix between users and locations,
where rows stand for users and columns represent users’ ratings on locations. We incorporated a content-based
method into a user-based collaborative filtering algorithm, which uses HGSM as the user similarity measure,
to estimate the rating of a user on an item. Later, some unvisited locations that might match their tastes can
be recommended to the individual. Refer to paper [10] for details. Though the CF model using HGSM as a
similarity measurement is more effective than those using the Pearson correlation and the Cosine similarity, it
consumes a lot of computation since the HGSM-based method needs to calculate the similarity between each
pair of users while the number of users could keep on increasing as a system becomes popular. To address
this problem, we propose an item-based CF model regarding locations as items. In this work, we first mine the
correlation among locations from multiple users’ GPS traces in terms of 1) the sequences that the locations have
been visited and 2) the travel experiences of the users creating these sequences. Then, the location correlation is
incorporated into a CF-based model that infers a user’s interests in an unvisited location based on her locations
histories and that of others. The item-based CF model using location correlation is slightly less effective than
the HGSM-based one while is much more efficient than the latter. Papers [7, 14] offer details.

S CONCLUSION

User-generated GPS trajectories do not only connect locations in the physical world but also bridge the gap
between people and locations. In GeoLife, we aim to understand trajectories, users, and locations in a collabo-
rative manner, and perform three key application scenarios. The first scenario, sharing life experience based on
GPS trajectory, focuses on understanding GPS trajectories. In the second scenario, generic travel recommenda-
tion, we infer the travel experience of a user (understand users) and the interest level of a location (understand
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locations) in an iterative manner. Later, the classical travel sequences among locations (location correlation) are
detected based on the inferred user experience and location interest. Meanwhile, we learn user activities in a lo-
cation (user-location correlation) and enable a location-activity recommender. In the third scenario, personalized
friend and location recommendation, we estimate the similarity between users (user correlation) based on the
similarity between their location histories (location correlation). Later, a personalized recommender, which pre-
dicts a user’s interests in an unvisited location (user-location correlation) by integrating this user similarity into
a CF model, is conducted. Overall, user, location and trajectory have a collaborative and mutual reinforcement
relationship among each other.
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Abstract

Participatory texture documentation (PTD) is a geospatial data collection process in which a group of
users (dedicated individuals and/or general public) with camera-equipped mobile phones participate
in collaborative collection of urban texture information. PTD enables inexpensive, scalable and high
resolution data collection for urban texture mapping. In this paper, we introduce GeoSIM (Geospatial
Social Image Mapping), a system we have designed and developed to enable efficient PTD. GeoSIM
deploys a two-step planning process for efficient PTD. At the first step, termed “viewpoint selection”,
a minimum number of points in the urban environment are selected from which the texture of the en-
tire urban environment (the part accessible to cameras) can be collected/captured. At the second step,
called “viewpoint assignment”, the selected viewpoints are assigned to the participating users such that
given a limited number of users with various user constraints (e.g., specific participation time) users can
collectively capture maximum amount of texture information within a limited time interval. Viewpoint se-
lection and viewpoint assignment are both NP-hard problems. We present the design and implementation
of GeoSIM based on our proposed heuristics for efficient viewpoint selection and viewpoint assignment
that enable on-the-fly planning for PTD.

1 Introduction

The advent of earth visualization tools (e.g., Google Earth™, Microsoft Virtual Earth™) has inspired and
enabled numerous applications. Some of these tools already include fexture in their representation of the urban
environment. The urban texture consists of the set of images/photos collected from the real environment, to be
mapped on the facade of the 3D model of the environment (e.g., building and vegetation models) for photo-
realistic 3D representation. Currently, urban texture is collected via aerial and/or ground photography (e.g.,
Google Street View). As a result, texture collection/documentation is 1) expensive, 2) unscalable (in terms of
the required resources), and 3) with low temporal and/or spatial resolution (i.e., texture cannot be collected
frequently and widely enough).

Copyright 2010 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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These limitations can be addressed by leveraging the popularity of camera-equipped mobile devices (such
as cell phones and PDAs) for inexpensive and scalable urban texture documentation with high spatiotemporal
resolution. With participatory texture documentation, termed PTD hereafter, a group of participants (dedi-
cated individuals and/or general public) with camera-equipped mobile phones participate in collaborative/social
collection of the urban texture information. By enabling low-cost, scalable, accurate, and real-time texture doc-
umentation, PTD empowers various applications such as eyewitness news broadcast, urban behavior analysis,
real-estate monitoring, emergency-response, and disaster management (e.g., for damage assessment in case of
earthquake, hurricane, and wildfire).

With this paper, we introduce GeoSIM (Geospatial Social Image Mapping), a system we have designed and
developed to enable efficient PTD [1]. GeoSIM plans for efficient PTD by employing a two-step process. At
the first step, called viewpoint selection, a set of points in the urban environment is selected from which the
texture information of the entire environment (the part accessible to cameras) can be collected. We call such
points as viewpoints. Due to the participatory nature of PTD, available resources (e.g., users’ participation time)
are usually limited and, therefore, it is critical to minimize the number of selected viewpoints. At the second
step, termed viewpoint assignment, the selected viewpoints are assigned to the users for texture collection. The
viewpoints must be assigned such that the texture collected during the documentation campaign (i.e., the specific
time interval allocated for texture documentation) is maximized while all users’ constraints are satisfied. In [7]
and [6], we prove that the problems of viewpoint selection and viewpoint assignment are both NP-hard problems
by reduction from the minimum set-cover problem and the team orienteering problem, respectively. Therefore,
optimal implementations of viewpoint selection and viewpoint assignment are unscalable and fail to satisfy the
real-time requirements of planning for efficient PTD given its participatory nature. Accordingly, we propose
efficient heuristics for each of the two problems that are scalable and allow for on-the-fly planning for PTD.
GeoSIM is designed and implemented based on our proposed heuristics.

The rest of this paper is organized as follows. In Section 2, we formally define our problem by describing the
two-step planning process for efficient PTD. Subsequently, in Section 3 we present our corresponding two-step
solution for on-the-fly PTD planning. We discuss the GeoSIM system design and implementation in Section 4.
In Section 5, we discuss the related work, and finally, we conclude in Section 6.

2 Problem Definition

In this section, after explaining preliminary concepts, we formally define the viewpoint selection and viewpoint
assignment problems in Sections 2.2 and 2.3, respectively.

2.1 Preliminaries

Below, first we explain how we model the 3D environment which is subject to texture documentation. Next, we
define our assumed user participation model for participatory texture documentation.

2.1.1 Environment Model

Consider an urban environment which consists of various 3D elements such as buildings, trees and terrain (see
Figure 1(a), for example). Suppose the environment is modeled in object-level (i.e., a 3D model exists in which
the entire environment is represented by a set of objects). Here, without loss of generality, we assume the
environment is modeled by the 3D TIN (Triangulated Irregular Network) model. The corresponding TIN model
of the environment shown in Figure 1(a) is depicted in Figure 1(b) (shown in 2D). The texture of the environment
is defined as the set of images mapped on the triangles of the 3D TIN model.
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a. Actual Environment b. TIN Model

Figure 1: 3D Environment Representation for Texture Documentation

2.1.2 Participation Model

A texture documentation campaign is defined as the process of collecting and mapping the environment texture
onto the corresponding TIN model of the environment during a predefined time interval T, termed the campaign
time (e.g., 10:00am to 2:00pm on a particular day). We assume the urban texture remains unchanged during 7.
Suppose V' is the set of points in the environment such that from each point v € V one can collect texture
information by imaging the surrounding area. We call each such point v a viewpoint. Accordingly, we define
the texture score T'S(v) of a viewpoint v as the total number of TIN triangles visible from v. For example, in
Figure 1(b) the texture score of the viewpoint vy, is T'S(vi) = 9. Similarly, the texture score 7'S(W) of a set of
points W C V is defined as the total number of TIN triangles visible from any viewpoint in .

With participatory texture documentation, the texture collection process is implemented by a set of users
U. We assume each user v € U has a set of participation constraints denoted by ¢ = (s,d, A), where s is
user’s starting point in the environment, d is user’s desired ending point (where the user intends to leave the
documentation campaign), and A is user’s maximum available time for participation. Accordingly, a partici-
pation plan (or participation path) for a user u is define as a path P, = (s, v1,v2,...,v,,d) that starts from
the starting point s and ends at the ending point d while traversing a number of viewpoints v; to v,, where the
user is expected to make stops for texture collection. Figure 1(b) shows a sample participation path for a user u;
(not shown in the figure) with the set of constraints ¢; = (s;,d;, A;); in this case, the sample participation path
traverses two viewpoints. Furthermore, a participation path P, for user u is said to satisfy the user constrains c
if and only if the total time to traverse the participation path (i.e., the actual user participation time) is less than
the user available time A:

tp+nt,, < A (1)

where ¢, is the total time to traverse the subpaths between successive viewpoints (assuming shortest path), and
ty, is the time it takes to collect images at each viewpoint v; along the path P,. Finally, the texture score T'S(P,,)
of the path P, is defined to be equal to the texture score T'S(Vp, ), where Vp, is the set of viewpoints vy to vy,
covered by P,. Similarly, the texture score T'S(Py) of a set of paths Py is defined to be equal to the texture
score T'S(Vp,, ), where Vp,, is the set of viewpoints covered by at least one path in P;.

2.2 Viewpoint Selection Problem

Suppose T is the set of TIN triangles that comprise the 3D model of the target environment. Consider 77 C T
as the subset of TIN triangles that are visible from at least one viewpoint in V' (note that given a finite set of
viewpoints V, there might be a non-empty set of triangles 7°\7” that cannot be texture mapped, regardless).
Accordingly, we call a set of viewpoints V' C V a texture covering set, if every triangle in 7" is visible from at
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least one viewpoint in V. The viewpoint selection problem is defined as the process of finding a texture covering
set Vg with minimum size among all texture covering subsets of V.

2.3 Viewpoint Assignment Problem

Once the texture covering set Vg is identified, the viewpoints v € Vg must be assigned to the participating
users u € U (by including viewpoints in their participation plan) such that the total number of the TIN triangles
t € T’ covered by users within the campaign time 7 is maximized. Formally, the problem of viewpoint
assignment is defined as an optimization problem, arg max, TS(Py), to find the set of participation plans
Py = {Py,,,Py,,...,P,, } corresponding to the users uj, u1,...,u, in U such that T'S(Py) is maximized
while each P, satisfies the corresponding user constraints c;.

With GeoSIM, we assume users can join the texture documentation campaign progressively (not necessarily
at a single time instant), with a poisson arrival distribution. Accordingly, we generalize the definition of the
viewpoint assignment problem by considering an iterative viewpoint assignment scheme. With this scheme,
the campaign time 7 is divided into equi-length epochs, I; to I;, and viewpoint assignment is repeated at each
epoch to assign the remaining uncovered viewpoints (those viewpoints that are not covered at previous epochs) to
the users who arrive within the current epoch I;. With iterative viewpoint assignment the optimization problem
defined above is generalized and modified to arg max, T'S(Py,), where U; C U is the subset of users arriving
during the ¢-th epoch I;.

3 On-the-Fly Planning for Participatory Texture Documentation

We briefly describe our proposed solutions that enable on-the-fly viewpoint selection and viewpoint assignment
in Sections 3.1 and 3.2, respectively. The detailed description of our solutions can be found in our extended
papers [7] and [6].

3.1 Viewpoint Selection Solution

With [7], we propose an efficient heuristic, termed GVS (short for Greedy Viewpoint Selection), which allows
for approximate but real-time viewpoint selection with approximation guarantees. In essence, GVS is a greedy
heuristic that solves a given instance of the viewpoint selection problem by reduction to the corresponding
instance of the classical minimum set-cover problem. With our experimental results, we show that GVS finds
the minimum texture covering set Vg for an area as large as Los Angeles County (covering 1183 square miles
with numerous objects) in a few seconds. In this case, Vg only includes 17% of the viewpoints in V.

3.2 Viewpoint Assignment Solution

With [6], we propose two families of efficient heuristics that enable on-the-fly viewpoint assignment: individual-
based heuristics and group-based heuristics. With individual-based heuristics, we generate each user participa-
tion plan exclusively, independent of those of other users. Toward that end, we reduce the viewpoint assignment
problem for a single user to the classical problem of orienteering [3], and accordingly adopt and extend the most
recent heuristic solutions for the orienteering problem [4, 5] to implement viewpoint assignment. Individual-
based heuristics are efficient and allow for on-the-fly viewpoint assignment; however, due to their exclusive
nature, the participation plans generated by these heuristics may significantly deviate from optimal plans.
Alternatively, with our group-based heuristics we consider all users as a united group of participants. This
allows for optimizing the assignment of the viewpoints among all users as a group; consequently, group-based
heuristics can potentially generate near-optimal plans while maintaining high efficiency. In particular, group-
based heuristics implement viewpoint assignment as a two-stage process. The main idea is to break the viewpoint
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assignment problem into multiple disjoint and smaller subproblems (at the first stage), where each subproblem
takes a limited number of viewpoints as input and, therefore, can be solved efficiently (at the second stage).
Accordingly, at the first stage group-based heuristics use various measures (e.g., proximity of the users to the
viewpoints) to partition the set of viewpoints in Vg into a number of subsets, one subset per each user. At the
second stage, similar to the individual-based heuristics, an orienteering heuristic is adopted to assign a subset of
the viewpoints in each partition to the corresponding user of the partition.

4 GeoSIM: A Participatory Texture Documentation System

Figure 2 illustrates the client-server architecture of our PTD prototype system, dubbed GeoSIM.
As depicted in the figure,
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The GeoSIM client (which is implemented as an Android application) comprises of two modules. The
visualization module uses a Google Map™ based interface to take user constraints, visualize the assigned user
participation plan, and direct the user to take the required images. On the other hand, the image evaluation
module considers various image features such as orientation, blurriness, and lighting to evaluate the quality
of the images collected by the user. Accordingly, user is asked to re-take the images that are rejected by the
evaluation module. Figure 3 shows the self-explanatory workflow of the participatory texture documentation
process with GeoSIM. See [1] for more details about GeoSIM.

Figure 2: GeoSIM Architecture

5 Related Work

Various commercial systems and research prototypes (e.g., Microsoft’s Photosynth [2]) are developed that allow
for texture mapping based on the images acquired by commodity cameras. In contrast, our focus is on effective
planning to collect the images rather than merging the collected images for texture mapping.
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Figure 3: GeoSIM Workflow

6 Conclusion and Future Work

In this paper, we introduced the problem of geospatial planning for effective collection of texture information
from urban environments. We also presented efficient heuristics that enable on-the-fly planning and described
GeoSIM, the research prototype we have developed based on our solutions for participatory texture documen-
tation. As part of our future work, we plan to extend GeoSIM to allow for documentation of data with other
modalities, such as sound and temperature, and pollution.
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Abstract

In spatio-temporal applications, moving objects detect their locations via location-aware devices and
update their locations continuously to the server. With the ubiquity and massive numbers of moving
objects, many spatio-temporal access methods are developed to process user queries efficiently. Spatio-
temporal access methods are classified into four categories: (1) Indexing the past data, (2) Indexing the
current data, (3) Indexing the future data, and (4) Indexing data at all points of time. This short survey
is Part 2 of our previous work [28]. In Part 2, we give an overview and classification of spatio-temporal
access methods that are published between the years 2003 and 2010.

1 Introduction

Spatio-temporal databases deal with moving objects that change their locations over time. Generally, moving
objects report their locations obtained via location-aware devices to a spatio-temporal database server. The
server can store all updates from the moving objects so that it is capable of answering queries about the past.
Some applications need to know current locations of moving objects only. In this case, the server may only
store the current status of the moving objects. To predict future positions of moving objects, the spatio-temporal
database server may need to store additional information, e.g., the objects’ velocities.

Many query types are supported by a spatio-temporal database server, e.g., range queries “Find all objects
that intersect a certain spatial range during a given time interval’, k-nearest neighbor queries “Find k restau-
rants that are closest to a given moving point”, or trajectory queries “Find the trajectory of a given object for the
past hour”. These queries may execute on past, current, or future time data. A large number of spatio-temporal
index structures has been proposed to support spatio-temporal queries efficiently.

In [28], we give a brief survey of spatio-temporal access methods that are published on or before 2003. This
survey is Part 2 of [28], where we cover and classify spatio-temporal access methods published in the years
2003 to 2010. Since 2003, new spatial-temporal access methods have been developed that use entirely new
approaches or that address weaknesses in existing approaches. Besides having separate indexing structures for
past data, present data, or future data, some access methods have been proposed to deal with data at all points in
time. Several spatio-temporal indexing methods are proposed for special environments, e.g., road networks or
indoor networks. Figure 1 gives an overall overview of spatio-temporal access methods until 2010. Lines in the
Figure indicate the evolutionary relationships among the spatio-temporal access methods.

The rest of this paper proceeds as follows. Sections 2, 3, and 4 survey spatio-temporal indexing methods
for historical, current time, and future prediction data, respectively. Section 5 surveys spatio-temporal indexing
methods for combined past, present, and future data. Section 6 gives concluding remarks.
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advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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Figure 1: Survey of Spatiotemporal Access Methods.

2 Indexing the Past

In this section, we survey methods for indexing historical spatio-temporal data. We follow the same categoriza-
tion as the one in Part 1 [28]. Since moving objects update their locations frequently, storing all historical data
may not be feasible. Sampling helps reduce the size of stored historical data. Linear or non-linear interpola-
tion techniques may be used between consecutive sampled data points to form trajectory paths. In contrast to
sampling, objects may elect to update their locations only when they experience significant changes in location.

2.1 Three-dimensional Structures
In this category, time is modeled as the third dimension in addition to the two location dimensions (X,Y).
MTSB-tree [49]: The Multiple TSB-tree supports the historical and spatial range close-pair queries for
moving objects. A range close-pair query finds pairs of objects that are closer than a given threshold distance
during a given time interval and that both lay inside a given spatial range. Similar to SETI [4], in the MTSB-tree,
space is divided into disjoint cells, each maintaining a temporal index for its objects’ movements. Unlike SETI’s
R-tree-based [17] temporal index, the MTSB-tree uses a Time-Split B-tree (TSB-tree) [26] in each cell. Thus,
all trajectory segments within the spatial and temporal range query are produced in increasing time order by
merging the query results from the TSB-trees of all cells. Then, a stream of such trajectory segments is fed into
a plane-sweep algorithm that sweeps both time and space to produce close-pair objects on the fly.
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FNR-tree [16]: The Fixed Network R-Tree indexes objects moving in a two-dimensional (2D) fixed net-
work. A fixed network is a set of connected line segments. The FNR-tree uses a 2D R-tree to index the static line
segments of the network. Each leaf entry contains a line segment and a pointer to the root of a 1D R-tree that
indexes the time intervals of objects’ movements. Each time a moving object leaves a given line segment of the
network, the FNR-tree searches the 2D R-tree to find the line segment and then inserts an interval (TEntrance,
TEXxit) into the corresponding 1D R-tree. Every new entry is simply inserted in the rightmost leaf of the 1D
R-tree. Thus, in the FNR-tree, the objects’ movements are assumed not to begin or end in the middle of a line
segment and their speeds or directions cannot be changed in the middle of a line segment.

MON-tree [10]: The MON-tree is an extension to the FNR-tree. In the MON-tree, the constrained network
is modeled as a set of junctions (nodes) and routes (edges) in which routes are non-intersecting polylines. Unlike
the FNR-tree where an object’s position is updated only when the object leaves a line segment, in the MON-tree
the object’s position is associated with a real number between 0 and 1 that is the relative position of the object
within a route. Similar to the FNR-tree, the MON-tree uses a top 2D R-tree to index the polylines’ bounding
boxes. For each polyline, a bottom 2D R-tree indexes the movements of the objects within the polyline. An
object’s movement is represented by a spatial range (pl,p2) and a temporal interval (¢1,¢2). The MON-tree
uses a hash structure with the polyline identifier as the hash key to locate the polyline’s corresponding bottom
R-tree into which an object’s movement is to be inserted.

2.2 Overlapping and Multi-version Structures
In this category, the temporal dimension is discriminated from the spatial dimensions in a variety of ways.

PA-tree [29]: The Parametric tree indexes historical trajectory data of moving objects by dividing the tempo-
ral domain into m disjoint time intervals. Each trajectory is split into a series of m line segments that correspond
to the m disjoint time intervals and each segment is approximated with a single continuous Chebyshev polyno-
mial. The PA-tree restricts the maximum deviation between the approximation and the original movement to
make sure the approximation is conservative and tight. A two-level index indexes trajectory segments within
each time interval. The first level is an R*-tree-like structure that indexes the two leading coefficients of the
Chebyshev polynomial describing the object movement along each dimension and the maximum deviation er-
rors. In the second level, higher-degree coefficients as well as the corresponding maximum deviations are stored
for each trajectory segment. If the first level index is unable to determine whether the trajectory satisfies the
query predicates, the additional coefficients in the second level index are used in the filtering step.

GStree [21]: The Graph Strip Tree indexes the current or past positions of moving objects in a constrained
graph defined by edges and vertexes as in the MON-tree [10]. A strip tree [1] stores and models each edge that
can be a list of line segments or curves by interpolating the edge linearly. The GStree is a balanced binary tree
in which a leaf node is a minimum bounding area of an edge. These leaf nodes are merged two at a time to form
internal nodes, such that the two merged nodes result in a minimum bounding area for their parent node. These
internal nodes are merged in the same manner until the GStree reaches the root. The GStree assumes that all
objects’ positions are updated continuously in a constant update interval. It also assumes that there are (m + 1)
positions for each moving object defined on m equal intervals in the time domain [0, T']. Each leaf node of the
GStree points to two data structures: the strip tree representing the edge stored in the leaf node, and an array of
size m to store m interval trees of m time intervals. Each interval tree represents the moving objects’ positions
during the corresponding time interval on the corresponding edge. The strip trees and the GStree are stored in
memory while the arrays are stored in disk. When new objects on an edge appear at a new time interval, a new
interval tree containing these objects is created and is concatenated to the array.

2.3 Trajectory-oriented Access Methods

This category of access methods for historical spatio-temporal data deals with trajectory-oriented queries [35]
that are either topological or navigational. Topological queries involve the topology of trajectories, e.g., check if
an object enters or bypasses a given area. Navigational queries involve derived information, e.g., the maximum
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speed of an object during the last hour, or the orientation of an object (East, North, etc.).

CSE-tree [45]: The Compressive Start-End Tree has an idea similar to those of SETI [4] and the SEB-
tree [40] to index the trajectories of moving objects. As in SETI, the space is partitioned into disjoint cells, and
then a CSE-tree as a temporal index is maintained for each spatial cell. As in the SEB-tree, the CSE-tree stores
a temporal interval as a 2D point. All segments indexed by a CSE-tree are divided into several groups according
to the end time of the segment. A B+-tree-based End-Time index is built to index all groups. For each group,
another B+-tree-based Start-Time index is organized to index all segments in that group. The CSE-tree is used
in GPS data sharing applications, where people are interested in exchanging their GPS tracks. Thus, a track
that consists of a sequence of track segments is inserted into the GPS data sharing system at the time a user
uploads it, rather than at the time the GPS device updates a new location. Therefore, each Start-Time index has
a different frequency update rate. When the update frequency of a Start-Time index goes below a threshold, the
Start-Time index is transformed to a sorted dynamic array to utilize the storage.

Polar Tree [33]: The Polar Tree is an in-memory unbalanced binary tree to index object headings (orienta-
tions) of interest to a given focal point (site). Each site has a focal scope that represents its maximum range for
detecting the objects moving in its vicinity. A focal scope is a circle of radius R centered at the fixed location of
the site. An object’s heading is represented as a counterclockwise angle w.r.t. the positive x-axis. By collecting
objects’ headings, the mode of progression can be observed. The Polar Tree divides the scope of a site into
non-overlapping polar sectors corresponding to the nodes in the Polar Trees. The root node represents the entire
scope of the site and has no entries. An internal node with a radius, say r, has exactly two children with radius
r/+/(2) and the central angle w of the internal node is bisected into equal parts for its children. When a leaf
node overflows, it becomes an internal node with two new children. Each object’s heading is inserted at suitable
internal nodes or leaves of the Polar Tree built for a specific focal point. Therefore, the Polar Tree is used to
monitor objects’ orientations and detect if many objects get closer to or move away from a site.

Chebyshev Polynomial [3]: A d-dimensional spatio-temporal trajectory is projected to its d dimensions to
have d 1D series that are each approximated by a Chebyshev polynomial [27] and is represented by a vector
of coefficients. All coefficient vectors are combined to form one vector or one single multi-dimensional point
representing the trajectory. An arbitrary multidimensional access method indexes the points of all trajectories. It
assumes that all trajectories are sampled at the same set of timestamps. Thus, the polynomial approximations for
all trajectories have the same degree and the time dimension can be ignored. The Lower Bounding Lemma states
that the Euclidean distance between two trajectories is lower bounded by the Euclidean distance between the
two vectors of Chebyshev coefficients weighted by a factor. Based on the lemma, a query to find all trajectories
within a range from a given trajectory or a kNN query of a specified trajectory can be answered using the index.

RTR-tree and TP?R-tree [19]: The indoor movement is more constrained than outdoor Euclidean move-
ment and is characterized by entities (doors, rooms, hallways, etc.) and topology predicates (enter, leave, cross,
etc.). Location data is collected by RFID readers that are deployed at fixed locations in the indoor space to
locate moving objects. The RTR-tree and TP?R-tree [19] are two R-tree-based indexes for trajectories of ob-
jects moving in symbolic indoor space. The RTR-tree is a 2D R-tree on the Reader-Time space that organizes a
trajectory as a list of line segments. To answer a range query, the Euclidean range space is transformed into sets
of RFID readers and then the RTR-tree is searched for the corresponding readers. The TP?R-tree uses the same
Reader-Time space, but transforms a trajectory to a set of points, augmented with a temporal parameter. This
way, the TP?R-tree achieves better node organization.

3 Indexing the Current Positions (NOW)

The notion of the “current” or NOW in database systems is challenging (e.g., see [9]). In this section, we give
an overview of spatio-temporal access methods that answer queries on the NOW status of moving objects.
LUGrid [47]: The Lazy-Update Grid-based index adapts the grid file [30] to exploit lazy insertion and
deletion to handle the frequent updates to the locations of continuously moving objects. Incoming updates are
grouped based on the to-be-updated disk-page, are stored in a memory grid, and then are lazily flushed into disk
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in batch. Thus, multiple updates are reduced to only a single disk update. In lazy deletion, obsolete entries
remain temporarily in disk rather than being immediately deleted. The LUGrid uses an in-memory memo
structure to keep track of current object ids. This way, the obsolete entries can be referred from the current
entries in the memo and are lazily removed when their disk pages are accessed.

RUM-tree [46, 39]: The R-tree with update memo deals with the frequent updates of moving objects.
Instead of deleting the object from the old location and reinserting it into the new location, upon a location
update, we just insert the object in the new location. This results in multiple obsolete (old) locations of an
object. As in the LUGrid [47], the RUM-tree uses an in-memory memo to track the obsolete entries to avoid
purging old entries immediately during an update process. Upon touching a disk page, say p, e.g., during query
processing, and before reporting an object, say o, as output, o’s version in p is checked against the memo to make
sure that o’s version is current. A garbage cleaner (GC) inside the RUM-tree removes the obsolete entries lazily
and makes sure that the size of the in-memory memo is bounded. Various mechanisms are used by GC to remove
obsolete entries including a vacuum cleaner approach that regularly sweeps the space with some frequency and
a clean-upon-touch approach that cleans a leaf node whenever it is fetched during an insert or update operation.

IMORS [20]: Indexing Moving Objects on Road Sectors indexes the current positions of objects with
high update frequencies moving on a fixed road network. IMORS uses an R*-tree to index road sectors (non-
intersecting segments of a road, each bounded by two intersection points). Each road sector entry on leaf nodes
of the R*-tree points to a road sector block (BRS) that contains the identifiers of the moving objects on the road
sector. In addition, data blocks (Bdata) store data records of the velocities and coordinates of moving objects.
There are bi-directional pointers between each record in Bdata and a corresponding moving object in a BRS.
To insert a new moving object into IMORS, one data record with the object’s coordinates and other attributes
is inserted into a Bdata and the object identification (o0id) is inserted into a BRS corresponding to a road sector
where the new object is contained. To update a new position of a moving object, first, the record of the object
from the Bdata is retrieved by its oid and then is updated. If the object is still on the same BRS, no more
operations are needed. Otherwise, the oid entry in the old BRS found directly by the pointer from the data
record is deleted and is inserted into the new BRS. The road sector can be found by searching the R*-tree.

4 Indexing the Future Positions

To index the future positions of moving objects, access methods predict the future locations of the objects in a
variety of ways, e.g., using the objects’ reference locations and their velocities.

4.1 The Original Space-time Space
Here, the predicted positions of moving objects are calculated and plotted in the original spatio-temporal space.
MOVIES [12]: The main-memory MOVing objects Indexing using frEquent Snapshots supports predictive
queries on moving objects. Instead of creating only one index and modifying it according to incoming updates,
MOVIES constructs an index w.r.t. the most updated data of moving objects and uses that index for a short period
of time and then throws it away when a new index is constructed. Thus, MOVIES provides a read-optimized
index. Query results may not consider the most recent updates if the updates arrive before a new index is
scheduled for construction. MOVIES uses linearized kd-tries [31, 44] to index moving objects’ locations. It uses
Predictive (PI) or Non-Predictive Indexing (NPI). In PI, an object’s predicted position is translated immediately
to be indexed in MOVIES when an update arrives using the moving object’s linear function. In contrast, NPI
does not compute predicted positions at indexing time but rather at the query processing time.

4.2 Transformation Methods
Here, the time-space domain is transformed to a space so that it is easier to represent and query data in the future.

4.2.1 Duality transformation
STRIPES [32]: The Scalable Trajectory Index for Predicted Positions in Moving Object Databases models the
movements of an object as a linear function in a d-dimensional space. It transforms the predicted positions of
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a moving object in the d-space into points in a 2d dual space (storing the coordinates and the velocities of the
moving objects). Two distinct indexes are maintained. The first and second indexes cover the time intervals
from O to L and from L to 2L, respectively. During every time period L, objects update their locations and
velocities by being inserted into the second index and being deleted from the first index. As time elapses, the
first index becomes empty and the second index is populated. Each STRIPES index is a disk-based bucket PR
quadtree [37], where each dual plane (Vi, Pi) is partitioned equally into four quadrants, with Vi and Pi being
the velocity and coordinate values at Dimension i in the original d-space. Because STRIPES may lead to low
page utilization, it stores leaf nodes with occupancy less than 50% in half a page and leaf nodes with over 50%
occupancy in a full page. Insertion, deletion, and update are as in the PR quadtree. Update tuples contain both
the old and new locations, hence an update is a delete of the old location followed by an insert of the new one.

MB-index [14]: The MB-index transforms the objects in d-space to a 2d-space that corresponds to the
objects’ locations and velocities. One dimension is kept fixed and for each other dimension, (d-1) dimensional
hyperplanes that are perpendicular to that dimension partition the space so that the points distribute uniformly
among partitions. For each partition, a B-tree indexes the points ordered by the value of the fixed dimension. A
range query is transformed into a 2d-polyhedron. Then, each hyperplane of the polyhedron is intersected with
each partition to find the point candidates that are then checked for inclusion inside the query polyhedron.

4.2.2 Space-filling-curve (SFC) Transformation

B?-tree [18]: A B®-tree extends the B™-tree to index moving objects. Object locations are transformed to 1d
values using an SFC that preserves location proximity. The B*-tree partitions the time axis into equal intervals
corresponding to the maximum duration between two updates of any object location. Each interval is then sub-
partitioned into equal phases. When one moving object updates its location, the B*-tree computes the predicted
location of the object at the end timestamp of the next phase using the moving object’s linear time function.
Then, the B*-tree uses an SFC to convert this predicted location to a 1d-value. This value and the partition
information are concatenated and indexed by the B®-tree. A range query is answered by an iterative query
enlargement algorithm to explore appropriate partitions. Deletion is the same as in the BT -tree. The positional
information for the object at its insertion and the last insertion time are assumed to be known. Unlike update
in the B -tree, an object in the B®-tree is only updated when its linear moving function changes. Upon update,
the B®-tree deletes the object out of its tree partition and then reinserts the updated value into the most recent
partition. Similar to STRIPES [32], the B*-tree keeps two partitions at a time.

BY-tree and o BY-tree [6]: These two indexes extend the B*-tree [18] by using separate update frequencies
for each moving object. Thus, the BY-tree and the o BY-tree work well in the environments with hightly variable
update periods. The o BY-tree uses the parameter « to balance the performance of updates and queries. Instead
of updating values every phase (as in the B*-tree), the o BY-tree updates values after every « phases.

ST?B-tree [8]: The ST2B-tree indexes the future positions of moving objects in exactly the same way as that
of the B®-tree. However, it improves on the B®-tree by adapting to data skewness in space and time. The ST?B-
tree partitions the space into disjoint Voronoi cells using a set of reference points identified dynamically. Based
on the data density within a Voronoi region, each region has an individual grid. A moving object is assigned to
one grid cell within a Voronoi region. A tree partition in the ST?B-tree grows and shrinks one after the other
over time. The Voronoi regions and their corresponding grids are adjusted given the new data distribution.

B4 tree [48]: The B%““_tree builds on the B?-tree. Unlike the B®-tree that indexes only objects’ loca-
tions, the B tree captures both d-dimensional locations and velocities in a dual 2d-space. The dual space
is partitioned along all dimensions into cells. Then, an SFC transforms the 2d-values in the dual space into
1d-values that are indexed in a B™-tree. Any cell in the partitioning space can be regarded as a d-dimensional
moving rectangle (MOR) that captures the locations and velocities of all objects inside it similar to the time
parameterized bounding rectangle (TPBR) in the TPR-tree [36]. Each internal entry in the B -tree maintains a
set of MORs, indicating the spatial region and range of velocity covered by the sub-tree of the entry. Unlike the
B®-tree where spatiotemporal search is reduced to several 1D range queries on the BT -tree, the B4““-tree uses
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R-tree-like query algorithms as in the TPR-tree. A range query searches the sub-tree of an internal entry only if
any of its MORs intersect the query region. Insertion, update and deletion of a moving object in the B tree
are similar to those of the B*-tree.

B _tree [38]: The B -tree builds on the B*-tree. Instead of using a B -tree, the B _Tree uses a B/"-
tree [41] that is a BT -tree whose internal nodes at the same level are linked. Unlike the B*-tree, the B -tree
transforms data using a dynamic Hilbert SFC whose order can be automatically adjusted according to data
distribution. Thus, sub-regions with different data distributions in space have different Hilbert SFC resolutions.
Merging subregions lowers their SFC order while splitting a subregion causes the divided subregions to have a
higher order. Insertion, deletion and update are the same as those of the B*-tree.

To sum up, dual transformation techniques suffer from three main drawbacks: (1) The dual space does not
capture all the information in the primal space. (2) There is no guarantee that objects near each other in the
primal space will still be near each other in the dual space. (3) Rectangular range queries in the primal space are
always transformed into polygonal range queries in the dual space, which calls for more complex algorithms.

4.3 Time-parameterized Access Methods

STP-tree [42]: The Spatio-temporal Prediction Tree generalizes the TPR [36] and TPR*-trees [43] by arbitrary
polynomial moving functions to index future positions of moving objects. It assumes that each moving object,
say o, maintains the most-recent locations and is able to continuously revise its individual motion function, say
o(t). While different objects can follow different motion functions, the server indexes the same motion type for
all objects. The motion type is a polynomial function of any degree D that approximates the moving function o(t)
in the d-dimensional space. The precise motion functions o(t) are used only when the server cannot determine if
a candidate qualifies predictive range queries. In contrast to the TPR*-tree, the parameterized MBR in the STP-
tree is represented by two polynomials over time starting at two opposite corners of a d-dimensional rectangle
enclosing the locations of the children through the maximum timestamp of all children. Insertion, update, and
deletion in the STP-tree are similar to those in the TPR*-tree. The nodes’ bounding polynomial matrices guide
the search for objects, given the objects’ polynomials.

ANR-tree [S]: The Adaptive Network R-tree indexes the future trajectories of objects in a constrained net-
work. As in the FNR-tree [16], the ANR-tree is a two-level index. At the top, a 2D R-tree indexes the network.
At the bottom level, another 1D R-tree is used to index adaptive units. An adaptive unit extends a 1D MBR of
the TPR-tree by grouping adjacent objects with the same direction and similar speed. The predicted movement
of an object is not a linear function, but is bounded by the fastest and slowest movements of the object.

5 Access Methods for Past, Present, and Future Spatio-temporal Data

RPPF _tree [34]: The RPF-tree (Past, Present, and Future) indexes positions of moving objects at all points in

time. The past positions of an object between two consecutive samples are linearly interpolated and the future
positions are computed via a linear function from the last sample. The RP’?F-tree applies partial persistence to
the TPR-tree to captures the past positions. Leaf and non-leaf entries of the R”7F-tree include a time interval of
validity - [insertion time, deletion time]. When a node, say z, is split at time ¢, entries in x alive at ¢ are copied
to a new node, say y and their timestamps are set to [¢, ?) (i.e., their deletion times are unidentified). While a
time-parameterized bounding rectangle (TPBR) of the TPR-tree is valid from the current time, the structure of a
TPBR in the RPPF-tree is valid from its insertion time. The straightforward, optimized, and double TPBRs are
studied. In the straightforward approach, the bounding rectangle is the integral of the TPBR from its insertion
time to infinity. In the optimized TPBR, the bounding rectangle is the integral of the TPBR from its insertion
time to (current time + H time units in the future that can be efficiently queried). The straightforward and
optimized TPBRs cannot be tightened since these rectangles start from their insertion times. The double TPBR
allow tightening by having two components: a tail MBR and a head MBR. The tail MBR starts at the time of
the last update and extends to infinity and thus is a regular TPBR of the TPR-tree. The head MBR bounds the

52



finite historical trajectories from the insertion time to the last update. Querying is similar to the regular TPR-tree
search with the exception of redefining the intersection function to accommodate for the double TPBR.

PCFI"-index [25]: The Past-Current-Future+-Index builds on SETI [4] and TPR*-tree [43]. As in SETI,
space is divided into non-overlapping cells. For each cell, an in-memory TPR*-tree indexes the current positions
and velocities of objects. Current data records are organized as a main-memory hash index, hence allowing
efficient access to current positions. To index the objects’ past trajectories, the PCFIT-index uses a sparse on-
disk R*-tree to index the lifetimes of historical data that only contains the segments from one cell. Insertion,
update, and deletion are similar to those of SETI and TPR*-tree. Upon update, if the new location resides inside
the same partition, a new segment is inserted into the historical data file; the TPR*-tree updates the new location
for the object. Otherwise, a split occurs and two segments are inserted into the historical data file at different
pages; the corresponding entry in the old TPR*-tree is removed and is inserted into another TPR*-tree. If the
insertion of a segment overflows a page, the corresponding R*-tree entry is updated to set its end time.

BB”-index [22]: The BB”-index uses the B*-tree techniques to support the present and future. To index the
past, the BB*-index keeps multiple tree versions. Each tree entry has the form < x_rep, tstart, tend, pointer >,
where x_rep is the transformed 1D object location value using an SFC, tstart and tend are the insert and update
times of the object, respectively. Each tree corresponds to a timestamp signature being the end timestamp of a
phase when the tree is built and a lifespan being the minimum start time and the maximum end time of all the
entries in that tree. Unlike the B*-tree that concatenates the timestamp signature and the 1D transformed value,
the BB”-index maintains a separate tree for each timestamp signature, and models the moving objects from the
past to the future. Insertion is the same as in the B*-tree. Instead of deleting an object, update sets the end time
of the object to the current time, followed by an insertion of the updated object into the latest tree.

UTR-tree [11]: The Uncertain Trajectory R-tree extends the MON-tree [10] with uncertainty within a
constrained network. A top R-tree indexes directed atomic route sections (ARSs) that connect two junctions of a
route and do not contain any other junctions from which moving objects can exit the traffic flow. Leaf entries that
corresponds to the ARSs of the same route have a pointer to a bottom R-tree of the route. The bottom R-trees
of the UTR-tree keep the latest locations and trajectories of moving objects, and thus support historical, present,
and near-future queries. Between two exact locations of the moving object at two consecutive update times, the
UTR-tree derives the uncertain trajectory of the object and indexes it in the corresponding bottom R-tree.

STCB™-tree [23]: The Spatio-temporal Compressed BT -tree uses multiple Compressed BT -trees [24] (a
CB™-tree is a BT -tree with at least 75%-full leaf nodes) to index trajectories of moving objects. One CB T -tree,
termed the TCB " -tree, indexes the temporal dimension and for each spatial dimension, one CB*-tree, termed
the SCB*-tree, indexes the spatial attributes of moving objects in that dimension. The temporal and spatial
coordinates of endpoints of all trajectory segments are indexed by the CB " -trees. Insertion and deletion in the
CB™-tree are the same as in the BT -tree. In the TCB™-tree, each interval identified by two consecutive key
values stores a bucket including the identifiers of the objects moving in that interval. The generation of new
temporal data is totally ordered. Thus, insertions into the TCB ™ -tree append new entries to the rightmost leaf.
The SCB*-tree distinguishes the onward, backward, and still motions of a trajectory according to the departure
and arrival positions of the trajectory. Similar to the TCB™-tree, for each interval identified by two consecutive
key values, the SCB™ -tree keeps a bucket including the identifiers and locations of objects moving within the
interval. To answer a spatio-temporal query, the TCB™- and the SCB " -trees are searched for the temporal and
spatial output, respectively; the final output is the object identifiers common in all the outputs.

PPFI [15]: The PPFI uses a 2D R*-tree to index a road network. Each road sector has a 1D R*-tree (Rs) that
index the time interval for the past trajectory of objects moving along the sector. Pointers link the leaf entries
created by the consecutive updates of the same object. These leaf entries can be in the same Rs or in different
Rs’s. A hash structure describes the recent state of moving objects and predicts their near-future positions using
the objects’ linear moving functions. To insert a new moving object into the PPFI, two entries for the object are
inserted into (1) the hash and (2) the leaf node of the corresponding Rs. These two entries point to each other.
Using this hybrid data structure, the PPFI can support trajectory-based and predictive queries.
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6

Conclusion

This short survey is a continuation of [28]. It classifies and overviews existing spatio-temporal access methods
for the years 2003-2010. Although not the scope of this survey, it is important to highlight the works in [2, 7,
13] that provide spatio-temporal data generators and benchmarks to generate datasets for both general or road
network environments and facilitate the evaluation of spatio-temporal access methods under various conditions.
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Abstract

Databases supporting time dependent and continuously changing geometries, called moving objects
databases, have been studied for about 15 years. The field has been flourishing and there exist many
hundreds, more likely thousands, of publications. However, very few of these results have made it into
systems (research prototypes or commercial) and are available for practical use today.

It is not that the publications are purely theoretical. In most cases data structures and algorithms
have been proposed, implemented, and experimentally evaluated. However, whereas there exists a well
established infrastructure for publishing research papers through journals and conferences, no such
facilities exist for the publication of the related prototypical implementations. Hence implementations
are just done for experiments in the paper and then usually abandoned. This is highly unfortunate even
for research, as future proposals of improved algorithms most often have to reimplement the previous
techniques they need to compare to.

In this paper we describe an infrastructure for research in moving objects databases that addresses
some of these problems. Essentially it allows researchers to implement their new techniques within a
system context and to make them available for practical use to all readers of their papers and users of
the system. The infrastructure consists of SECONDO, an extensible database system into which a lot of
moving object technology has been built already. It offers BerlinMOD, a benchmark to generate large
sets of realistic moving object trajectories together with a comprehensive set of queries. Finally, it offers
SECONDO Plugins as a facility to publish new research implementations that anyone can merge with a
standard SECONDO distribution to have them run in a complete system context.

1 Introduction

Moving objects databases allow one to represent and query in a database the time dependent location of mobile
entities such as vehicles or animals, either online for current movement, or offline storing large sets of trajec-
tories, or histories of movement. This has been a very active field of research since about the mid-nineties.
There exist probably several thousand related publications. A large fraction of them addresses practical issues
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such as indexing and query processing algorithms and the respective paper describes an implementation and an
experimental evaluation. However, only very few of these implementations have ever been integrated into some
larger system environment, and only a few of them are still available today for practical use or comparison with
other solutions. The basic reason is that the current methodology and infrastructure for experimental research
in databases is geared to publishing papers, not software. As a consequence, the field has grown much more in
terms of papers than of systems.

This is unfortunate as the transfer of research results to practical applications is quite difficult. Reimplement-
ing published solutions may require several months of work. Combining many such solutions into an application
will often be not feasible. It is also unfortunate for research itself as the quality of research deteriorates (as ex-
plained below) and a lot of unnecessary double work arises.

The current methodology can roughly be described as follows. A new data structure or algorithm is proposed,
say, a new type of index structure, or a query processing algorithm. The authors describe their proposal and
implement it. To prove the new proposal is worth publishing, they have to provide an experimental evaluation
which needs to include a comparison with the strongest competing proposals from the literature. Unfortunately
in most cases the competing algorithms need to be reimplemented, because the original implementations of their
authors are not available or suitable for comparison. Hence the authors take the effort to also reimplement the
competitors, perform their experiments and report them in the paper. Assuming the paper is accepted, this is
the end of the story. The implemented software is abandoned. Anyway, it is only suitable to be used in a very
specialized system context for performing experiments and doing measurements. There is no way to use it in a
practical system or in real applications.

Original implementations of competing proposals may be available on request from the authors in a few
lucky cases, but most often they are not. There are many reasons: The Ph.D. student who did it, left. The
software was written some years ago and not maintained. It was buggy in the first place and barely able to
execute the experiments of the original paper (omitting those that did not work). It was undocumented. It was
written in a different programming language. And so forth.

That these algorithms need to be reimplemented by the authors of another proposal is bad for several reasons.
First, it is a waste of resources. Second, there is a great danger that in the reimplementation errors are made.
Even with the best effort, it is easily possible that subtle points in the descriptions in the respective papers have
been misunderstood. Possibly some issues have not even been described clearly or at all. Third, the authors of
the new proposal are of course interested in demonstrating that their new algorithm is better than the competitors.
It exercises a lot of discipline in them to make sure that within the competing implementations everywhere the
most efficient technique is used and minor details, that however might severely deteriorate performance, are
treated right.

The lack of the software being published with the paper also has a negative impact on the scientific quality of
the publication. Authors design certain experiments with certain data sets, varying some parameters. Although
referees try to make sure that this has been done carefully, in many cases questions remain. How would this
algorithm behave for this other parameter combination? What were the exact properties of the data set? Could
they have had a special impact on this algorithm? If the competing algorithms were available with the publication
and could easily be run with other parameters or data sets, all such questions could be clarified. Definitely results
would be more reliable. Moreover, even years after the publication, issues could be reexamined.

The research community is aware of some of these issues. For example, there is a trend to encourage
experimental repeatability, as shown at the last SIGMOD conferences. VLDB has an “Experiments and Analyses
Track” that aims at providing a prestigious forum for careful experimental investigation of known techniques.

In this paper, we propose an infrastructure that allows authors to publish their research implementations
together with the papers in such a way that readers of the paper can directly run the software, repeat the exper-
iments, and even extend the experiments using other parameters and data sets. The infrastructure is especially
attractive for research implementations for moving objects databases. This is because large parts of the MOD
data models of [12, 13] have been implemented, benchmark data and queries [7] are available, and spatial as
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well as moving objects can be visualized and animated.

The infrastructure consists of the SECONDO system, a DBMS prototype that has been designed as an extensi-
ble system from the beginning. SECONDO is in particular extensible by so-called algebra modules. Furthermore,
it includes the plugin facility which allows one to describe and pack extensions.

The basic idea is that the author A of a paper wraps her implementation as a SECONDO algebra module,
packs it into a plugin, and publishes it on her web site. The reader can get a SECONDO system from the standard
distribution, get the plugin from the author’s web site, and merge them by a simple command. The reader can
then try algorithms in SECONDO and redo and extend experiments.

A future researcher who wishes to propose an improvement to A’s algorithm can implement the new algo-
rithm in SECONDO and compare to A’s original implementation by just running it.

In the following sections we describe in a bit more detail the architecture of SECONDO, the moving objects
implementations that are available, the BerlinMOD benchmark, and the plugin facility.

2 SECONDO

Research implementations for papers, as discussed in the previous section, might be integrated into various
DBMS environments. For moving objects related implementations, PostGIS or OracleSpatial might be interest-
ing candidates. In this section we argue that SECONDO is a particularly suitable environment. SECONDO is a
prototype DBMS developed at University of Hagen since about 1995. It runs on Windows, Linux, and MacOS
X platforms and is freely available open source software [4]. The main design goals were a clean extensible
architecture and support for spatial and spatio-temporal applications. In the sequel we address the following
questions:

e Why is SECONDO suitable for publishing research extensions?
e Why is SECONDO suitable for publishing implementations related to moving objects?

We also provide an example of an extension and explain how it benefits from the environment.

2.1 Extensible Architecture

SECONDOSs architecture is shown in Figure 1. It consists of three major components: the kernel, the optimizer,
and the GUL

’ Command Manager ‘

’ Query Processor & Catalog ‘

SECONDO Kernel ‘ ’ Storage Manager & Tools ‘

’Algl ‘ ’ Algz‘ ’Algn

Figure 1: SECONDO components (left), architecture of kernel system (right)

The kernel does not implement a fixed data model but is open for implementation of a wide variety of DBMS
data models. The kernel is extensible by algebra modules. In fact, the entire implementation of a particular data
model is done within algebra modules. An algebra module generally offers a set of type constructors and a set
of operators. A type constructor is a (parameterized) data type and is defined via a signature.

int, real, bool, string: — DATA
tuple: (IDENT x DATA)+ — TUPLE
rel: TUPLE — REL
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For example, the above signatures define type constructors for the relational model. Here rel is a type
constructor applicable to all types in the kind TUPLE, returning a type in kind REL. The terms generated by
such signatures define the available data types. Over the data types, operations can be defined, for example

+: wnt X int — it

feed: rel(tuple) — stream(tuple)
filter: stream(tuple) x (tuple — bool) — stream(tuple)
consume:  stream(tuple) — rel(tuple)

An algebra module implements its type constructors and operators. Essentially for a type constructor a data
structure and for an operator an evaluation function need to be provided. Some more support functions must be
written, e.g. type checking functions for type constructors and for operators.

Algebra modules encapsulate everything needed to implement a DBMS data model, hence there are algebras
in SECONDO for basic data types, for relations and tuples including operations such as hashjoin, for B-Trees and
R-trees with their access operations, for spatial and spatio-temporal data types, and many more. There are also

algebras beyond the scope of a relational model such as for nested relations or networks.
The kernel is an engine to evaluate terms over the existing objects and operations. For example, it evaluates
expressions:

query 3 + 5
query Trains feed filter[.Trip present sixthirty]
filter[length(trajectory(.Trip)) > 2000.0] count

Here Trains is a relation containing trajectories represented in an attribute 7rip (of type mpoint = moving point
in SECONDO). Syntax for operations can be freely chosen and it is often practical to use postfix notation for
query processing operations. For example, the first argument to filter is Trains feed. Stream processing is built
into the engine. The commands and queries processed directly by the kernel are called the executable language.
The kernel is written in C++ and uses BerkeleyDB as the underlying storage manager.

The optimizer is not as data model independent as the kernel. It assumes an object relational model and
supports an SQL-like language. It maps SQL to the executable language shown above. The optimizer is ex-
tensible by registering types and operations of the executable level, by translation rules, and cost functions. It
allows for extension by new index types, providing concepts to distinguish between logical and physical indexes
(a physical index is a particular index structure available in the kernel, a logical index is a strategy to use it,
which may be complex). The optimizer determines predicate selectivities by a sampling strategy which is the
only feasible way to support predicates with arbitrary data type operations. The optimizer is written in Prolog.

The GUI allows one to send commands and queries to a kernel and visualize the results. It supports both
the executable level language and the SQL level. In the latter case it interacts with the optimizer to get a plan
(executable query) which it then sends to the kernel. The GUI is extensible by so-called viewers which can offer
their own methods to display data types. One of the available viewers (the so-called Hoese-Viewer) allows for a
sophisticated representation of spatial data and for animation of spatio-temporal data types. This viewer is itself
extensible to support further data types. The GUI is written in Java.

SECONDO is suitable for publishing research implementations for the following reasons:

e [t offers clean concepts and interfaces for adding data structures and algorithms as type constructors and
operators.

e A complete DBMS interface for data manipulation and querying is available at the executable level.
Queries at this level are completely type checked. This is crucial for experiments as one can call query
processing operators directly without any need to play tricks with a query optimizer. Very often it is also
not clear how the new query operations could even be expressed in SQL. SECONDO allows one to focus
on the query processing level, as many research papers do. We are not aware of any other DBMS that
allows one to type in query plans directly.
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e SECONDO provides simple and efficient concepts to deal with data types of widely varying size, from very
small to very large. Basically small value representations are embedded into tuples, large representations
are stored in separate records. This is transparent for the implementor of a data type. Such capabilities are
crucial to deal with spatial or moving object types for which sizes are unpredictable.

e Query optimizer and GUI also support extensions as described above.

e Commands and queries of the executable level can be written into SECONDO scripts (text files with com-
mands). Such scripts can be used to set up experimental data and to run experiments.

2.2 Support for Moving Objects

SECONDO is suitable for publishing implementations related to moving objects for the following reasons.

e Several algebras implement large parts of the data model of [12, 8], the fundamental data model for
unconstrained movement (i.e. free space movement described by (z,y) coordinates). It provides repre-
sentations for complete trajectories, but also for elements of trajectories (units, short linear pieces), as data
types mpoint and upoint. One can freely convert between a relation containing mpoint attributes (called
the compact representation) and one having upoint attributes (unit representation).

e Beyond the trajectory types, the type system of [12] has a rich set of related standard, spatial, and time
dependent types such as mint, mreal, and mbool, representing time dependent integer, real, and boolean
functions, respectively. SECONDO has implementations for all these types and for a large set of the related
operations. They are crucial for formulating queries on moving objects.

e Furthermore, also a large part of the model for network-constrained movement [13] has been implemented.
There are algebras offering the network data type (with a graph-based representation) and types for net-
work based static and moving objects. At least all operations to execute the BerlinMOD benchmark on a
network-based representation are available.

e R-trees and TB-trees are available for spatio-temporal indexing.
e The GUI provides visualizations and animation for all implemented data types of [12].

e A simple data set for moving objects is included in the SECONDO distribution, the Trains relation in
database berlintest. By simple commands, this data set can be scaled up to arbitrary size. A further big
and realistic data set Cars can be created by running the BerlinMOD benchmark (Section 3).

Hence there is a rich infrastructure into which new indexing or query processing methods can be integrated.

2.3 An Example: Nearest Neighbor Extension and Plugin

As an example, we consider a recent research paper whose implementation has been published as a SECONDO
plugin [11]. The paper addresses the problem of finding the continuous k nearest neighbors to a query trajectory
in a large set of stored trajectories. The result is a set of parts of trajectories.

Stored trajectories are given in unit representation and indexed in a 3D R-tree. For each node p of the R-
tree, in preprocessing its coverage function is computed, which is the time dependent number of trajectories
represented in p’s subtree.

The solution uses a filter and refine strategy. In the filter step, the R-tree is traversed. Based on the coverage
numbers of nodes, some nodes can be pruned. The filter step returns a stream of units ordered by start time
which are guaranteed to contain the k nearest neighbors. The refinement step then determines the precise pieces
of units forming the k nearest neighbors based on a plane sweep determining the k lowest distance curves.

The nearest neighbor extension benefits from the environment as follows:
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o [t uses the existing data types for moving point (trajectory) and for units.

o [t uses R-trees and especially the bulkload facility to build its own index structure. It uses TB-trees to
implement competing solutions.

e Coverage functions for R-tree nodes can be directly represented in a data type mint (moving integer).
Hence an operation can be written in SECONDO that traverses an R-tree and returns a stream of tuples
with coverage numbers, to be stored in a relation.

e Visualization of coverage functions and of R-tree nodes, available in SECONDO, has been crucial to de-
termine an efficient shape of the R-tree index, which is constructed in the bulkload in a special way.

o Test data sets as scaled versions of Trains can be set up easily using SECONDO commands. A data set for
long trajectories is created within the BerlinMOD benchmark.

e The algorithms for the filter step and for the refinement step can be defined as SECONDO operators
knearestfilter and knearest, respectively. They are offered within a NearestNeighborAlgebra. A query
using these operations can be written as follows (see [11] for a detailed explanation):

query UnitTrains25_UTrip UnitTrains25 UnitTrains25Cover_RecId
UnitTrains25Cover knearestfilter[UTrip, train742, 5]
knearest [UTrip, train742, 5] count;

e Competing algorithms [9, 10] have been implemented in the same environment as operators greeceknearest
and chinaknearest, respectively. They can be run by queries:

query UTOrdered_RTreeBulk25 UTOrdered25 greeceknearest [UTrip, train742, 5] count;
query UnitTrains_UTrip_tbtree25 UnitTrains25 chinaknearest[UTrip,train7742,5] count;

The plugin for [11] can be found at [3]. Scripts for repeating the experiments are available at [2].

3 BerlinMOD

3.0.0.1 Purpose Benchmarks have become the standard method to compare different DBMS. Each bench-
mark consists of a well defined data set and a workload, usually a set of queries. Though data structures,
index structures and different operator implementations can be compared separately from other components,
their impact on database performance becomes clearer when they are tested all together within in a real system.
Benchmarks benefit researchers by simplifying the setup and description of experiments used to assess the effi-
ciency of proposed inventions: The data properties are well defined and studied, the risk of introducing bias is
minimized, and it becomes easier to repeat experiments. With BerlinMOD [7], we have proposed a benchmark
to support research in the context of historic moving object database systems/ trajectory database systems.

3.0.0.2 Data Generation Though using moving object data (MOD) collected from the real world is widely
considered preferrable, there exist severe problems with the amount and character of such data. Often, the tra-
jectories are short, there are only few of them, or legal issues — such as data privacy or copyright — render their
free use and distribution practically impossible. Therefore, BerlinMOD uses artificial MOD created by a data
generator. The generator is implemented as a SECONDO script and allows for analysis and modification. With
standard settings, data are obtained by long time observation (28 days) of 2,000 simulated vehicles’ positions.
The movements created are representative for employees’ behaviour, who commute between their home and
work location and do some additional trips (for visits, shopping, sports, etc.). The simulation uses geographic
line data and tables with speed limits to create a traffic infrastructure network, and a combination of statis-
tics on residential and employers’ locations and regions describing statistical districts to create representative
destinations for trips. In the standard version, real world data on Berlin is used to this end.
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The data generator itself is not a standalone application, but a SECONDO script. It uses SECONDO’s available
complex data types (like relations, vectors, R-trees, graphs) and operators from different algebras to process the
data from only three simple input tables and some parameters into arbitrary amounts of representative moving
object data. Mainly to increase the performance, some parts of the data generation have been implemented as
a special algebra module (SimulationAlgebra). The position information is enriched with some standard data,
like a unique licence plate number, a type and a brand for each vehicle, thus allowing for more rich semantics
in queries. Also, some time instant, time period, point, region and standard data is created for the purpose of
workload generation with varying range parameters. Data can be directly used within SECONDO or exported to
shapefile or CSV format for import to any third party DBMS.

Whereas the observed area is determined by the dimensions of the imported map data, both the observation
period and the number of observed vehicles is scalable. With standard settings, vehicle positions are mapped to
positions on the road network, but it is also possible to create noisy data. Each trip is created with individual
deceleration and stop events, considering the geometry and character of roads (inferred from their speed limit)
used and crossed.

The amount of data generated with standard settings is considerable: 19.45 GB for 292,693 trips — in
average, each trajectory consists of 26,963 positions. However, users may scale the data or even produce MOD
from an alternative scenario by simply replacing the original map data or changing parameters within the data
generator script.

3.0.0.3 Queries BerlinMOD defines two sets of queries. BerlinMOD/R provides 17 range and point queries
formulated in common English and SQL. The queries apply combinations of simple to rather complex standard,
temporal, spatial and spatio-temporal predicates, operations and aggregations to the dataset. Both, selection and
join queries are covered. The selection allows for testing a wide range of index structures, access methods and
implementations of spatio-temporal operators.

The second query set, BerlinMOD/NN, aims at nearest neighbour queries. Nine queries combine k-NN,
reverse NN, and aggregated NN queries with both, static and moving query objects and candidate objects. While
solutions to some of these combinations have already been proposed, others are still uncovered in the context
of trajectory database systems. This part of BerlinMOD also gives a good prospect of how BerlinMOD can be
extended to address new aspects of data processing while using standardized, existent data.

You can obtain BerlinMOD from a dedicated web page [1] on the SECONDO web site. As SECONDO itself,
BerlinMOD is free and open software you are invited to use, examine, extend, publish and propagate free of all
charges.

4 Plugins

To publish a plugin for a SECONDO extension, the implementor fills in an XML-file. Basically one needs
to specify which SECONDO version is used, which dependencies to other algebra modules exist, and which
extensions are provided in which files. Different XML tags describe the different kinds of extensions possible
such as algebra modules, viewers, display classes for the Hoese viewer, and optimizer extensions. Afterwards,
all files needed for the extension and the describing XML file are packed into a zip file which can be published
at the author’s web site. More details are given at the plugin web pages [3].

The reader of a paper referring to a plugin needs to have a working SECONDO installation which can be
obtained from the SECONDO web site [4]. She gets the plugin X.zip from the author’s web site. The SECONDO
system contains an installer for plugins. The command secinstall X.zip integrates the components of
the plugin into the source code of the SECONDO system. Afterwards a call of make builds the system with the
extension.
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On the plugin website [3], we provide several plugins for download. These include implementations of
a TB-Tree structure [14], an algebra containing X-Trees and M-Trees [5, 6], an algebra together with display
classes for periodic moving objects, an algebra providing operators for finding the k£ nearest neighbours to an
object within a set of static or moving objects, and an algebra together with optimizer extensions for querying
moving objects by their movement profile. The latter two are based on [11] and [15], respectively. The papers
demonstrate how a publication can profit from the work invested into making the implementation available as a
plugin.
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Abstract

With the widespread adoption of location tracking technologies like GPS, the domain of transportation
information management has seen growing interest in the last few years. In this paper, we describe a
stream processing infrastructure for processing large volumes of sensor data in real time to derive useful
traffic and travel planning information. We have used this infrastructure to process floating car data for
the city of Stockholm in real-time. Our findings show that there is a great need for real-time traffic infor-
mation management because of the tremendous variability in traffic conditions in a city like Stockholm.
Also, our stream processing infrastructure can help meet this need by supporting the development of
applications that can process large volumes of GPS and other data on a distributed cluster of machines.

1 Introduction

Intelligent Transportation Systems (ITS) have brought many advances in the transportation management field.
An important development is the emergence and installation of sensor technologies for the collection of various
types of data on the state of the transport system. GPS is an excellent example of this new generation of sensors
that has the potential to provide high quality traffic data for real time traffic monitoring and management, as well
as planning, policy, and applications, at a relatively low cost. An important characteristic of this new source
is that it includes a fair amount of floating car data (FCD). FCD represent the location of vehicles collected by
mobile sources, such as GPS devices installed in vehicles or cellular phones. This raw data can be sent to a
central facility, where it can be processed in real-time.

In this paper, we briefly describe some of our recent work in supporting real-time Traffic Information Man-
agement using a stream computing approach. This work was made possible by access to GPS data from some
taxis and trucks in the city of Stockholm. We highlight some of our findings on traffic variability in the city
of Stockholm. We also show how we have used IBM’s System S stream processing platform for the purpose
of real-time traffic information management. We have developed applications on this platform that process
real-time GPS data, generate different kinds of real-time traffic statistics, and perform customized analyses in
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response to user queries. Examples of customized analyses include continuously updated speed and traffic flow
measurements for all the different streets in a city, traffic volume measurements by region, estimates of travel
times between different points of the city, stochastic shortest-path routes based on current traffic conditions, etc.
Our system can handle large volumes of incoming GPS data. For instance, on a cluster of four x86 blade servers,
it can process over 120000 incoming GPS points per second, combine it with a map containing over 600,000
links, continuously generate different kinds of traffic statistics and answer user queries.

2 Need for Real-Time Traffic Information

Obtaining real-time traffic information is extremely valuable. In fact, our experiments using the GPS data set
from the city of Stockholm reveals that traffic in the city varies significantly during different time scales. Figures
1 and 2 provide a glimpse into the highly variable traffic situation. These figures illustrate the immense benefits
that can be obtained for commuters, city agencies, commercial fleet operators and other parties if they have
access to real time traffic information and predictions. We shall describe the actual data and the processing of
the data to derive these statistics in Section 3.

Figure 1 shows the variability of the travel times be- ;.
tween the center of the city of Stockholm and Arlanda
Airport. These travel times were obtained by observing T
the same vehicle at the two locations within a certain time
interval. The travel times are grouped by day of the week
and time period (blue for the morning and red for the af- -
ternoon period). The results indicate that average (shown ..
by dot) and standard deviation (std, shown by bold verti-
cal lines) of travel times varies day-by-day. For example, N
as expected, the average is less during weekends com- | I =
pared to weekdays, but there is also variability among 1
weekdays. Additionally, the travel time depends on the
time of the day, both in terms of average and variability.
For example, the average and standard deviation travel
time in the afternoon (red) is increased by few minutes Figure 1: Travel time variability for the Stockholm-
compared to the evening (blue). Arlanda route. Average (dot), standard deviation (bold

Another experiment we ran with our GPS data set line), and min/max (bar) of travel time. 7:00-9:00 (blue)
was to first derive the average speed on different road and 16:00-18:00 (red).
links at different 5 minute intervals of time during the
day. We then used this average speed information to compute time-dependent shortest paths between various
pairs of points in the city. We calculated the shortest paths between two points for 50 consecutive departure
times between 6 AM and midnight, spaced 20 minutes apart. In this way, we can get an idea of how frequently
the shortest path between two points on the road changes during the day. Each shortest path calculation uses
time-varying link travel time information, where the estimated travel time on each link for each 5 minute interval
during the day was calculated based on historical averages.

In Figure 2, we visualize an origin-destination pair where the time and traffic dependent shortest path changes
frequently during the course of the day. The 50 shortest paths found for different departure times are displayed
between the two points. The large number of changes for this pair is due to the fact that the points are in the
central area of the city where there is a large number of links with traffic updates and due to the existence of
many distinct alternative roads between the origin and the destination. The map shows how the shortest path
switches between different highways and local roads during the day, and how smaller streets can be used as
shortcuts instead of highways in some periods.
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This figure shows that the best route between two points
in the city can change very often, and in much more diverse
ways than may have been imagined. Hence, making use
of real time traffic information and good traffic prediction
algorithms can result in massive savings of time and energy
on the part of drivers.

3 Stream Processing Infrastructure

A key feature in our work has been the use of stream
processing for the purpose of real time traffic information
management. In particular, we have used System S [4] !,
which is an IBM research platform that supports high per-
formance stream processing. It has been used in a variety of
sense-and-respond application domains, from environmen-
tal monitoring to algorithmic trading. It offers both lan-
guage and runtime support for improving the performance
of streaming applications via a combination of optimized
code generation, pipelining and parallelization. It supports
a component-based programming model that simplifies the

development of complex applications. Figure 2: Origin-destination pair with a large number
System S supports structured as well as unstructured of gifferent shortest paths. 50 shortest paths between
data stream processing and can be scaled to a large number 6 AM and midnight for this origin-destination pair are

of compute nodes. The runtime can execute a large number displayed. The paths are drawn with offsets for better
of long-running jobs (queries) that take the form of data- visualization. (©2010 Google - Map data (©2010 Tele
flow graphs. A data-flow graph consists of a set of opera- Atlas)

tors connected by streams, where each stream carries a series of Stream Data Objects (SDOs). The operators
communicate with each other via their input and output ports, connected by streams. The operator ports as well
as the streams connecting them are typed.

System S supports a declarative language called SPADE [3] to program stream-processing applications and
to define the data-flow graph. SPADE supports a modular, component-based programming model, which allows
reuse, extensibility and rapid prototyping. It supports a toolkit of all basic stream-relational operators with rich
windowing semantics. It allows extending the set of built-in operators with user-defined ones, programmable in
either C++ or Java. It also supports a broad range of stream adapters used to ingest data from outside sources and
publish data to outside destinations, such as network sockets, relational and XML databases, etc. It also allows
developing applications that offer high-availability through replicated processing and operator checkpointing.

System S includes a scheduler component that decides how best to partition a data-flow graph across a
distributed set of physical nodes [8]. The scheduler uses the computational profiles of the operators, the loads
on the nodes and the priority of the application in making its scheduling decisions.

3.1 The Raw Data

We obtained historical GPS data traces from Trafik Stockholm [7] for the year of 2008. This data included traces
from about 1500 taxis and 400 trucks that plied the streets of Stockholm. In total, there was about 170 million
GPS probe points for the whole year. Each taxi produces a GPS probe reading once every 60 seconds that
includes taxi identification and location information. Also, for privacy reasons, taxis produce fewer readings

'System S is the basis for the IBM InfoSphere Streams product
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when they are carrying passengers. Trucks use more recent and more accurate GPS devices, that produce
readings once every 30 seconds and include identification location, speed and heading information. The data
rate for the whole city was over 1000 GPS readings per minute. However, our system can handle much larger
input rates.

In addition, we are now receiving real-time data on GPS from taxis as well. The data rate is still in the order
of 1000 GPS readings per minute. In fact, Figure 1 was derived from this real-time data feed over a 4 month
period from Dec 2009 to Mar 2010, and Figure 2 was derived from the historical GPS data from all of 2008.

The Stockholm city road network which has 80735 polylines (i.e. road segments) and 37458 nodes (i.e.
intersections). The maximum link length on the network is 10756 meters while the average is 142 meters. These
80735 polylines translate into over 600,000 individual line segments.

3.2 Overall Application Description

Having large numbers of vehicles sending real-time GPS data for the city allows us to create a picture of the
traffic condition in time and space [6]. We now describe the stream processing applications that allow us to come
up with the traffic information, as well as provide various value-added services on top of the basic information.

The application processes the data in three distinct phases. The first phase consists of real-time processing
of the data. This includes obtaining, cleaning, de-noising, and matching the GPS data to the underlying road
network or specified regions. In the second phase, the data is aggregated to produce traffic statistics per link and
per time interval. The traffic statistics are in the form of medians and quartiles of vehicle speeds and vehicle
counts on the link or region for the time interval. In the final phase, we make use of the statistics to compute
different kinds of derived information such as the estimated travel times and shortest paths between different
parts of the city. The final outputs can be sent to the user on different kinds of visualization platforms such as
Google Earth, or may be stored in a database for additional offline analysis. Further details of this process is
described in [1]. A video describing the prototype is available at [5].

For the shortest path calculation, we use the method described in [2] to adapt A* algorithm for time-
dependent networks. The A* algorithm is an improvement over Dijkstra algorithm for the one origin, one
destination shortest path problem and it utilizes a heuristic function that decreases the search space. In our
implementation, A* is adapted using the following modification: as paths are extended with links during the
execution of A*, time is advanced and therefore future delay values of links are used as link costs. In addition,
the algorithm is adapted to accept continuous changes in the estimated travel times for each link based on the
current and predicted traffic conditions.

Figure 3(a) shows a screenshot of the deployed application. In the figure, boxes represent operators, inter-
connections represent data streams, and the resulting topology represents the entire application flow-graph. It
also shows how some operators are fused together to form a PE (Processing Element), represented as large dark
background rectangles that contain one or more individual operators. The purpose of fusing operators is to re-
duce the data transfer latency by having these operators be part of the same process with a shared address space.
This fusion of operators is one of the many performance enhancing optimizations supported by the System S
platform.

Figure 3(b) shows how those PEs are distributed across various hosts (nodes). In this example, the distribu-
tion is based on instructions in the SPADE program assigning different operators to various nodes, but it can also
be done automatically by the System S scheduler.

This particular application is designed to deal with GPS data, but can accommodate other sources to better
estimate and predict traffic conditions. These include induction loops, weather data, road incident information,
video cameras, etc. The addition and processing of various types of data is a particular challenge for real time
transportation information management. The System S platform, with its component based and modular pro-
gramming model, does simplify this process and allows incrementally adding new kinds of data and processing.
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(a) Application flow graph of operators, with labels describing the (b) Application flow graph showing PE within hosts.
operations performed by different groups of operators.

Figure 3: Different visualizations of the application.
4 Conclusion

In this paper, we have motivated the need for real time traffic information management using examples of traffic
variability in the city of Stockholm. We have also briefly described a scalable stream processing approach
for supporting real time traffic information management. Our implementation is based on IBM’s System S
platform, which is well suited to deal with scalability and adaptability challenges associated with real-time
traffic information management. As part of future work, we are investigating several enhancements to our
current implementation, including traffic prediction, multi-modal travel planning and multi-sensor data fusion.
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Abstract

Microsoft Streamlinsight is a platform for developing and deploying streaming applications. Streamln-
sight embraces a temporal stream model to unify and further enrich query language features, handle
imperfections in event delivery and define consistency guarantees on the output. With its extensibil-
ity framework, Streamlinsight enables developers to integrate their domain expertise within the query
pipeline as user defined functions, operators and aggregates. Also, the Microsoft SQL Server Spatial
Library delivers comprehensive spatial support that enables organizations to seamlessly consume, use,
and extend location-based data.

This paper covers two approaches to support spatio-temporal stream processing in StreamlInsight.
First, the paper describes the ongoing effort at Microsoft SQL Server to bring together the temporal
aspect of Streamlnsight and the spatial support of the SQL Spatial Library, through the extensibility
framework, to deliver an end-to-end solution for location-aware and geospatial data streaming applica-
tions. Second, the paper provides the future vision for supporting spatial attributes natively within the
pipeline of the stream query processor.

1 Introduction

Microsoft StreamInsight (StreamlInsight, for brevity) is a platform for stream query processing. Thanks to its
real-time low-latency output, StreamInsight monitors, analyzes and correlates stream data from multiple sources
to extract meaningful patterns and trends. StreamlInsight adopts a deterministic stream model that leverages
a temporal algebra as the underlying basis for processing long-running continuous queries. In most streaming
applications, continuous query processing demands the ability to cope with high input rates that are characterized
by imperfections in event delivery (i.e., incomplete or out-of-order data). StreamlInsight is architected to handle
imperfections in event delivery and to provide consistency guarantees on the resultant output. Such consistency
gurantees place correctness measures on the output that has been generated so far, given the fact that late and
out-of-order stream events are still in transient.

Data stream systems have been widely adopted across multiple business domains. Because domain ex-
pertise is the outcome of focused experience in a specific business sector over years, it is hard to expect that a
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single streaming engine (out-of-the-box without any specialization) can address the requirements of all domains.
However, a streaming system is expected to have an extensibility mechanism that seamlessly integrates domain-
specific logic into the query pipeline. Hence, StreamInsight has been designed to be an extensible system that
accepts and executes user defined modules (UDMs) as part of the continuous query plan.

Meanwhile, Microsoft SQL Server Spatial Library [1] (SQL Spatial Library, for brevity) provides an easy
to use, robust and high performance environment for persisting and analyzing spatial data. SQL Spatial Library
provides data type support for point, line and polygon objects. Also, various methods are provided to handle
these spatial data types. SQL Spatial Library adheres to the Open Geospatial Consortium Simple Feature Access
specification [2] and is provided as part of the SQL Server Types Library.

This paper tackles two approaches for the spatio-temporal stream processing within StreamlInsight: an ex-
tensibility approach and a native support approach. The extensibility approach combines the values of the
StreamlInsight extensibility framework and the SQL Spatial Library by giving the UDM writers the ability to
invoke the library methods within their code. Alternatively, the native support approach deals with spatial at-
tributes as first class citizens, reasons about the spatial properties of incoming events and, more interestingly,
provides consistency guarantees over space as well as time. This paper overviews both approaches and highlights
the pros and cons of each approach. The remainder of this paper is organized as follows. Section 2 provides
basic background on StreamlInsight. Section 3 presents the extensibility approach while Section 4 presents the
native support approach for stream processing . Section 5 concludes the paper.

2 Background

A Data Stream Management System (DSMS) [3, 7, 8, 13] enables applications to issue long-running continuous
queries (CQs) that monitor and process streams of data in real time. DSMSs are used for efficient real-time data
processing in many applications. In this paper, we focus on Microsoft StreamlInsight [4, 6], which is a DSMS
based on the CEDR [5] research project.

2.1 Streams and Events

A physical stream is a sequence of events. An event e; = (p,c) is a notification from the outside world that
contains: (1) a payload p = (p1,...,pk), and (2) a control parameter ¢ that provides metadata. The control
parameter includes an event generation time, and a duration that indicates the period of time over which an
event can influence output. We capture these by defining ¢ = (LE, RE), where the interval [LE, RE) specifies
the period (or lifetime) over which the event contributes to output. The left endpoint (LE) of this interval, also
called start time, is the application time of event generation, also called the event timestamp. Assuming the event
lasts for  time units, the right endpoint of an event, also called end time, is simply RE = LE + z.

2.1.0.4 Compensations StreamlInsight allows users to issue compensations (or corrections) for earlier re-
ported events, by the notion of retractions [5, 10, 11], which indicates a modification of the lifetime of an earlier
event. This is supported by an optional third control parameter REngywy, that indicates the new right endpoint
of the corresponding event. Event deletion (called a full retraction) is expressed by setting REnew = LE (.e.,
zero lifetime).

2.1.0.5 Canonical History Table A Canonical History Table (CHT) is the logical representation of a stream.
Each entry in a CHT consists of a lifetime (LE and RE) and the payload. All times are application times,
as opposed to system times. Thus, StreamInsight models a data stream as a time-varying relation, motivated
by early work on temporal databases by Jensen and Snodgrass [9]. Table 3 shows an example CHT. This
CHT can be derived from the actual physical events (either new inserts or retractions) with control parameter
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ID | Type LE | RE | REpnew | Payload
ID | LE | RE | Payload eo | Insertion | 1 oo |- P,
eo | 1 5 P eg | Retraction | 1 00 10 P
ep | 4 9 P, eo | Retraction | 1 10 |5 Py
e1 | Insertion 4 9 - P
Table 3: Canonical History Table. Table 4: Physical stream corresponding to CHT.

¢ = (LE,RE,REnew). For example, Table 4 shows one possible physical stream with an associated logical
CHT shown in Table 3. Note that a retraction event includes the new right endpoint of the modified event. The
CHT (Table 3) is derived by matching each retraction in the physical stream (Table 4) with its corresponding
insertion and adjusting RE of the event accordingly.

2.1.0.6 Detecting Time Progress We need to ensure that an event is not arbitrarily out-of-order; this is
realized using time-based punctuations [5, 12, 15]. A time-based punctuation is a special event that is used to
indicate time progress. These punctuations are called Current Time Increments (or CTIs) in StreamlInsight. A
CTI is associated with a timestamp ¢ and indicates that there will be no future event in the stream that modifies
any part of the time axis that is earlier than ¢. Note that we could still see retractions for events with LE less than
t, as long as both RE and REngyy are greater than or equal to .

2.2 Stream Queries and Operators

A CQ consists of a tree of operators, each of which performs some transformation on its input streams and
produces an output stream. In StreamlInsight, queries are expressed in LINQ [14]. StreamInsight operators are
well-behaved and have clear semantics in terms of their effect on the CHT. This makes the underlying temporal
operator algebra deterministic, even when data arrives out-of-order. Data enters the streaming system via input
adapters, which convert external sources into events that can be processed by the streaming system. Output
events exit the system via output adapters.

There are two main classes of operators: span-based and window-based. A span-based operator accepts
events from an input, performs some computation for each event, and produces output for that event. Examples
of span-based operators include filter, project, and temporal join. On the other hand, aggregation operators such
as Count, Top-K, Sum, etc. report a result (or set of results) for every unique window, i.e., they are window-
based. The result is computed using all events that belong to that window. StreamlInsight supports several types
of windows: snapshot (sliding), hopping, tumbling, and count-based windows.

Further, one stream can be output to multiple operators using an operator called multicast, while multiple
streams are merged using a union operator. StreamlInsight allows per-group computation using an operation
called Group&Apply, where the same subplan (called the apply branch) is applied in parallel for every group
(defined by a grouping key) in a stream. The results of all the groups are merged (using union) as the final
operator output. In addition, StreamlInsight supports user-defined operators to express custom computations;
these are discussed next.

3 The Extensibility Approach

As shown in Figure 1, there are three distinct entities that collaborate to extend a streaming system. The user
defined module (UDM) writer is the domain expert who writes and packages the code that implements domain-
specific operations as libraries. The query writer invokes a UDM as part of the query logic. A query is expected
to have one or more UDMs wired together with standard streaming operators (e.g., filter, project, joins). Note
that multiple query writers may leverage the same existing repository of UDMs for accomplishing specific
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Figure 1: Entities in a streaming extensibility model.

business objectives. The extensibility framework is the component that connects the UDM writer and the query
writer. The framework executes the UDM logic on demand based on the query to be executed. Thus, the
framework provides convenience, flexibility, and efficiency for both the UDM writer and the query writer.
StreamlInsight supports three fundamental types of UDMs to the system — user-defined functions (UDF’s),
user-defined aggregates (UDAs), and user-defined operators (UDOs). UDFs are method calls with arbitrary
parameters and a single return value. They can be used wherever expressions (span-based stream operators)
occur: filter predicates, projections, join predicates, etc. A UDA is used on top of a window specification (e.g.,
hopping, snapshot, or count-based window) to aggregate the events contained in each window. A UDA processes
a set of events (in a window) and produces a scalar aggregation result (e.g., integer, float, string, etc). UDOs are
also used on top of a window, but the result is a set of events with timestamps rather than a scalar value. Note that
based on the type of extension, UDMs surface in the StreamInsight LINQ programming model either as method
calls (in case of span-based operators) or as extension methods (in case of window-based stream operators).

3.1 Integrating the SQL Spatial Library within the Stream Query Processor

The SQL Spatial Library [1] provides methods to perform spatial operations on spatial data types. Thanks to the
extensibility framework of StreamInsight, UDMs that perform intersection, containment, nearest neighbor and
shortest route operations are implemented by invoking the appropriate methods from the SQL Spatial Library.
Combining the StreamlInsight extensibility model and the existing SQL Spatial library provides a solution for
spatio-temporal stream processing, increases the value of existing (or out-of-the-box) modules, and reduces the
cost to develop spatial-oriented streaming applications. Note that the SQL Spatial Library is not designed with
the continuous stream processing paradigm in mind and, hence, is non-incremental by nature. An appealing
future direction is to port the SQL Spatial Library to the streaming domain with the incremental single-pass
model of stream processing in mind. For example, an intersection query is evaluated incrementally at time 7"+ 1
by reusing the computed state at time 7" as the moving object changes its location from time 7" to time 7" + 1.

3.2 Breaking the Optimization Boundaries

Since a UDM is a black box to the query optimizer, the UDM stands as an optimization boundary in the query
pipeline. However, there are two approaches to break the optimization boundary in the extensibility approach.
The first approach is to work hand-in-hand with the UDM writer who has the option to provide several prop-
erties about the UDM through well-defined interfaces to the cost-based query optimizer. Examples of these
properties include the selectivity and the expected CPU load (cycles) per input tuple. The optimizer reasons
about these properties and shoots for optimization opportunities, e.g., via query plan reorganization and oper-
ator migration (in case of multiple StreamInsight instances running in parallel). In the second approach, the
system automatically instruments the UDM to measure its average throughout and selectivity. While the second
approach relieves the user from specifying the operator properties, the system goes through a learning period
during which sub-optimal performance may be observed. With either approach, there is nothing special about
spatio-temporal data streams from the extensibility framework’s point of view. As we directly leverage the ex-
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Figure 2: An example of native support for spatio-temporal streams.

tensibility framework in order to break the optimization boundary, spatio-temporal stream processing benefits
from these optimizations without the need to specialize the system for spatio-temporal processing. This solution
highlights the value and generality of the extensibility framework.

4 Native Support for Consistent Spatio-temporal Stream Processing

As described in Section 2, the canonical history table maintains the temporal endpoints LE and RE of the event’s
validity interval over time. Consider a spatial application where we wish to track the movement of objects (e.g.,
cars). The naive technique is to let the object generate an event periodically as its spatial location (detected using
GPS, for example) changes. However, this can result in considerable network traffic and does not scale well as
the number of objects increases.

We can instead augment the control parameters with the following information: (1) two location markers SL
and DL to denote the start and destination locations of the moving object between times LE and RE, (2) the route
selection policy, that is the route the system assumes the object takes to travel from the starting location to the
destination. Each route selection policy optimizes for one or more criteria (e.g., shortest distance, shortest travel
time, highway avoidance, etc) and deterministically decides on the route between the endpoints. (3) detailed
temporal information of the planned trip to compute the time at which the object hits a specific point on the
route — this could use a simple model such as assuming constant speed over the entire route.

Given the spatial and temporal attributes that describe the object’s route over time (for every moving object
in the system), the system has the ability to speculate and predict the state of the monitored environment at
any point in time. For example, in a traffic management scenario, the system answers queries about the past,
current, and future road conditions. Further, it suggests the best driving directions for newly added vehicles
by taking future road conditions into consideration. Note that as long as the vehicle is on track, i.e., following
the route planned by the system according to the expected speed, there is no need for the vehicle to transmit
regular events to the system, which results in reducing transmission load over the wireless network. However,
if the vehicle changes its route selection policy, makes an unexpected turn, or stops for some time, the vehicle
generates retraction and insertion events to adjust its path. In response to the retraction event, the system updates
the result of its CQs and possibly generates compensation events or new speculative output. Further, we could
define a spatio-temporal algebra with new streaming operators that natively take location into consideration;
for example, we may add a spatio-temporal left-semi-join operator that accepts a proximity metric and outputs
events related to the left input object only when it overlaps in time as well as space (within the proximity metric)
with a matching object on the right input. Note that such native support exposes optimization opportunities
beyond those possible with black-box approaches.
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As a concrete example, consider a CQ that reports the number of cars moving over “Microsoft Way”. In
Figure 2(a), the DSMS receives an insertion event that denotes the intent of car 1 to travel from point A to point
B at time T'. In response, it evaluates the query output to be one car traveling over Microsoft Way for a specific
time interval, i.e., the expected time duration when car 1 is present on Microsoft Way. In Figure 2(b), the DSMS
receives another insertion that denotes the intent of car 2 to travel from point C to point B at time 7”. The system
modifies the lifetime of the earlier event accordingly, and generates a new event for the duration when 2 cars
are present on the road segment. In Figure 2(c), the DSMS receives a retraction that denotes a change in the
intent of car 2 from destination B to destination D. Consequently, it retracts the previously generated event and
reverts the count back to one. Although this example shows a simple query over a spatio-temporal stream of two
objects, the concept is generalizable to larger road networks and more objects.

5 Conclusions

Microsoft StreamInsight is a high-performance platform for developing streaming applications. In this paper, we
presented two approaches to support spatio-temporal data streams in StreamInsight. The first approach utilizes
the extensibility framework of StreamlInsight to invoke methods from the Microsoft SQL Server Spatial Library.
The second approach supports the spatial attributes of moving objects natively as system attributes. The first
approach increases the value of existing libraries and components, and gives spatio-temporal stream processing
the ability to piggyback on optimizations applied within the extensibility framework as it evolves over time.
The second approach extends the temporal algebra adopted by StreamlInsight in the spatial direction to provide
consistency guarantees over space as well as time, in addition to greater optimization opportunities.
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