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Abstract

With the increasing popularity of recommender systemsrimoercial services, the quality of recom-
mendations has increasingly become an important to studghriike the quality of search results from
search engines. While some users faithfully express thardpinion, many provide noisy or incorrect
ratings which can be detrimental to the quality of the getetaecommendations. The presence of noise
can violate modeling assumptions and may thus result irabtesestimates or predictions. Even worse,
malicious users can deliberately insert attack profiles nastempt to bias the recommender system to
their benefit. This is a particularly important issue, angihecessary for systems to provide guarantees
on the robustness of recommendations to ensure continwdrust. While previous research has at-
tempted to study the robustness of various existing Calddive Filtering (CF) approaches, the explicit
design of robust recommender systems remains a challepgifdem. Approaches such as Intelligent
Neighborhood Selection, Association Rules and RobustiMB#ctorization are generally known to
produce unsatisfactory results. In this paper, we revieavimus approaches to robust collaborative
filtering; we also describe promising recent approached tploit a Singular Value Decomposition
(SVD) and are both accurate as well as highly stable to siglli

1 Introduction

Collaborative filtering technology is being widely used be tveb as an approach to information filtering and
recommendation by commercial service providers Btaazonand Yahoo! For multimedia data like music
and video, where pure content-based recommendationsipepimorly, collaborative filtering is the most viable
and effective solution, and is heavily used by providere WouTubeand Yahoo! Launchcast. For malicious
attackers, or a group interested in popularizing their pebdthere is an incentive in biasing the collaborative
filtering technology to their advantage. Such attacks haenlbyefered to ashilling attacks, and attackers as
shillers Since user profiles of shillers looks very similar to an atithuser, it is a difficult task to correctly
identify shilling attacks. Early algorithms exploited sajures of attack profiles and were moderately accurate.
In particular, by looking at individual users and mostly égimg the combined effect of such malicious users,
these detection algorithms suffred from low accuracy ireckatg shilling profiles. Recent approaches based
on SVD (cf. [8]) have proved to be much more accurate, expbpithe group effecti.e. eliminating groups
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of attackers which seem to work together. However, emptpgunch detection approaches as a preprocessing
step are computationally expensive, and essentially nanéine process. The next logical step is to build in
detection into the recommendation algorithm itself; thierkvprovides a survey of such robust collaborative
filtering algorithms proposed in the past and until recently

1.1 Shilling attacks on Collaborative Filtering

Collaborative Filtering systems are essentially sociateays which base their recommendation on the judgment
of a large number of people. Like other social systems, theyakso vulnerable to manipulation by malicious
social elements. As an example, a loosely organized groumageal to trick the Amazon recommender into
correlate the boolSix Steps to a Spiritual Liféwritten by the evangelist Pat Robertson) with a book for gay
mert.

A lot of web-enabled systems provide free access to usera simple registration process. This can be
exploited by attackers to create multiple identities fog #amesystem and insert ratings in a manner that
affect the robustness of a system or algorithm, as has baediedtin recent work [6].Shilling attacksadd
a few user profiles which need to be identified and protectathag Shilling attacks can be classified into two
basic categories: inserting malicious profiles which rapgadicular item highly are calledushattacks, while
inserting malicious profiles aimed at downgrading the paptyl of an item are calletiukeattacks. Various
attack strategies were then invented; these include [3]:

1. Random attacksvhere a subset of items is rated randomly around the oveersh vote.
2. Average attackswhere a subset of items is rated randomly around the mearobfevery item

3. Bandwagon attacksvhere a subset of items is rated randomly around the ovaesh, and some popular
items are rated with the maximum vote.

Random and Bandwagon attacks are low-knowledge attacksrireginformation only about some popular
items and overall vote statistics. Average attacks requioee information and have been shown to be near
optimal [7] in impact. They have also been observedly diffitnudetect [15].

The strength of shilling attacks is specified using two rastrfiller sizeandattack size Filler size is the
set of items which are voted for in the attacker profile, uguakasured in %. Attack size refers to the number
of shilling profiles inserted into user data. The impact &f #ttacks is measured by the increase in the number
of users to whom an attacked item is recommended. Geneaallyage attacks are strogner than random or
bandwagon attacks.

Metrics for Collaborative Filtering and Shilling  The task of evaluating predictions in collaborative filtgri

is easily described as the measurement ofdédationfrom observed values; accuracy of a CF algorithm is
measured over some held-out data from the training dafleteffect of an attack is measured by the deviation
in predited ratings before and after attack profiles have beded Prediction Shifimeasures the average change
in prediction of the attacked item (before and after attatlg CF algorithm. This metric is also sensitive to the
strength of an attack, with stronger attacks causing afgmgeliction shift.

Hit Ratio measures the effect of attack profiles on top-k recommemtiati Since the end effect of a rec-
ommender system is a list of items recommended to a pantioskr, this metric captures the fraction of users
affected by shilling attacks. Lell,; = 1 if an item is a top-k recommendation to usey and H,,; = 0
otherwise. Hit ratio is a fraction between 0-1; when exgdsss a percentage (%), it is defined as follows:
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Finally, Precision and recallare standard IR measures which are also applicable widalypus detection
aaproaches report precision and recall for various siyastatks. Clearly, high precision is an indication of an
accurate method.

2 Robust Collaborative Filtering using Intelligent Neighbor Selection

The earliest algorithms for collaborative filtering relied neighborhood formation based on user similarity;
these are known dsnearest neighbor (KNN) CF algorithms. These algorithmsaia extremely popular due to
their simplicity and intuitiveness. This family of algdrins use a weighted reconstruction of the votes of users
similar to the current user as a prediction for the ratingdgreviously unrated item. Various improvements
have been made to the basic mechanism of predicting voteg Beiarson’s correlation, but they mostly comply
to the following scheme: assume the user database consetsetd of votes); ; corresponding to the vote for
user: on itemj. The predicted vote for an active user for itghp, ; is a weighted sum of the votes of other
users: n
Pa,j = UVaq + K Z w(a,1)(v;; —U;), wherew(a,1?) is a similarity function (2)

i=1

As explained in Section 1.1, attacks in recommender system$e achieved by the addition of malicious
profiles. By special construction, these profiles can be natlk extremely similar to influential users. The
impact is that such malicious users can be wrongly identdmteighborsfor normal users, thus influencing the
results of the recommendation algorithm. O’Mahony et al.first discussedheighbourhood filteringwhere
the key idea is to prevent suspicious users from influencihgrausers. The strategy for selecting useful neigh-
bors takes into account thieputationof all users participating in the recommendation proceseg rEputation
measurement strategy is adapted from literature and ejthie computation of a reputation score for a partic-
ular user who is providing ratings on an iteyn The first step is calculating the reputation of users whmnfor
a neighborhood for other users that have ratedhe second step is to filter the neighborhood and remove any
possible malicious ratings. The observation here is thetdfe is indeed an attack, there would be a marked
difference between real users and malicious ones, thusp&oltwo clusters; thus clustering is performed to
detect if such a pattern is observed for a particular itemefsthat an attack may be trying to promote an item,
or demote it, its essential to know tlagrection of the shift for this filtering strategy to work. The approach
employed by [12] overcomes this by thresholding the difieeein the mean values of the two clusters; if this
is above a threshold (evaluated empirically), an attackeslpposed to have occured. To detect which cluster
contains the attack users, the one with the lower standaidta® is chosen. The authors provide experimental
evidence that this strategy has successful outcome.

The approach suffers from some drawbacks: the detectidreaftong cluster of users can result in filtering-
out of genuine users, and thus predicting baised estim&t@sher, real life attacker might employ strategies
which ensure more deviation in their votes, thus foolingfiliering process. Also, there might be both push
and nuke attackers for the same item, which the algorithnoisdesigned to handle. Thirdly, the running
time of the algorithm will be much higher than what is reqdifer large-scale systems. Fourthly, given that
neighborhood selection methods are thresholded, it iskjeshat the number of attackers is so high that the
selected neighbours of a user may all be malicious; thusutimed approach might fail in the face of large and
continuous attacks.



3 Robust Collaborative filtering using Existing Approachces: Association Rules
and PLSA

4 Robustness of Association Rules

A popular approach for frequent-pattern mining is the usassiociation rules. This technique has been used
for market basket analysis, finding interesting patterna/ludt users buy together, and have been found useful
as prediction models too [1]. Applying this technique torusgings, [13] suggest how a robust method for
collaborative filtering could be devised. The applicatidrine above approach has been demonstrated to pro-
vide significant robustness to user recommendations. Apaoed to KNN, k-means clustering and PLSA, the
outlined algorithm has a very lohit-ratio, meaning that a small fraction of users are recommendedackat
item. For attack sizes below 15%, the hit-ratio of Assooiatiule-based CF is below 0.1, while for k-NN it
ranges from 0.8 to 1.0 (meaning all users are recommendetiaarked item). For more details, we refer the
interested reader to reported numbers from [13](Fig 2).

Clearly, the hit-ratio for association rules is very lowyshimplying high robustness. This however comes at
the cost of accuracy; Sandvig et al. report that the covesatfes algorithm is below 0.5, which means that the
algorithm cannot make any predictions for over half the gegmthe recommender system. These are typically
items which are not very frequently rated. This makes thevatapproach suitable only in cases where top-n
recommendations are required, rather than a complete petdittions.

4.1 Robust Collaborative filtering using PLSA

Probabilistic Latent Semantic Analysis (PLSA) is a well Wwmoapproach for text analysis and indexing used
to discover hidden relationships between data; it has aem lextended to collaborative filtering [5]. PLSA
enables the learning of a compact probabilistic model whabtures the hidden dependencies amongst users
and items. While accuracy has been a well known advantage®APrecent studies have also concluded that
PLSA is a very robust CF algorithm, and is highly stable in fhee of shilling attacks. [11] indicates that
the prediction shift for PLSA is much lower than similaritpd®ed approaches; [7] investigated the reasons for
PLSA's robustness over many experiments and observed tielnmunderstand the mechanisms. The intuition
is that PLSA leads to clusters of users (and items) which sed to compute predictions, rather than directly
computing neighbors. However this intuition is challendpgdexperimental results using a k-means clustering
algorithm in the same work. Clearly, shilling profiles deeeclustering algorithms due to their high similarity
with normal users.

[7] also outlines a detection approach for shilling attaekploiting the high stabilty of PLSA. The main
idea is that PLSA is a mixture model where membership to ailiigion is not constrained; a data point can
belong (probabilistically) to many distributions. Howew®me clusters mayhtighter thn others: [7] shows
that using the average Mahalanobis distance to indetifyt tlystes leads o the detection of attack profiles with
reasonably high accuracy.

Robust PLSA using shilling detection We suggest using the following strategy to further roby$RiE SA: we
eliminate the tightest clusters, as identified by the abglgriess measure. We now renormalize the probability
distribution of the remaining clusterg(¢|«)) so that they sum up to 1. One can even attempt to eliminate the
suspicious users, randomly perturb the parameters and tieedast few steps of training. Initial results of this
version have maintained the prediction accuracy, whilecedy the prediction shift in a statistically significant
manner. A more thorough investigation of this idea is undegpess.



5 Robust Collaborative Filtering using SVD

SVD stands for Singular Value Decomposition; it is a methbdaotorizing a matrix into two orthonormal
matrices and a diagonal matrix. SVD has become an impoitedr algebra procedure over the last 2 decades
due to its extensive application in Information Retrievadl @ata mining. It has been used for Latent Semantic
Analysis and Collaborative Filtering with much successic8iSVD is fundamental to the algorithms discussed
in this paper, we explore SVD in detail. Further, we brieflplain the Robust Matrix Factorization algorithm
described in [9] which is also based on SVD and is robust & SVD. Finally, we explain our proposed
VarSelect SVD variant as a robust CF solution.

5.1 Singular Value Decomposition (SVD)

SVD is a more general form of Eigen value decomposition (EVdpplicable to rectangular matrices. SVD
factorizes a rectangular x m matrix D asD = UXVT whereU, V are unitary normal matrices ard is
a diagonal matrix of sizeank(D) < min(m,n), whererank(D) is the rank of the matriD. Moreover, the
entries on the diagonal & are in non-increasing order such that> o; for all i < j. Note that we may
chose to set all singular values = 0, i« > k for somek < rank(D) (sayk = 10), leading to a low-rank
approximationDy, of the matrixD (Dj, = U, X, V]).

SVD for Collaborative Filtering: Applications of SVD to Collaborative Filtering assume thpnesentation
of user-item ratings by suchrax m matrix D. Typically, user—item matrices are very sparsei’% non-zero
entries). Initial applications of SVD to CF (c.f. [14]) commsated for sparsity by replacing the missing values
by overall mean. This approach, though more successfulgtemous CF approaches, is highly biased towards
the used means. In addition, the lack of sparsity impliesgetacomputational problem to solve. In the last
decade, there has been significant research on SVD for lathgparse matrices e JROPACKandSVDPACK
However, these approaches do not treat missing values imcded fashion, either treating them as zeros, or
doing mean imputation. A recent algorithm by Gorrell [4] posed a new approach to computing SVD for
virtually unbounded matrices. This method is based on theetized Hebbian Algorithm and calculates SVD
by iterating through only observed values. The method has Ezund to be highly accurate for CF and scales
easily to the NetFlix dataset with 100 million votes.

5.2 Robust Matrix Factorization

Robust regression problems have been studied in a lindargsethere observables and inputsX are known
andY is assumed to be noisy. Robust Matrix Factorization (RMREIg®rithm which performs a robust SVD
for CF using an alternating fitting scheme [9]. The core idetihé use of bounded cost-functions, which limit
the effect of outliers. There is an entire body of work on sholinded functions which are effective against
noise; these functions are called Maximum Likelihood eators orM-estimators

Armed with a robust estimator, we would like the perform thkofving Matrix factorization: assume we
want to find the rank—1 factoi&, H as for datdD. such that

[ <~y 512,
0

argmin p(Dij — G; - Hj) s.t. p(r) =
GH 2 > Il =3
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wherep is an M-estimator called the Huber M-estimator (see [9]. @beve optimization can be solved using
Iteratively Re-weighted Least Squamrsd is described by [9]. Experiments show that Robust Md#ckor-
ization algorithm performs well in the face of moderate @itta Clearly, the effect of shilling is low at small
attack sizes, as the majority opinion is given more impasarHowever, once the number of votes by shillers
are more than actual users, RMF starts treating the shillers as the majority opinion. Mehta et al. also show



that RMF is more tolerant to shilling and model deviationanttf&VD and pLSA: importantly, the prediction
accuracy of RMF is higher than any other method; this trendicoes even in the face of attacks.However for
larger attacks, RMF is clearly inadequate at a robust CFHigthgo. In the next section, we show how the RMF
and SVD frameworks can be further robustified to yield ouirédesrobust CF algorithm.

5.3 VarSelect SVD for Collaborative Filtering

VarSelect [8] is a variable selection algorithm based on REAetecting attack profiles. Shilling profiles tend to
be highly correlated, which is a result of the colluded natirshilling attacks. It is known that for multivariate
data, highly correlated variables add very little inforroaf and thus are eliminated by dimensionality reduction
methods. VarSelect uses Principal Component Analysis dofirich users add least information, and produces
a ranking of users in order of utility. Experiments have shdtat shillers are found with high precision at the
top of these rankings.

VarSelect SVDWEe first describe the broad framework for our proposed élyor SVD and PCA are closely
related since PCA can be achieved via SVD. In essence, P(&& seeaduce the dimensionality of the data by
finding a few orthogonal linear combinations (called Brancipal Componenjsof the original variables with
the largest variance. A principal component is a linear doation of the variables and there are as many PCs
as the number of the original variables. Principally, PCA&dggiivalent to performing an eigen decomposition
of the covariancematrix of the original data. Since we want to combine Var&ehith Collaborative Filtering,
SVD provides the required framework. The algorithm suppdonto phases: detection (followed by removal
of profiles/votes), and recommendation/model buildingr éffciency, it is required that these two phases can
share computational steps. Since the detection may notrfechano user profiles should be completely deleted
and even suspected attackers should be able to receivemegaiations. Further, the entire procedure should
be unsupervised, i.e. no further input should be requirtet dffie detection phase has been performed (e.g.
thresholding how many shillers are there in the system).

An important observation we make here is that calculatirgdbvariance matrix is unnecessary; we can
compute the SVD oK to get the loading matriXU (which contains the Principal components). This saves a
significant computational effort as Eigen-decompositibhatge covariance matrices is very expensive. Note
that PCA requireX to be zero-mean. This can be explioted by the VarSelect guveevhich has been shown
to require only the first 3-5 Principal components sufficediedt attack profiles reliably. Thus a complete SVD
is not required: instead, partial eigen-decompositiontmperformed. Such routines are available\adsand
eigsin MATLAB and Octave, and use the Arnoldi method.

Finding suspected Attack profile®CA can find a set of variables which are highly correlatedach éx-
ploited in the design of Varselect. Varselect essentiafiffggms Variable Selection using a selection criteria
called Normalized Loading CombinationThere are several other selection procedures discusdédratiure
([2, 10] provides a good overview of these criteria). [1LGjods that the simplest strategy of averaging loading
coefficients LC) performs the best. We choose the following heuristic: radize the scores so that they sum
to 1, and then choose all user with scores belgw for n users. We observe also that 50% recall is the lowest
observed; thus we suggest that for attacks of upto 10%, figggip-20% should suffice. These selected users
are known aglaggedusers.

Computing Recommendations The recommendation model is finally based on SVD as well. $erse, we
perform SVD on the data matrix treating flagged users in aigpe@nner. To simplify the prediction model,
we absorb the eigenvalues into the left and right factoré #¥ GHA-based SVD method. As previously, the
data matrix is factorized into a facto€& andH, such that the Frobenius norm of the remainder is minimized:

argmin ||D — GH||F, (3)
G,H



In the context of Collaborative Filtering, note that the lefatrix G is user specific, i.e. each user has a corre-
sponding row encoding their hidden preferences. Similénky right matrixH contains a column for each item.
The solution to the above optimization requires iterathmpaigh all user votes and performing Hebbian updates.
Every vote potential influences bot andH during the training phase.

Our modification in presence @ihggedusers is to only update the left vectors and not the rightorectn
other words, the contributions of suspicious users towtrelprediction model is zero, while the model can still
predict the votes for flagged users. For normal users, wetetdh left and right vectors as with SVD-GHA.
This elegant s solution comes with a very small computationat of checking if a given user is flagged as
suspicious. Note also that the model can be initialized watlues learnt from the partial SVD performed for
PCA. We note that this results in faster convergence for ieady computed dimensions. Additionally, we
use a regularization paramete(set to 0.01); this step has been found to provide better hiibiileg and faster
convergence.

One issue with the above algorithm is that coverage is lovaifgin number of suspected userdt is possible
that some items are voted on mostly by flagged users, hencglemtformation may not be known. Therefore,
even interested users may not be recommended that item. grovencoverage, we ignore only the extreme
votes of the flagged users (i.e. maximum vote 5/5 and minim{&)y) thiddle votes can be still used to train the
right vectors. This removal significantly weakens potdri@ndwagon attacks as well as average attacks, since
the largest deviations in prediction occur due to extrenmeszo

6 Discussion

In the previous sections, we have described several stdke-@rt algorithms for robust collaborative filtering.
Clearly, there has been more work in the detection of shillittackers, rather than modelling shillers as a type
of noise. In our opinion, a robust recommender algorithrmukhbave the following characteristics:

Highly stable to low number of attack profiles inserted lom attacked item (i.e. low prediction shift)
Moderately—\Very stable against medium sized attack8% attackers)

Low average effect on prediction accuracy (mean average) ®n non-attacked items.

Very high stability to the addition of random noise.

No loss of accuracy if no attackers are present in a dataset

Ability to partially trust users, i.e. to be able to gertersecommendations for suspicious users.
Scalability to handle hundreds of thousands of usersavihw thousand possible attackers.

Ability to handle multiple simultaneous attacks on diffiet items.

Ability to generalize to attack models not encounterettaming.

. Non-requirement for processing the entire datasehagaen new profiles are added.

. Being as parameter-free as possible: the algorithmigh@uable to figure out various thresholds based
on the data without requiring human intervention.
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Experimental results published previously show that miggirdhms surveyed by us do not conform to a
majority of the items in the above checklist. Almost all aifims we studied have a high degree of stability
against medium sized attacks. Some of the algorithms aectalflandle low attacks, and detect them reliably.
Surprisingly, most of the algorithms meet point 3 and 4 ad:wahdom noise has low effect on both neighbor
selection based methods and model-based methods. Thenpainite of these algorithms also does not suffer
on non attacked items; the only exception might be in methduzre there is an explicit step for detecting an
item under attack, and this step gives false positives.

On the issue of running these algorithms on untainted datfowti any attack profiles, most researchers
have not reported the performance of their approaches. Wowall algorithms that do some user filtering



(e.g. removing suspicious users) do suffer from loss of i@yl An interesting result in this context has been
reported in [9]: in this work, some part of the user ratingswamoved. The removed data was a random
fraction of the extreme votes (say the lowest, and the higmaserical votes), usually to the tune of 20% of
a user’s votes; for users less than 10 votes. Various atgasit(e.g. kNN, PLSA, SVD and RMF) were run
on the remaining 80% data; the results were that all algostigained significantly more stability to shi;lling
attacks, to the tune of 20% reduction in prediction shifte RMF and SVD algorithms had even higher stability;
interestingly all algorithms under test did not suffer franfarge decrease in predictive accuracy. However, the
overall performance of SVD and PLSA based algorithms wasmbatter than KNN.

With respect to partial trust, all algorithms which exglicremove suspicious user profiles will degrade user
experience for suspected process. Since the detectionlimiona users profiles is not perfect, false positives
will arise from time to time. An ideal algorithm should thus &ble to accept that attackers maybe in the dataset,
and model this explicitly. The main idea is that all userauthdve able to receive recommendations, and possibly
the user interface should not change at all. The algorithim imarnally discard some user data for training,
or some ratings and making this transparent to users. Algos which do this provide high stability as well:
VarSelect SVD and Association Rule mining are examplesisf timtelligent neighbor filtering can do this as
well; it has been suggested to weight the contribution ofea’'si;meighbors by the degree of trust (which can be
easily expressed as a fraction between 0-1) with good ssicces

Scalability is a general issue for good algorithm desigficieht algorithms are available for several meth-
ods used for recommendation and also for detection. Witteasingly cheap hardware and cloud computing
becoming common, computational challenges are slowhngadivay. However, responsiveness of systems to
sudden attacks is crucial. Several approaches seem to batdnes, making it difficult to detect attacks online.
To a certain extent, the training part of the recommendatiaalels is also offline, thus restricting the extent
of the impact. However, the overall scalability of detextis an important aspect: several approaches have
expensive detection algorithms which cannot reuse theqarsly trained models, or incrementally train their
models. Approaches like Varselect SVD which are online turgaare highly scalable as a result.

In the real world, several interest groups would try to bdabsetr products at the same time. Thus one can
expect more than one type of attack going on at the same titneogt all published work on detection however
consider only one type of attack at a time for their experitalenlt is clearly possible that several of these
might actually be effective against multiple attacks; feample the detection approaches proposed by [3] use
supervised classification trained on generated examplesvsefal types of attacks. These classifiers are then run
on each profile, thus possibly detecting more than one typatiack at a time. Similarly, VarSelect detection
and VarSelect SVD were demonstrated to be effective againtstordinated attacks. While no such results have
been discussed by [13], it is likely that this approach wéldiable to multiple attacks as there wont be much
co-occurrence data for the attacked items to make attaels @ignificant for the association rule learner (recall
that less than 50% of items are actually considered by tipsoagh when creating recommendations.)

The continued menace of email spam shows that given enoaghtive, spammers can innovate and create
new types of attack campaigns, While various attack moaelsHilling have been identified, it is ovbious that
there are several strategies for new attacks that spammreime up with. Thus it is imperative for robust CF
algorothms to be able to generalize to new types of attaakserSised learning methods can clearly fail in this
regards; for unsupervised methods to suceed, it is impddamderstand the intent of the attackers. [7] showed
that if the intent is to maximize the prediction shift for aga number of users, the resulting attack model is the
average attack. [8] also discusses howglmup effects a result of spammers trying to maximize their impact.
When obfuscation strategies are employed to add stealtttackaprofiles, the strength of attacks goes down.
Exploiting the group effect is one mechanism for generalckttetection.

One practical aspect we noticed is that several algorittame tbo many parameters that need to be manually
set. In a real world setting, exploring these parametersuaihnmay not be possible or efficient. It would be
better if the algorithm can search its own parameters, ritkiag heuristics, or some principled mechanism (like
cross-validation). VarSelect SVD is an example of such gargdhm; while the parameter search is not optimal,



there is a broad range of stable values for the parametgiich leads to good stabilty and high maintainability.
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