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Letter from the Editor-in-Chief

Executive Committee of the TCDE

The inside front cover of this issue of the Bulletin includles new Executive Committee of the IEEE Technical
Committee on Data Engineering, the sponsoring organizatithin the IEEE for database activities, including
the Bulletin and the ICDE Conference. Matters pertainintheoTCDE should be addressed to Paul Larson, the
TCDE Chair.

Workshop on Self-Managing Database Systems

The current issue contains a report on the second Worksh&elbiManaging Database Systems, sponsored by
the Workgroup on Self-Managing Data, a workgroup of the IEEEhnical Committee on Data Engineering.
This workgroup was formed less than two years ago and haasdglsponsored two workshops and had an issue
of the Bulletin devoted to the topic. Self-managing datalssstems is a subject of keen industrial interest as
users focus on reducing total cost of ownership (TCO) foir tii&ta processing systems. The workshop report
on page three captures some of the real excitement in thas are

The Current Issue

The current issue of the Bulletin is on the topic of data managnt issues in social sciences. Computers and the
internet are having a striking impact of the lives of not om@ghnical communities but on communities of what
might be called "ordinary” users. Web sites cater to soci@raction, becoming places to "meet”, socialize, post
videos, etc. Web search enables people distributed plilysiegr much of the earth’s surface to find likeminded
individuals who share their interests. This is has becomeallyrdramatic phenomenon.

The database community brings to bear on social sciencesgsuhnologies that it has developed over the
years for managing business data. But the social sciengaseaew ways of looking at and "massaging” data.
This has led to ideas and constructs such as social andtaffilizetworks, new search paradigms, and new ways
to organize systems to support these technologies. We eathisesocial phenomenon changing in real time,
and hence it presents a moving target, as social scientistgge to keep up with what is happening.

| want to thank issue editor Nick Koudas (and Dimitris Tsieomis who provided editorial assistence), who
has brought together in the current issue a sampling of thetantial amount of work going on in the social
sciences by folks who are in or close to the database comyndiiere is real excitement in this area, including
industrial excitement as companies try to figure out the Wagtto attract users to their web site— which is one
key to attracting advertisers. The business model for tHeisvaow pretty clearly advertisement based, so you
can expect this kind of "social science” work to remain anamant area for many years to come.

David Lomet
Microsoft Corporation



Report on the Second International Workshop on Self-Managig
Database Systems (SMDB 2007)
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1 Introduction

Information management systems are growing rapidly inesaatl complexity, while skilled database adminis-
trators are becoming rarer and more expensive. Incregsihgl total cost of ownership of information manage-
ment systems is dominated by the cost of people, rather traware or software costs. This economic dynamic
dictates that information systems of the future be moreraated and simpler to use, with most administration
tasks transparent to the user.

Autonomic, or self-managing, systems are a promising agmbrdo achieving the goal of systems that are
increasingly automated and easier to use. The aim of theslvogkwas to provide a forum for researchers from
both industry and academia to present and discuss ideésd éteself-managing database systems.

SMDB 2007 was the first event organized by the nE&EE Computer Society Data Engineering Work-
group on Self-Managing Database System@ittp : //db.uwaterloo.ca/tede — smdb/). The workgroup,
which was founded in October 2005, is intended to fosterareseaimed at enabling information management
systems to manage themselves seamlessly, thereby redheingst of deployment and administration.

2 Workshop Overview

The workshop was held in Istanbul, Turkey on Monday April 2007 prior to the start of the International
Conference on Data Engineering. The workshop’s progranmdttee consisted of the members of the SMDB
workgroup executive committee plus four other well-knowseaarchers in the area. SMDB 2007 received 19
submissions and each paper was reviewed by 3 program caemittmbers. 11 papers were accepted to the
workshop, resulting in an acceptance rate of 58%. In antdffamake the workshop as inclusive as possible 4
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submissions were accepted as poster papers and were gihenter presentation time in the workshop. The
average attendance at the workshop during the day was 3@2ijpents.

3 Technical Program

The technical program was organized into four sessionaciptes and overviews; self-healing; self-optimizing
and poster papers. Links to the talks and papers can be fatne &workshop Web page
(http : //dbuwaterloo.ca/tede — smdb/SM D B2007 program.html).

The first session on principles and overviews included tresearch papers highlighting key research issues
in self-managing database systems. Soror et al. [1] carsldke impact that the trend to virtualization will have
on tuning database management systems (DBMSs). They prdseformalization of the resource allocation
problem in this environment and discussed an approach tawaseling that employs a query optimizer with
a "what-if” mode. Lightstone et al. [2] argued for a greatseof control theory in self-managing database
systems and presented examples in IBM’s DB2 where it wasef$ectively to control utility throttling and self-
managing memory. They found the main advantages of cottitealry are its stability and its ability to handle
noise. Chen et al. [3] observed that the currently availaolgrse-grained resource provisioning solutions
do not necessarily make effective use of the available ressu They proposed a fine-grained approach that
uses outlier detection to pinpoint sources of overload lprab and then migrates these queries. The fourth
paper in the session, by Bowman et al. [4], provided an oeanaf the self-management features of SQL-
Anywhere from Sybase iAnywhere. SQL-Anywhere is desigmebet deployed as an embedded DBMS within
zero-administration environments.

The second session, which was on self-healing, includedpapers. Cook et al. [5] defined the general
problem of supporting self-healing in database-centridtiftiar services and outlined a research agenda for
solving the problem. They specifically identified perforroaravailability problems as reasonable targets for
self-healing and supported an approach based on robustrgaalgorithms. Modani et al. [6] described an
approach to automated diagnosis in which symptoms of a neblgan are matched to a database of symptoms
of previously diagnosed problems. They exploited the flaat function call stacks can serve as symptoms of a
class of problems and proposed algorithms for effectivedyaming call stack patterns.

The third session of the workshop included four papers drigeing. Papadomanolakis and Ailamaki [7]
observed that existing index selection tools rely on héaosishat are hard to analyze. They proposed a model for
index selection based on integer linear programming thatsohigher solution quality, efficiency and scalability
without sacrificing any of the precision offered by existingex selection tools. Sattler et al. [8] examined a
different aspect of the index selection problem. They pseplcan approach that continuously collects statistics
for recommended indexes and performs on-the-fly index géinarduring query processing using new query
plan operators IndexBuildScan and SwitchPlan. Schnaittal [9] also considered an aspect of automatic index
selection, namely the selection of indexes as the workload BDBMS shifts characteristics. They described
COLT, which is a novel framework that continuously monittite workload of a database system and enriches
the existing physical design with a set of effective indic€sn et al. [10] looked to improve the cost models
employed by query optimizers by improving the accuracieB@fcost estimates of database access methods.
They presented an adaptive black box statistical cost astmmethod.

The fourth session of the workshop included four poster apa a variety of topics in the area of self-
managing database systems. The poster papers were eachagiherter presentation time than the regular
papers. Niu et al. [11] described an approach to automitiediapting DBMS workloads such that service
level objectives of the various applications are met. Dtedua et al. [12] presented an automatic schema
matching approach. They specifically focused on a B-treexrsfructure to improve the performance of the
matching algorithm. Teisanu et al. [13] outlined the prablef designing effective workload management and
provided a formal definition that supports the further depetent of algorithms and architectures for effective



on-line database tuning strategies. Lang et al. [14] desdra caching algorithm for scans on buffer pools that
keeps track of ongoing scans and the state of each scan. hibwed that this approach could achieve improved
buffer pool hit rates.

4 Summary

The Second Workshop on Self-Managing Database Systemsamasuccessful. The high quality of the papers
and the discussions generated during the workshop aregdtrditators of the vitality and growing importance
of the area of self-managing information management system

The Workgroup on Self-Managing Database Systems looksaf@hio organizing the third edition of the
workshop along with ICDE 2008 in Cancun. They seek to engmui wider range of submissions and a
broader participation by academics and industrial pastimethe area.
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Letter from the Special Issue Editor

The field of social network analysis has been an active reBeaea in social sciences for a long time. In the last
couple of years primarily via the manifestation of sociaweeks of large scale through web applications the

field has enjoyed active research participation from migtgmmmunities. Recent applications such as social
networking sites (MySpace, LinkedIn, Facebook, to nameng, fmedia sharing and collaboration sites (e.qg.,

Flickr, YouTube), blog applications (e.g., Blogger, Livednal, NotePad) gave rise to structured and adhoc
social networks of massive scale. Saocial scientists, plssi computer scientists and engineers are trying to
study and understand the properties of these networks archtilenges they pose.

Distinguishing characteristics of these networks to theiselied before is their massive scale and their
dynamic nature. Such characteristics pose certain clgg#eto handle the data volume and their dynamics and
need to be carefully understood. Moreover, they enable pplcations and raise research challenges both at
the modeling and algorithmic level. Data management hasta taffer in terms of addressing such challenges.

The purpose of this volume is twofold. First, to collect amegent works that highlight some of the research
challenges lying ahead that our community started to addiesvards this end we have collected articles listing
challenges in information management in a social netwooksgext (articles by AnHai Doan et. al., and Amer-
Yahia et. al.) as well as articles demonstrating interggiroblems and techniques resulting from the structure
implicit in such networks (articles by Singh and Getoor ammh&er et. al.,). The article by Adar and Re presents
an interesting connection between problems in the soctalarking area and the recent work on probabilistic
data management. The second purpose of this volume is tg thrnperspective of social scientists that have
been working on social network analysis to the table. Thelarby Bernie Hogan provides a brief overview to
social network analysis from the social sciences perspeatid presents the data management problems part of
this community faces when dealing with social networks gjéascale.

The research challenges lying ahead are important ang idédlecome more significant as the web evolves
to a global dynamic and interactive collective. It is immrtto remember that we are not into this alone, other
communities are contributing to this effort and we need sidbinteraction among communities and exchange
of research ideas. | sincerely hope that this volume cartgthtowards this direction.

| wish to thank Mr. Dimitris Tsirogiannis from the Univengibf Toronto for editorial assistance with this
volume.

Nick Koudas
University of Toronto
Toronto, Canada



Using Information Networks to Study Social Behavior:
An Appraisal

Bernie Hogan

Abstract

Social network analysis investigates relationships betwgeople and information created by people.
The field is presently in flux due to the increasing amount afl@vlie data and the concomitant interest
in networks across many disciplines. This article reviearse of the recent advances in the field, such
as p* modeling and community detection algorithms alorggsdme of the societal transitions that
facilitate these advances. The latter third of the artidéses some issues for data engineers to consider
given the state of the field. These issues focus mainly oryiggeand managing large and complex
datasets, such as those commonly found through onlineisgrap

1 Introduction

1.1 Social Networks and Digital Traces

This is a particularly exciting time to be a social networlaarcher; advances both within social network
analysis and within society at large are making our workdasingly relevant. To be clear, by social networks
we refer to associations between humans, or informatioatedeby humans. Presently, widespread use of
information and communication technologies (ICTs) suckrasil, social software and cell phones have made
possible the creation, distribution and aggregation aféhrelationships on an entirely different scale. But as we
broaden our reach and seek ever more sophisticated ansitlgrsthis paradigm, it is clear that we cannot do it
alone. Quite frankly, there is much work to do and a substholiunk of this work can get very technical, very
fast. This article presents a brief overview of social netnamalysis as a field, where it is heading given current
advances in the field, and where it may head as social s¢geftige stronger links with computer scientists.
As Gray and Szalay [1] note about science in general, tharevisa data avalanche in the social sciences, and
despite much of our previous expectations, we have indesohie data rich.

The use of digital media means that information can be copmetlaggregated for analysis with very little
extra work on the part of the respondent. Prior to the pn@ltfen of digital media, gathering data about relations
between ties was a long and expensive affair. Most data waseperted, meaning an interviewer had to ask
each respondent in turn. Not only did this place practicaiti on the size of populations, but it introduced
methodological issues of recall bias and concordance]f2][8ome researchers have persuasively argued that
individuals are good at recalling trends over time [4], i is still not as robust as passive traces.

Copyright 2007 IEEE. Personal use of this material is petadit However, permission to reprint/republish this maikefor
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Digital traces are particularly significant artifacts fesearchers. With email, for example, we are not left
with empty postmarked envelopes or a caller ID from a teleptaall - we are left with the names, dates, content
and recipients. And because this interaction is digitayehs virtually no marginal cost in making a perfect
replica of the messages for analysis. This level of fidelitg afficiency means that studies of social activity
can (and have) scaled from previous 'huge’ data sets of as#mulipeople, to a data set of millions of messages.
The consequence of this is to shift the burden from the maldty of collecting the data to the practicality of
managing it.

These digital traces are probably more significant for $o@éawvork studies than traditional social science
methods. This is because much network analysis does noiiteasampling very well. The absence of a few
key ties could completely alter the profile of a network [$][8Vhile the probability that one would miss a
key tie is low, their absence is significant. This confineduwoek analysis to small whole groups, such as an
office team or corporate board (with cases numbering fromdl@uwa few hundred) or samples of 'personal
networks’ where a person reports on therceivedties between friends and family. Now, however, complete
social networks such as the world wide web, or massive catp@mommunication networks are available. Even
snowball sampling, which in face-to-face methods is coatig slow, can now be done simply by following
hyperlinks from MySpace pages or a weblog (blog).

We can now scrape company inboxes and map the entire comationicyetwork for a large scale firm
[7], plot links between ideologically charged blog disdass [8], or even map the entire email network for
a university domain [9]. Asking all of the participants fdrig information directly is still possible, but non-
obtrusive measures are so comprehensive and often efftb&intnany researchers start with trace data rather
than consider it mere supplement. This situation has brtouih it the usual issues about data quality (i.e. how
do we capture this data, what data is worth keeping and witatigtbe discarded), but social scientists deal
with people, not star clusters or genetic maps. This leadshiost of additional questions that we are only now
learning how to ask with trace data, let alone answer. Isefidata aggregation, privacy, contamination (e.qg.
the "Hawthorne Effec®), partial/incomplete data sources and ethical approwafelevant when dealing with
human subjects. Moreover, many of these issues are lociatied database level, where strict policies (such as
one-way salted hashing of names) come into play and refresempromises between researchers and subjects.
Finally, there are complex ontological issues that mustduFessed - is a Facebook friend really an important
friend [11]? What sort of additional data must be capturedistinguish ‘friendsters’ from friends?

The remaining bulk of this article will present an overviefwarious advances in social network analysis,
and exogenous advances that affect social network analjsieughout, issues of data management will either
be in focus, or at least in the peripheral vision. Before aating, | will also introduce some recent practical
issues at the nexus of data engineering and social sciertbedaotogies.

2 A brief history of social network analysis

2.1 Earlyyears

As a paradigm, network analysis began to mature in the 19%0k969, Stanley Milgram published his Small
World experiment, demonstrating the now colloquial "sigiees of separation”[12]. In 1973, Mark Granovetter
published the landmark "The Strength of Weak Ties” whichvaba empirically and theoretically how the logic
of relationship formation led to clusters of individualstivcommon knowledge and important 'weak tie’ links
between these clusters [13]. As he showed, job searchemsastesuccessful not by looking to their strong ties
(who have similar information as the searcher) but to the&akvties who link to other pockets of information.
This decade also saw the first major personal network stytiggL5], an early, but definitive, statement on

’This effect refers to any situation where a general stimaltess the subject’s behavior. It is particularly probléimaecause it is
not a specific stimulus that creates a change, but mereiatifiQ]



network metrics [16], and the formation of two journals (Bb&etworks and Connections) and an academic
society (The International Network of Social Network Argtl). The following two decades saw explosive
growth in the number of studies that either alluded to oratiyeemployed network analysis. This includes work
on the interconnectedness of corporate boards[19], treediscussion networks of Americans [20], the logic of
diffusion,whether it's the diffusion of the latest musiarftat or the spread of a new disease[21],and even the
social structure of nation states [22].

2.2 The last decade

Increasing computational power and the dawn of the Intarsie¢red in the second major shift in network think-
ing. By this point, physicists, biologists, and informatiscientists started contributing to a larger paradigm of
'network science’. Massive data sets could be gathered ralgized in reasonable time frames, leading to maps
and insights not only about a schoolyard or a few hundredopaisetworks, but about the billions of nodes
on the World Wide Web. This era produced advances which | sgilegorize in three sections: Endogenous
advances - namely those advances coming from the field ddlsoeiwork analysis proper, parallel advances -
those coming from related fields and scientific endeavorsandenous advances - those coming from society
outside academia but having a significant effect on the field.

3 Endogenous advances

As was mentioned above, up until recent years, network aisatyas traditionally been concerned with relatively
small data sets or sampled populations. For example, hwseutorials have been given on "Krackhart's High

tech managers”, a study of a whole network with a mere 21 refgus (see [23][24]). These specialized pop-
ulations have led to analytic tools for such small netwotksgeneral, the techniques either focus on relations,
positions or motifs.

3.1 Relations

Relations are perhaps the most intuitive concept in soei@ork analysis. Simply stated, these are methods for
describing the importance of direct links between nodesemetwork. These generally fall into two categories:
examinations of the most prominent individuals and exatidina of subgroups or communities of individuals.
For measures of prominence, most research continues tdassgcacentrality measures (degree, closeness and
betweenness centrality), even though two of them are caatipnglly expensive. Specifically, betweenness
centrality and closeness centrality both look for the ssirpath between two nodes [16]. Since the creation of
these measures a few other notable measures have croppedayalfiating the prominence of an individual.
These include eigenvector centrality which weights a noamedrality score by the score of one’s neighbors
(thus one might be considered central not because they hang ties, but ties to popular people) [17]. While
not a social network method, Google’s PageRank is simil&ig@nvector centrality except it doesn't require
complete information about the network [18]. Recent adearia this area have paid more attention to the
robustness of these measures under varying conditiormstdhhe elaboration of new measures [5][22][6].

The relational analysis of subgroups is a field of activeasde Here one looks at the ties between nodes
to come up with subgroups or 'communities’. Early sociobagiwork looked at the analysis of cliques (or
complete subgraphs) whereas computer science soluti@msirgd network flows. Questions about automatic
detection of community structure are becoming increagingevant, as sites seek to categorize the structure of
their users. In recent years, methods have moved beyormugamax-flow min-cut solutions towards methods
based on expected density and edge betweenness [25][26].



Figure 1. Example network - represented as a sociogram aratr&mrhe right hand side shows the reduced
matrix as a result of blocking the network.

3.2 Positions

Positions are a more lateral concept, stemming primarilynfthe work of Harrison White and his contempo-
raries in the early 1970s. If relations are concerned abgtone is connected to, then positions are concerned
with how individuals are connected. For example, the world systesnaheore-periphery structure, with most
international finance moving through a few key cities. Tho#es on the periphery might not be connected to
each other, but they might be connected to the main citidsisame manner - hence they have similar positions
in the system of global trade. Two nodes are consideredtstally equivalent if they are connected to the same
specific nodes in the same way. Two nodes are considered égblarly equivalent if they are connected to any
nodes in the same way. Partitioning a network into equivadets is referred to blockmodeling [27].

Figure 1 shows how nodes A and B are connected in equivaleys,\aa are nodes D and E. Once the graph
is partitioned using a blockmodeling algorithm, one carupedthe graph to its clusters, as is seen in the right-
hand side of figure 1. To note, when you reduce a graph to itgerksiyou can have self-loops as nodes within
each cluster can link to other nodes in that cluster.

As a technique, blockmodeling has a number of distinct gtiten Most particularly, this technique can
find clusters of relationships which might otherwise be kiddCommunity detection algorithms generally base
their insights on higher connectivity within a subgraphrtheetween subgraphs. Blocks, by contrast focus on
the pattern of connectivity rather than the prevalence ahections. One non-sociological example of this is
the work of Broder et al. [28] in characterizing the web basegositions (this includes a strongly connected
core, an in-group, an out-group, tendrils, tubes and island

The last decade has seen two major improvements in blockmgd@& he first is generalized blockmodeling,
enabling partitions of smaller, more precise block typesints of ’errors’ for fitting models and predefined block
structures based on attribute data[29]. The second isatticthlockmodeling which compares a partition to
partitions from similar networks to attain a probabilistjoodness-of-fit statistic [30]. In both cases, there are
still a number of open questions. One is how to interpretitiams of massive networks, when it is unclear
what will constitute an optimally fitting partition. The sew is what to do with various edge types. When we
consider an edge valued as 1 or 0, partitioning is straightfcd, but blocking on data that is signed (positive,
neutral or negative ties), sequential or weighted is séithvexperimental.

3.3 Motifs / Configurations

Motifs are small easily defined network structures which barcombined to create larger networks [31]. In
social network analysis these are generally called cordtguns and represented in p* / Exponential Random
Graph models [32]. There are only 3 dyadic configurationg/éenh two nodes (a symmetric tie, an asymmetric
tie and no tie), but numerous configurations between theeaixpossible triadic motifs[33][30]. There are
numerous theoretical reasons to believe that these coafigus can be interpreted meaningfully, and that their
distribution can inform the processes of tie formation aeday that characterize network dynamics [34].
Exponential Random Graph models refer to a family of prdighilistributions used to assess the like-
lihood of a particular network configurations appearing barce. Testing these models is often done using



either Maximum Pseudolikelihood Estimation or Monte Céullarkov Chain Maximum Likelihood Estimation.
While the former is far more efficient, it is often too cons#ive with standard errors and certain distributions
and therefore should only be considered a proximate took$éfanan and Robins 2005). The latter is so com-
putationally expensive that some models may not convetge @dys of iterations. Nevertheless, a robust model
can illustrate quite clearly the relative importance oftaier micro structures (such as 2-stars) on the emergent
macro structures. Some of the most significant open problerttsis area are related to the optimization of
these methods and the use of robust estimation techniquesauBe of the complexity of these dependency
structures (e.g. requiring so many triads or four-cyclasy the fact that many of these problems appear to be
NP-complete, advances in both computational algorithnalsséorage are welcome additions to the field.

4 Parallel Advances

4.1 Physicists, Biologists and Computer Scientists, Oh My!

Presently, there are far more individuals working in netwdata than social scientists and mathematicians.
Biologists, physicists, are computer scientists are antibagnany disciplines that are finding network research
particularly relevant to many of their research questidrake the web, for example. It was created by humans
and its linking structure is the result of many individuat@#ons. Yet, physicists have been characterizing the
structure of the web as an emerging from many small decisibnghis vein, Watts and Strogatz showed that
Milgram’s small worlds (which they formally characterized networks with high clustering and short paths
between actors) could be found in movie actor networks andahstructures alike [35]. Through an analysis
of virtually the entire World Wide Web, Barabasi and Albe36] illustrated a major class of networks known
as "scale-free networks”, which have been subsequentiydautraffic patterns, DNA and online participation
[37]. All of these scale-free networks are based on the dibhe straightforward logic of preferential attach-
ment: as a network grows, nodes with more links are likelyttcaet even more links, thus creating massive
asymmetries between the few nodes with many links and the maahes with few.

Biologists are finding that the human genome is an incredifflgient means of encoding the data necessary
for life. Genes do not work like on-off switches for direcfesfts, but work in combination, such that if two or
more genes are present there is a particular phenotypiped®sion, but without all of them, there is none. This
will have great consequences in the understanding of gedistases, as certain diseases depend on particular
genes - but - other parts of the genome also depend on thedegtates.

As is probably evident to this audience, the use of networklet®in computer science has led to a number
of very efficient solutions to problems. The 500-pound d¢miith the room is no doubt Google, who have used
PageRank (and certainly a modified version thereof) to me&ech results more credible. Google succeeded as
many people found their solution more useful than otheepagtbased on keywords or categories.

4.2 Visualization

Network researchers can find their data represented by usi¢éalented information visualization specialists.
This task can become very technical very quickly, as peag& o represent an underlying structure merely by
calculating parts of it in different ways. The Fructermalneihgold force directed algorithm gives the classic
'network-ish’ aesthetic, leading to insights about sulbgoand clusters. By superimposing email networks over
a company hierarchy (and measuring the overlap accordin§tlamic and Adar show how the communication
network conforms to the company hierarchy [7]. Represgntirainly the dyads and the temporal structure
(rather than the network structure) can also be insightfiggas and Smith’s newsgroup crowds visualization
enables one to interpret long-term patterns of reciprdoityhat forums [38]. But perhaps the most striking as
of late is Boyack’s representation of the "Web of Sciencey. @alyzing co-citation patterns in ISI's Citation
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Index, he has shown how disciplines as diverse as OrganimiStrg, Sociology and Computer Science are all
part of an interconnected, but intelligible web of knowledg9].

5 Exogenous advances

5.1 Advent of the internet

Perhaps the most obvious, and significant, recent change &dvent of the internet. By allowing us to com-
municate with digital bits, communication gets encodedetyethrough its use. That is to say, data sets start
creating themselves not because the sociologist askeldnr, tbut because they are part of the maintenance of
an internet-oriented communication.

Even something as passive as shopping is grist for the sg@all / computational mill. Krebs has been an-
nually producing a series of network diagrams based on thehpsing habits of U.S. liberals and conservatives
using only the Amazon API and his inFlow network software.

5.2 Computational power

Both the visualization of networks and the calculation efistural metrics can be a time intensive process.
Some important metrics , like betweenness, have only bekrceel toO(?) time, while others are eved(n?).
Alternative metrics (such as PageRank) help, but they are iirect substitute given the theoretically mean-
ingful nature of many of the metrics. With advances in corapabhal power, we are beginning to play with our
data instead of very rigidly and deductively grinding oupadfic set of metrics.

One attempt to leverage this computational power is theiogddetWorkBench Cyberinfrastructures project
at the University of Indiarfa This project is halfway between an algorithm repositorgt anveb services frame-
work for piping large data sets to a central supercomputgpracessing.

5.3 Cultural changes

The world at large is becoming more responsive to social ot@nalysis. There are numerous reasons for
this. They include the presentation of clever and visuatipesling maps [39], the advent of social software
(which explicitly requires an individual to demarcate andimain their network), and the inclusion of network
ideas in common vernacular ("six degrees of separation¥)isAhe case with most sciences, there is still quite
a disjuncture between scientific knowledge and lay undedstg, but in this field people often 'get it’, and
network literacy is, | would surmise, increasing.

One interesting halfway point between rigorous scientiétnork knowledge and lay understanding is the
new phenomenon of data mash-ups. Network data can be pigedissplayed using Yahoo Pipes, IBM’s Many
Eyes and a host of small java applications. Insights froragtsmple interfaces may not be the most profound,
but they stimulate discussion, and perhaps more impoytaaite general network literacy. It is also the case
that the interfaces for these tools represent significaptonements over scripting and they may pave the way
to more interactive live data analysis in the future.

3http://www.orgnet.com/divided.html
“http://nwb.slis.indiana.edu/
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6 A cohesive programme of network science

6.1 Interdisciplinary collaboration

It is not too much to suggest that there is a emerging coh@sagramme of network science, which has many
foundations in sociology, but is by no means limited to it.efidhis presently no professional organization, but
NetSci, the International Conference in Network Scien@mgrging as an interdisciplinary complement to the
established social science-oriented International SuiSweial Networks Conference. Within this paradigm,
the social scientists will most likely use their particukkdll sets to frame questions, develop valid research
designs and interpret figures reflexively. However, it isikaety that many will graduate with the technical
prowess necessary to implement a rich programme of netweggkee. To complete this programme, we need to
employ the aid of others with knowledge of unsupervisediieartechniques, relational databases and scripting
languages. Dealing with this data is becoming easier tlirdlng use of APIs. Most online social forums now
have at least a basic mechanism for querying data. Thisdaslsites like Yahoo, Google, Digg and Facebook.
The big challenge for sociologists now is to bridge the gapben these lists of data and the usual rectangular
data sets necessary for both network analysis and staregnekssion modeling.

6.2 Data issues within this programme

Accessing and analyzing quality data is an essential behafverlooked condition of possibility for the sorts of
analysis described above. Presently, there are few sofarclesst practices regarding online and social network
data. As such, there are still numerous open problems inrdged data quality and retrieval. Below are a list
of particular issues that | suggest will become increaginglevant.

Thresholding How strong does a tie have to be for the relationship to benmgéul? Thresholding is the
process of limiting ties between nodes to those that fulfipacific threshold of activity. In an email network,
one might consider a threshold of 6 messages between indigidn two months as sufficient to assume there
is a 'strong tie’. While all authors agree that there is a neesbmehow filter out irrelevant mail and spam from
the analysis of network data, the specific scope conditiang from project to project. By using a reciprocal
threshold (i.e. a minimum of one message between two camegmts) one can ensure that there is at least
some communication - but beyond that is a methodologicalniao’s land”. The same can be said for links on
web pages, replies in bulletin boards, calls on a cell phete,. Of course, one can keep all ties in the data
set no matter how trivial, but then many models of diffusiofiluence and community structure might not give
answers that are particularly meaningful.

Algorithms for weighted graphg hresholding could partly be ameliorated with better athos for weighted
graphs. There is some work on centrality algorithms for Weid graphs, but the field is still quite unsettled.
Interpretations of these algorithms remain at the statistand not the substantive, level. One large challenge is
the presence of exponential distributions for most measutigere’s always a handful who either communicate
more frequently, post more often, search more books, etc.

Robust formats for storing large rich data setdetwork analysis has as many data formats as there are
programs (if not more). One of the emerging standards is l@f&p However, like all XML files, it contains
a significant amount of supplementary text. For massive sk this additional text scales linearly with an
increase in nodes or edges leaving files many times largerttiey need to be. Alternative formats such as
Pajek are very lightweight but do not do as good a job of enguthiat certain data are associated with particular
nodes or edges. Designing a halfway point between the #&ystéPajek and the clarity of GraphML with the
ability to conveniently append data, particularly timesitive data, will be a great improvement.

Better methods for slicing data (particularly temporalcgls) Cleaning data is generally an unpleasant
experience. For the expert programmer, the SQL queries eaedious, and for the scripting-challenged, it is
down right arduous. Presently, it is done by filtering theiattions which are then processed into networks,
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not by slicing the networks themselves (that is to say, theysiced in SQL first, then exported to a network
analysis package and then analyzed). A robust object mbdehtaintains a sense of links over time should
be able to dynamically slice the network without requiritg researcher to rebuild the network after every
slice. Such techniques will enable more efficient sensjtighalyses for thresholds as well as facilitate more
exploratory analysis of temporally-oriented network datech as changes on Wikipedia).

Social network-oriented support in APISupport for networks is implicit in numerous APIs. Howewubis
can be leveraged even more successfully (and reduce theenwhbueries to a site) by anticipating network
data. For example, presently if one wishes to capture "Joetvork on facebook the steps are unnecessary
clumsy. First, the program reads all of Joe’s ties as a listfifd out who on Joe’s list have befriended each
other, the program has to then go to (almost) every otherligt compare these lists. By providing an option to
query for mutual ties, one can reduce this querying fromfathe friend lists of all of Joe’s friends to a single
list of user-user pairs. This puts an additional procesbimglen on the server, but it is a simple query for the
server, rather than a series of steps for the user (and itesdiata and bandwidth).

People and relations as first class objec&me frameworks will allow people to be considered firss€la
objects. This allows individuals to be sorted, indexed aadehnumerous attributes, all of which are easily
accessible through the program. However, a significantigidratechnical challenge is to design a framework or
language that will implement relations between individuas first-class objects. Obviously, the dependencies
between relations and people will make this challengingt tBe end result will facilitate easier and perhaps
faster querying of relations as well as enable more strfamighérd code and perhaps even simpler algorithms. It
would certainly make network support in APIs dramaticalgier to implement.

7 Conclusion

7.1 Concluding thoughts

The field of network analysis has been changing at a bligtaate. There is an influx of talented researchers
from a host of disciplines. Network analysis is being doneviacArthur fellows and at the Santa Fe institute.
It is featured in the Museum of Modern Art and on numerous &ldgis an essential part of epidemiological
modeling and our notions of social cohesion. Underlyingthis progress is an interest in a deceptively simple
type of data that records and tracks links between entitiésis come a long way in the last half a century. With
new data sources like the World Wide Web and new tools to exathis data more efficiently, it is likely that
we will be busy for the next fifty years at least.
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Abstract

Social network analysis (SNA) has become a mature sciefidificover the last 50 years and is now
an area with massive commercial appeal and renewed reseatefest. In this paper, we argue that
new methods for collecting social nework strucuture, arddthift in scale of these networks, introduces
a greater degree of imprecision that requires rethinkinghtmw SNA techniques can be applied. We
discuss a new area in data management, probabilistic daedavhose main research goal is to provide
tools to manage and manipulate imprecise or uncertain déta.outline the application building blocks
necessary to build a large scale social networking appiaraand the extent to which current research
in probabilisitc databases addresses these challenges.

1 Introduction

Though the field of Social Network Analysis (SNA) has develdpver the past 50 or more years [21, WF94], it
is with the recent emergence of large-scale social netwgrkiudies and applications that techniques from this
area have received a great deal of public attention. Bedhesgata encapsulated by these networks provides
the owners of a system with a mineable resource for marketiealth, communication, and other applications,
commercial developers have rushed to constsacial network applications Such systems generally enable
individuals to connect with old friends and colleagues amminf bridges to new individuals in areas ranging
from business (e.g. Visible Path [45] and Linked In [30]) txiglization (e.g. Facebook [19] and MySpace
[42]) and to entertainment (e.g. iLike [11]). However, staiing the research techniques of SNA to large scale
applications is a daunting task. With large scale comesanipion as applications depend on a new set of
measurement instruments to collect their data and develaiz® no longer be completely confident that data
about individuals, or the connections between them, israteuFor example, data collected through automated
sensors [9], anonymized communication data (e.g. e-mailérs [1]), and self-reporting/logging on Internet-
scale networks [12, 23] as a proxy for real relationshipsiatatactions causes some uncertainty. Furthermore,
approximation algorithms [58] intended to calculate netvoroperties (e.g. various centrality measures) on
these increasingly large networks creates additional rteiogy. Traditionally, managing large scale datasets
has been the domain of data management research and tegiaaohhich have almost always assumed that
data is precise. In this paper we argue that the transitiom fresearch projects to commercial applications
creates a need for tools that are able to support SNA tecksignd that a critical component is the ability to

Copyright 2007 IEEE. Personal use of this material is petadit However, permission to reprint/republish this maikefor
advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
copyrighted component of this work in other works must bainbd from the IEEE.
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manage large scale imprecision. Specifically, we make thenaent that SNA data can be modeled, managed,
and mined effectively by emerging Probabilistic Databa#tid3Bs). Our discussion does not offer any new

implementations or algorithms for PDBs but demonstratesvifen, and how PDBs can be leveraged in the
context of SNA and related applications.

The starting point of SNA techniques is a graphical repriegem in which nodes—calledctorsin the
SNA field—represent individuals or groups. An edge (potlytiabeled) in this graphical view represents the
relationship between actors and generally indicates tissilpiiity of information flow between them. In the
early history of SNA, this graph data was collected by surueierview, and other observational techniques
[21, 29, WF94, 57]. While the results were potentially tathty biased observations, missed observations,
and misreporting, the intimate involvement of the resear¢fiequently, over extended periods) provided some
confidence that the data is precise. As those studying ahzingisocial networks have moved to enormous
scales, they have frequently sacrificed some accuracy elitarethodologies have become increasingly diffi-
cult or impossible. Furthermore, in wild and uncontrolleWtieonments such as the Internet, biases can develop
due to application design (e.g. default friends on MySpaoe) malicious individuals (e.g. spammers building
network connections in some automated way). The resuli®fioise” is the introduction of tremendous levels
of uncertainty in the data which are ill-supported by curiarge scale data management systems.

Probabilistic relational databases—the potential ansavétese issues—have attracted renewed interest in
the data management community [8, 14, 17, 22, 47, 52, 59].o0Rgilistic database works much in the same
was as a standard relational database, in which tuplesdiws.of data) can be stored, searched and aggregated in
various ways using SQL. The defining characteristic of aghdlstic database is that to any tup|ex probability
is associated that indicates the probability in the database. While a standard relational databasteisded to
support a precise data model (e.g. Bob lives at “121 Soute8jr a probabilistic database models uncertainty
(e.g. there is 80% chance Bob lives at “121 South Street” a2@& chance he lives at “50 West Street”). The
motivating goal of this area is to provide application depelrs with the tools they need i@anagemprecision
while providing industrial scale performance. In this papee select a very simple data model caltegle
independencewhich is supported by all models in the recent literature néfer the interested reader to work
on more sophisticated models that are capable of repragesutiy distribution (e.g. [47, 51, 52]) and research
on models dealing with continuous data (e.g. sensor nesy8rkL71]).

2 A Motivating Example

To understand the application of probabilistic databaP&Bs) in the context of social network research, we
concentrate our efforts on a fictitious diffusion mddier music recommendations. Diffusion models are inter-
esting in that they capture a range of application areasdinj epidemic models (e.g. [36, 40, 43]), innovation
diffusion (e.g. [5, 10, 50, 54, 55]), and rumor and gossipppgation (e.g. [33]). Diffusion models are addi-
tionally relevant to both pure scientific discoveries abmagic behavioral processes (e.g. [10, 25, 41]) and ap-
plied endeavors such as expert-finding networks [2], recentter systems [32], and public health community-
building [5]. We later return to some of these applicatiogsgeneralizing our example to a broader class of
diffusion models.

Our system, graphically represented in Fig. 1, has two tygbetata about its users: standard actor/node
information (e.g. name, age, residing city, etc.) (Fig.)Lénd preference data (e.g. music preferences) in
terms of genre (Fig. 1(c)). Because we have determined &ferpnce through a sampling methodology (e.g.
by asking individuals to indicate their like or dislike of at®f songs), we are uncertain about its true value.
This is modeled by assigning a probability to a tuple (e.gm(}Country) is in Prefs with probability.75). To
simplify our model, we assume that tuples that do not exise leaprobability O (e.g. Alice does not like rap

A full survey of this field is well beyond the scope of this papEhese citations represent interesting exemplars irsfiase. Some
are early, influential publications, others represent maoeern examples.
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Alice 25 Seattle

Fred 21 Reno
Bob 30 Seattle
Kim 27 LA

UsersName, Age, Gity)
Figure 1b

Classical

Country

Pop Pop

Rap Rap

Pop Classical
Country Country

Prefs(Name, Genre, P) Songs(Name, Genre, Probability)  Musiclnfuerce(Name1,Name2, P)

Figure la Figure 1c Figure 1d Figure le

Figure 1: Sample Data for Social Network Integration

SELECTU.Name

SELECTU.name FROMJsers U, Prefs P, Song S,
FROMJsers U, Prefs P, Songs S  Musiclnfluence M, Recommends R
WHERE.name = P.name WHERE.name = P.namANDP.Genre = S.genre
ANDP.Genre = S.genre ANDM.name2 = U.nam&NDM.namel = R.from
ANDS.name = ‘A ANDR.To = U.nameéANDR.song = S.sname
ANDS.sname ='D’
(a) (b)

Figure 2: Sample Queries

musicf. Additionally, we have a table of songs (Fig. 1(d)). It isesftnot clear-cut to which genre a songs
belongs, which we model by assigning a probability that ydmeiongs to a given genre. Given this data we can
now ask questions of the form: for song A in Songs, "what isghabability that a user would like A?” This is
expressed in SQL in Fig. 2(a). For example, the user Kim wbalgk probability0.75 « 0.1 = 0.075 since we
have assumed all tuples are independent (note that resbklpiities are always returned alongside result tuple
without the user needing to make an explicit request fordhos

Consider an additional table, Musicinfluence, shown in Hi¢g), that describes a piece of our social net-
work. To construct this table, we have assumed that usersdwplicitly defined their network (i.e. Alice has
indicated that she is friends with Bob), and through someggpce, we have assigned a probability on each
edge indicating the likelihood that a musical recommerodafiiom the first user will be picked up by the second
(e.g. of the previous n recommendations, k were acceptedurmexample, Alice influences Bob, with prob-
ability 0.8). We can use this table to write more interesting queriessuAsng that both Alice and Bob have
recommended song D to Kim (Fig. 3a), we can ask, “what is theadility that Kim will be affected by these
recommendations?” Intuitively, the SQL query Fig. 2(b)s#isfied for Kim when, song D is countr9.(),
Kim likes country (.75) and either transmission from Alice or Bob is succesgild &nd0.9, resp.). Thus, Kim

2[4] considers a semantic which is able to account for misdatg as an "unknown” or "wildcard.”
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Recommends(From,To,Song) MusicSim(Name1,Name2,P)
(a) Recommends(from,to,song) (b) MusicSim(namel,nam)e2;

Figure 3: Sample Data for Social Network Integration

is returned with a probability value 6f6 « 0.75 % (1 — (1 — 0.8) x (1 — 0.9)) = 0.441.

For the sake of exposition, we have simplified our examplesiclemably; there are much more powerful
types of models are possible: e.g. we could extended tabilauve the probability be given by type of music
(e.g. (namel, name2, genre, probability)) or have more Goated correlations between the tuples (e.g. using
factors[52] or BID tables [47]).

2.1 Application Building Blocks

In this section, we highlight some of the fundamental rezgmients of building a large scale SNA application
and discuss the extent to which probabilistic databasesegraddress these requirements.

Data Analysis One of the most (if not the most) important business aspdcéssocial networking site is
understanding the network. Put simply: you can not monetiaat you do not understand. For example, in
our scenario we may be interested in distributing free cadrigxkets for a new artist to a small subset of users.
Since there is a cost to providing these tickets, we woulel fikfind a small group of consumers who have a
large amount of influence, i.e. a settmnd-settersor influencers In the SNA world, this is a similar to a query
for nodes with a high degree-centrality measure (e.g. tineben of outgoing edges is high). Since the data are
uncertain, one natural semantic is to rank users by theie@®gpd number of outgoing outgoing edges. These
are essentially probabilistidecision supporbr OLAP style queries [7, 31]. Alternatively, we may only vian
to send the tickets to high value users, e.g. those with aigbability of having more thak edges, which
has been consider in [48]. Although a large class of theseepuean be handled efficiently by probabilistic
databases, adapting more sophisticated SNA algorithmsirgeresting direction for future research.

Scalability Large scale social network applications have very largasdas which need to be manipulated
with good performance. Continuing our previous example, webpage would need to issue queries such
as “which users | am most similar to?” or “which users am | ngistilar to who live in Seattle?”. This is
daunting because the queries can combine several soungesbabilistic information. Sometimes, itis possible
to correctly compute probabilistic database queries thrée SQL using a new technique callezhfe plans
[14, 15, 46]. Intuitively, safe plans tell us when a probiztit query can be computed by simply multiplying (and
summing) probabilities. However, safe are not always jptessin which case a query may require approximation
algorithms (e.g. a restricted kind of Monte Carlo simulafiovhich are slower but still tenable at large scales
[47]. Often we are only interested in computing the topnswers, which can allow substantial improvements
[47, 53]. Further, new research suggests that we may be @bhaterialize a probabilistic view which allows
complex probabilistic datasets to scale even in to the tadshandreds of gigabytes [49]. While probabilistic
database research is still in its infancy, there are alréadyniques to scale up to huge datasets.
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Physical and Semantic Independence In a large social network, as in any application with largenbers of
users, tuning the backend is critical and requires consitaigring. This effort is mitigated by a property that
probabilistic databases on relational models inherit fretational databaseghysical independencePDBs
achieve physical independence, because all interacti@s f@lace through a query language that does not refer-
ence the physical layout on disk. Hence, data can be pagifiand indexed independently of how they are used
by application code. Also important to sites that offer raooendations is the ability to compute, and propa-
gate, qualitatively good recommendations. Thus, an apprsauntenable if changing the code that computes
the influence probability requires changing the code thspldys the top ten most similar users. PDBs miti-
gates this problem because they achisemantic independencén particular, tuples have a clear probabilistic
semantic independently of how they are computed. A tandibtesfit is that we can decouple the computation
of probabilities from their use in application code.

Maintainability A major problem in any large scale enterprise is maintainimgdating and debugging the
data and applications built on it. As a concrete examplehefdata, on which recommendations are based,
changes (e.g. a user submits that they like new genre), thesva the relation should change as well. Also,
if the end result of the computation breaks, how do we know twWix it? There is very promising work in
this direction based ofineage[51] in uncertain databases, which helps an administratoletstand why or
how a probability value is computed. We feel that the largdybaf work in the Al community on explaining

a probabilistic proposition is a good starting place (e63.3p, 38], but one key remaining challenge is scaling
these techniques to large datasets.

Integration Merging social networks is interesting from a researchygestive as well as a business perspec-
tive [34]. For example, consider merging the network désdiabove and an independent friendship network
(e.g. Facebook). Intuitively, by leveraging more inforioatthe merging of two networks should provide higher
answer quality and also allows us to ask queries not ansVedogteither network alone. For example, suppose
we want to sell concert tickets for an intimate venue thay @ellls tickets in blocks of four (e.g. for tables).
We would like to know, which users have three friends withikinmtastes in music and live in the same area.
To do this, we need to know both a persons friends and the# tasnusic, information not available in either
networks by themselves. There are many difficult problemisitegration, e.g.entity resolutionor reference
reconciliation[18, 20, 27, 61]. However, we believe a probabilistic dasaisaprovides a solid framework to
model the uncertainty of inherent in the integration preces

Handling Missing Data While we may have an explicitly defined network it is alwaysgble that we are
missing certain important edges. This may be due to mistiegoor flawed instrumentation but the outcome is
an incomplete network. The idea that edges can be inferrethden studied extensively (e.g. by [24]). For our
example we may use a simple algorithm that calculates therisai similarity between individuals based on the
musical preference (and potentially their neighborho®@. model the output of the matching procedure using
a probabilistic relation, which we call MusicSim. A snipgdtdata is shown in Fig. 3(b). A tuple in MusicSim
means that namel and name2 are similar, with probabilitgrgiy the P attribute. For example, we might find
that Alice and Bob have similar music tastes with probabii8, but Alice and Kim have similar music tastes
with only probability 0.3. This is a powerful idea that is gilified greatly by the use of a probabilistic database.

2.2 Beyond Music

Though we have concentrated on a specific type of diffusiawari above, there are clearly many application
areas beyond music recommendation. An epidemic modelxfonple, may take into account susceptibility to a
certain disease based on individual features, transmigsababilities assuming repeated contacts, probabkilitie
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of immunization and other complex dynamics ([44]). A cordernetwork may take into account hierarchical
and managerial influence on adoption of innovations. Gfeadrrectly generating such models is a difficult
and time consuming task, but managing and querying this eypeprecise information—especially in large
scales—may be aided by the use of a probabilistic database.

3 Additional Application Areas

There are many additional areas in which social networkyaisbhnd applications are starting to be utilized in
which the data is inherently imprecise. We select two of¢hem®as that we think present particular important
and interesting and where probabilistic databases hasadireceived some attention.

Privacy and Anonymization As the use of social network information becomes more pegNait is important

to recognize the privacy concerns of individuals. To uni@ded the implications of social networks for privacy
rights, a number of researchers [3, 26] have begun to explonesocial networking data can, or can not, be
anonymized using data perturbation techniques. We befi@tgorobabilistic databases can play an interesting
role in moving theoretical techniques of privacy-prestora(e.g. [13, 37, 39]) into large scale applications.

Homeland Security A sub-area of SNA that recently received a lot of attentiothes analysis of terrorist
networks. Here, SNA is focused on identifying “critical’dividuals in the network. A report to congress
by DARPA [16] about the now defunct Genisys program, hiditlgl the inadequacy of standard relational
databases for the task and the need for “probabilistic databepresenting and dealing with uncertainty”. Inter-
estingly, the program was part of the TIA project that wasiddéd due to privacy concerns. However, according
to media reports essentially the same program is still fdndeder the name Topsail [28, 60].

4 Conclusion

In this paper we have argued that probabilistic databases aiseful paradigm for those who want to build
social networking applications. The inherent imprecisaod uncertainty of large-scale social network analysis,
both in collection and analysis, does not need to add tremendomplexity to researchers and application
designers. Even in their nascent state, probabilistichdats have much to offer social networking analysis
and applications by handling the models, scaling, maimesand analysis needs. Furthermore, we believe
that social networks are an important motivating applaafor probabilistic database research. The growth of
research and economic interest in social networking amipbics has generated a tremendous set of potential
consumers of probabilistic databases. We have briefly sisgzlia number of interesting open research and
technical problems to enable and support a wider range d@dlsoetwork applications. A mutually beneficial
relationship between these two communities, especialiinguhe rapid growth in both domains, will likely
lead to many novel algorithms, techniques, and systemsidegioything we have imagined in this paper.
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Challenges in Searching Online Communities

Sihem Amer Yahia Michael Benedikt Philip Bohannon
Yahoo! Research Oxford University Yahoo! Research
Abstract

An ever-growing number of users participate in online comities such as Flickr, del.icio.us , and
YouTube , making friends and sharing content. Users contesetsites to find out about general trends
— the most popular tags, or the most recently tagged item —edlsas for more specific information,
such as the recent posts of one of their friends. While thethétaes correspond to different user needs,
they all can be seen as the filtering of resources in comnasnily various search criteria. We provide a
survey of these search tasks and discuss the challengesiiirefficient and effective evaluation.

1 Introduction

Online communities such as LinkedIn, Friendster, and Odturict millions of users who build networks of
their contacts and utilize them for social and professignaiposes. Recently, onlineontentsites such as
Flickr, del.icio.us, and YouTube have begun to draw largenlners of users who contribute content — photos,
urls, text and videos. They also annotate the content: rigggiwith appropriate keywords, rating it, and
commenting on it. A key feature distinguishing these sitesnf previous content-management sites is the
effective integration of the user’s social network into éxperience of exploring and tagging content. Similarly,
some of the most popular online communities such as MySpat&acebook encourage content-sharing as well
as contact-making. As a result, a variety of popular onlioemunities have a rich body of data comprised of
user-contributed content, user relationships, and usegs We call a Web site supporting such a community
asocial contensite.

The functionality of social content sites is based on dateegeed by users. Users spend their time browsing
content and using keyword search to look for interestingertn people who share their tastes, and content
posted by like-minded people. Hotlists of new/popular eaht keywords, or recommendations may also be
offered to users. In all these cases, the user is presentiedisté of ranked content. It is critical that the ranking
of results has the ability to leverage all the user-gendratatent and social connection information.

However, ranking of search results over the data on a socigknt site is far from trivial. First, search
needs to take into accousbcial activity For example, if the user types “sunset” on a social phoswish site,

a social-aware search should account in the ranking oftesthé rating of the photo by users, the tags of the
photo, and potentially for each tag the status or reputaifdhe tagger — is this person’s own photos tagged or
endorsed? Second, search results need pelsonalizedbased orthe user’'s contextThe user’s contributions
include many implicit and explicit indicators of interestagging, rating, and browsing activities; friendships,
and the activities of friends. While in traditional Web sgraonemaywish to utilize user information to enhance

Copyright 2007 IEEE. Personal use of this material is petadit However, permission to reprint/republish this maikefor
advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
copyrighted component of this work in other works must bainbtl from the IEEE.
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Figure 1: Gardening Social Content Example

search effectiveness, in social content search this irdtiom is readily available and essential for meeting the
querier's expectation. For example, if the user searcheiithday party” on the same photo-sharing site, itis
reasonable to boost the rank of results from within the guersocial circle. Finally, when displaying hotlists
of content or keywordsiecencyis often an important factor, requiring dynamic incorpaatof new content

in a manner similar to news search (e.g. [New]). Our firstdbation is a classification of ranking factors in
social search and illustrated with examples drawn fromtiegyssocial content sites.

Given a particular ranking method, the next critical issutheefficiencywith which results can be computed.
Obviously, techniques used for Web search are scalabldyamddealt successfully with the astronomic growth
of the traditional Web. However, it is far from obvious thatil intent, personalization, and recency can be
incorporated into search without sacrificing efficiency. Wigcuss efficient and effective search in Section 3.
We conclude and discuss some future challenges in Section 4.

2 Workload and Relevance Factors

In this section, we describe thelevance factorghat tend to be operative in social content search. We then
survey some of the functionality of existing social contévdb sites in terms of these factors. In general, we
consider three kinds of search targetsntenf hot keywords, angeople(usually calledexpertisesearch [MAQOQ,
KSS97]). We will use the termesourceto refer to any of these search targets.

To illustrate the issues involved in relevance computatieconsider an example fragment of a hypothetical
social-content Web site concerned with gardening, digaldgp Figure 1. In this example, there are users and
two kinds of content, blog posts and comments on those pbissrs can establish links with each other, and
may assign a label to their relationship. For example, tisesach a link between Alice and Frank. Note that this
link is tagged with “black thumb”, indicating that Alice hadow opinion of Frank’s gardening skills. Users can
tag content (dashed arrows), as Frank has tagged DocumeithBftewers”. Content can also refer to other
content via hyperlinks (solid arrows). The right hand sifithe figure shows examples of comments referring
to documents, with these documents referring to the threeedalocuments, A, B and C.

Whether the user is navigating to a hotlist of resourcesysiray another user page or performing a keyword
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search, the goal is the same: to return a list of resourcdsedaby score. The score of a resource can be
informally defined using any subset of the following factors

Text Features. When a keyword query is posed, the text associated with antenbresource can be scored
using standard metrics of relevance such as TF-IDF [SM88}.nfultimedia content, there is often a title and
description associated with it that can be matched agdiadtaywords. For example, in Figure 1, Document A
has content “roses” and “flowers”, with “rose” repeated tovgla high TF-IDF score.

Timeliness and Freshness. A resource may be more interesting if it is itself recentlyged. In the case of
content , a simple interpretation of timeliness is as thernsw of the time elapsed since it was posted. One
can also measure the timeliness via the popularity of theatesociated with the resource — whether or not it is
tagged with “hot” keywords.

Incoming Links and Tags. Tags associated with resources are usually a strong indicAtmeaning. The
anchor text on hyperlinks plays a role analogous to tags. éf¢e to either kind of link as aandorsementOf
course, PageRank-style metrics can be used to measuriévtsesdorsement - we discuss a variety of different
ways such metrics can be computed and used below.

Popularity. A more subtle interpretation of timeliness may consideosdeorder recency or “buzz” - how
much recent tagging and linking activity has targeted aes®? For example, if the references to document A
from users on the right had been established in the last Aamight be considered “hot”. Further, measures of
how many times an object is viewed may be incorporated iningnk

Social Distance. A content resource can be considered “socially close” tatrezier if it is tagged by individ-
uals in the querier’s social network. For example, a reatauiagged by an acquaintance or by a reviewer that
the querier has listed as a friend may be more interestingeshe querier may trust (or at least understand) the
recommender’s taste. Social distance can be computed byiaitisg a score with each inter-personal link, and
using the weight of paths from the querier to some targeterintn Figure 1, there is a social connection from
Alice, who might issue a query like “flowers”, to document Barfly two links through Frank, but the initial
edge to Frank may have a low weight due to the tag. The pathsAlae to Document C are longer, but more
paths exist, and the initial weights of the edges to Mary aol 8&re stronger. Such factors must be balanced
when estimating social distance.

Relevance for People. In the case a resource is a person, the documents authordtk Ipetson and the
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outgoing tags can be considered as indicators of the pargaatests and thus can play a role analogous to
text features of a content resource. For example, the comautinored by Alice may serve as a indicator for
her. Inward links can also be important. For example, a mendwse blog posts are well-reviewed or which are
frequently tagged with words related to gardening mightdesered amxpertin the topic, and new posts by
this individual about gardening might thus receive a highek.

We now give examples of social search in existing sites aladeréhem to the relevance factors discussed
above.

Examples from Social Sites. One task is certainly keyword search. A straight keywordrgwan be used to
search videos in YouTube — as in Figure 2, which shows thdtrefktine query “dixie chicks”. Clearly, ranking
should take into account text features such as title andigésa, along with incoming tags applied to videos
weighted by the popularity of the tags. One could envisiotiragla user’s social activity, e.g., to rank videos
tagged by friends higher. For blog posts, recency and paputzan be combined with text features [BKO7].

Another typical task is browsing content resources — by tagyy user. Even in browsing, ranking is
important, since a given user or tag may have a large quanftigsociated contributed content. For example,
a user may browse photos related to the tag “birthday partyFlickr, arriving at the result page shown on
Figure 3. It may well be that the user will be more satisfiechwihotos of recent birthday parties by friends, in
which case social distance needs to be accounted for. In sib@se that choice is left to the user - for example
MyWeb gives the choice of searching “the Web” or “my conta¢tsendship network). Figure 4, shows the
result of searching for “humor” over resources from a useevork. Note that the number of views and saves
from the user’s network are overlaid with each answer.

Finally, the search may not have keywords at all. That ister@nmay beecommendedbo the user (see,
for example, [HKTRO04]). StumbleUpon recommends “hot” t@ses of the moment (Figure 5), with a fresh
list provided each time the page re-loads. The intention lobtist may be to show something popular, or to
show something that is interesting based on past user clicksay even be simply trying to show the querier
something in order to test the quality of an unrated conteswurce.

From these examples, we see clearly that the relevancedat#fined in the previous section can be com-
bined in a number of useful ways to power real search funalitynin modern social-content sites. In the next
section we discuss possible techniques and a number of tiadlerges in implementing this range of features
into effective and efficient search functionality on sociahtent sites.
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3 Search Efficiency and Effectiveness

In this section, we outline techniques applicable to ragldearch results in a social-content graph.

3.1 Integrated Approach

In attempting to capture the interactions between conteking and endorsement from friends, it is natural
to treat resource endorsements, friendship links and pempdiorsements of content uniformly as edges in a
“social-content graph”. One such integrated approach mmddel the relevance requirements of social content
sites by parameterizing the behavior of a “random surfethiwia social-content graph, applying variants of
PageRank [BP98] or HITS [Kle99] to compute the relevancees§pn or content nodes to a user’s query. We
now discuss the elements of this approach.

The Social-Content Graph An example of the directed graph that underlies this approealled a “social-
content graph,” is shown in Figure 1, and the general fornuchgraphs is shown in Figure 6. A social-content
graph has two types of nodes, corresponding to people andridiext, photos, videos, etc.). Edges may have
associated text (e.g. tags). The semantics of edges indbl gepends on the type of the source and target node.
Person-to-Person edges represent endorsement, fripndstsome other social relationship. The text of the
edge may come from an explicit tag or the category of theicglship (e.g. “family”, “coworker”). The Person-
to-Content edges capture tagging, authoring, etc. Tertagsd with these links is derived naturally from tags.
Content-to-Content edges may be hyperlinks, or may reptéiseeading relationships between comments. Text
associated with the link may be taken from the anchor textt@hiyperlink. Finally, the Content-to-Person edges
may show authorship or reference. For example, a searcheengght use named-entity recognition (see, for
example, [ZPZ04]) to identify references in picture tittespeople’s names, and establish Content-to-Person

links from the picture to the person. Examples of each typedge can be seen in the example of Figure 1.

Transition Probabilities We now consider how to model a “random surfer’[BP98, Kle$8yersing a social
content graph. In this framework, a surfer begins at anraryiinode in the graph. At each step, the probability
of jumping rather than following an outgoing edge is calleeldamping factor If the user decides to jump, she
goes to any node according to itede weightIf the surfer follows a edge, then it picks any particulatgming
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edge with the probability proportional to a&uge weight Modifying thenode weighbased on user preference
or on the keywords of the search leads tpasonalizedor topical PageRank computation [JW03, Hav02],
while modifying the edge and node weights together to reftecmatch of content with a query is performed in
“intelligent surfing” [RD02]. Note that thdamping factorcontrols thdocality of each “surf”.

From Probabilities to Ranking Given a social-content graph, a querier and a (possibly ¥rspt of keywords,

an integrated approach to relevance computation proceefidl@vs. First the system assigns node and edge-
weights to be used for random surfing to nodes and edges irotie sontent graph. Second, the stationary
probability that a surfer arrives at each node is computagl @ PageRank computation). Third, theodes
with the highest such probability are returned to the user.

From Relevance Factors to ProbabilitiesWe now briefly describe how each of the relevance factorsidssed

in the previous section might be handled by adjusting tharpaters of the computation. Firsext features
can be handled by computing the query relevance of the tertaged with a resource to the query terms and
settingnode weightgproportional to this relevance. To handimeliness and freshness well aspopularity,
edges and node weights can be adjusted by their recency [BEBYWo handlencoming links and tagshe
edge-weights can be adjusted to reflect relevance of they qoi¢he tag or other text associated with the edge
in the social-content graph (see [BW&7]). Finally, social distances incorporated naturally in this model
by applying a significant fraction of the total node weighthie querier's node and adjusting Person-to-Person
edge weights according to the strength of the connectionléwibde and edge weights can be set individually,
coarser parameters will make these easier to manage. Fopéxat may be helpful to adjust the overall weight
of person nodes vs. content nodes for random jumps or oftisévs. “family” edges when following a link.

Feasibility and Performance While the integrated approach is conceptually clean anémgénthere are sub-
stantial feasibility and performance issues. As with aliarats of PageRank, the stationary probability can
be calculated using a fix-point algorithm. But given that finebabilities are only known at query-time, one
cannot compute this off-line. One response to this probketo use random surfing for only a subset of the
features, relying on existing Web techniques for the rep@inFor example, if one excludes hyperlink struc-
ture, one arrives at a graph that is considerably smaller\teb graphs. Thimmodularapproach is discussed in
the next section. Another route is to apply recent work orelecating dynamic PageRank [FR04, Cha07]. A
technique to address the social-distance component iptoximate [CGS04] PageRank values only for nodes
in the neighborhood of the querier. However, this approaatomplicated by the fact that social graphs obey
a so-called “power-law” distribution [WS98, New00, WF94jeaning that individual neighborhoods may be
relatively large on average.

3.2 Modular Approach

The integrated approach gives the possibility of accogritin social distance in a very fine-grained way. It can
account for the propagation of authority from a sociallgsel user through resource hyperlinks. But it certainly
lacks modularity, since it cannot exploit the componentsaaly developed for Web search, particularly in the
area of content and page-quality scoring.

A more modular but coarser approach is to consider eachrfémtca subset of the factors) in isolation,
coming up with separate rankings that are averaged to gefimalescore. Consider a case where a resource
is content, the query-relevance could be done by traditidfalDF scoring of the content, and the resource
endorsements could be ranked via PageRank or some othanaisis method. This does not eliminate the
issue of incorporating social distance, but it does redtite two main components. The first is calculating
a social endorsement score, which should average the impactery-matching tags from friends in a user’s
network; The second issue is the overall combination proplhich should result in a single score formed
by combining component scores over the various dimensians ley taking a weighted average. The second
problem revolves around the choice of weights, which weldisén Section 3.4.
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The gain in modularity in this approach is counter-balanioga possible loss in effectiveness, since each
factor is now considered in isolation. Consider a page mesothat is not itself tagged by many in the user’s
community, but which is linked to many pages that are taggeddny in the community: such a resource might
score low both in link-quality and tagging quality, althduigis likely to be quite relevant.

3.3 Computing Social Endorsement

To see the daunting efficiency issues that remain in the legilon of the social endorsement score, consider a
simple example where the query is a keyword search and tled sodorsement score of a resource is computed
as the number of times friends of the querier have taggedebmurce with query-matching tags. One must
consider two related issues here: what sort of indexingcttre is available for the tagging information, and
the query evaluation algorithm. The most natural approac¢h organize data in inverted lists by tag, in direct
analogy with what is done for terms in a standard IR settirachEentry in the list records a resource identifier
and also its list of taggers.

Given a query, the score of a resource could be computed asithber of its taggers who are friends of
the querier, or as the sum of all the people in its connectatpooent, weighted by social distance. We can
thus see the social endorsement score as another instacmeloihing the rankings of different lists, where the
“combining” here requires revising the scores in each bsigal on personalization. The difference from standard
rank combination problems (see e.g. [Fag02]) is that exadllich users in the list contribute to the score is
dependent on the querier. Standard algorithms for comipis@ores rely on the sorting of the inverted lists by
static upper-bound scores. This is the case, for examptbgeifamily of Threshold Algorithms [Fag02]. In the
case of personalized scoring, it is not clear what kind ofemigound could be used — a global (e.g., querier-
independent) upper-bound would be too coarse since itankslthe difference in behavior between users. A
possible solution is to devise an adaptive algorithm thedaliers friendships and resource endorsements during
query evaluation and uses them to refine upper-bounds.

3.4 Refining Scores by Clustering

The social endorsement described in the previous secti@s t@as given the fact that the score of a resource
for a given query should depend upon the tagging activitthefrnembers of a querier's explicitly-recognized
community. The integrated approach allows the score tordkfransitively on the impact of tagging, friendship
links, resource hyperlinks, and resource content matchuagis still based on the notion of community given
by explicit friendship information. One may be interestadusing derived notions of affinity between users,
creating either links between users or clusters of usermsdbas common behavior. Derived links can be used
as a substitute for explicit links in either an integratednordular approach. User clusters can also play a
role in gaining effectiveness by getting more personalizedions of algorithm parameters. In the integrated
approach, this would mean replacing the various global dagnparameters with multiple per-cluster weights.
User clusters would also naturally fit in a modular approaehlacing the social-endorsement score by a per-
cluster or per-term/cluster endorsement score for eadures. The definition of user clusters would help refine
score upper-bounds. Since a querier only belongs to oneecluilse refined upper-bound of the cluster can be
used for more effective pruning than a single score uppant@er resource. The question of how many user
clusters should be defined remains open.

Due to the large number of features of users, a possible agiprim deriving user clusters is via machine
learning. In this setting, training data corresponds telkedh resources that can be either inferred from click
logs [XZC"™04] or requested explicitly from users. The idea would beltster users based on their click
behavior or on their explicit feedback on ranked results.

A promising aspect of a machine-learning approach is thantexploit the feedback mechanisms already
present in these sites to generate a significant amount bfduglity training data. We can easily imagine
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allowing end-users to evaluate rankings at query time. Wusld be particularly appealing to users in the
context of online communities, due to their already-acpagticipation in evaluating content. In particular, by
making it "easy” for users to mark a resource as good or badyser is only one click a way from providing
that information, per resource. This is already enablea, limited way, by some systems such as the thumbs
up/thumbs down feature in StumbleUpon [stul].

4 Conclusion

Social-content websites depend fundamentally on seardttifunality for their core value proposition. In this
paper, we have outlined the relevance factors that must imbiced for effective social-content search. We
have presented antegrated approachn which any subset of these relevance factors can be mapped i
“random surfer” model and relevance calculated with a Pag&Romputation. In the face of feasibility and
performance challenges with this technique, we have disclihe difficulties faced in adapting more traditional
relevance computation techniques to the requirementsadlstontent search. The development of efficient
search techniques capable of effective search in this doisman important problem, just starting to be addressed
by recent work [SBBWOQ7, BWFO07, Cha07].

One challenge to such research is evaluating quality. Aedegtandards of search quality typically involve
carefully annotated example sets [tre, ine]. Providingabksessments on which these metrics are based is a
tedious task, but one which is nevertheless necessaryriunégely, this task is even more difficult to implement
in the context of personalized search in social contens.sifeo our knowledge, there is still no principled
way to evaluate the quality of proposed relevance algosttion search involving personalization or social
distance. Research papers such as [SBBWO07, BOFrely on manual assessments done by individuals (e.g.,
paper authors and students). An important issue is how tgaoemquality of social ranking techniques across
applications and research groups.

In the context of actual systems, however, there is a gre@npal for users to provide feedback to the
system, since expressing opinions on topics of interest Ioeayalong with finding interesting content, a key
motivation for users visiting social content sites. Onenaxeto explore is the incorporation of techniques and
interfaces built for collaborative filtering (see, for exale [HKTR04, KSS97]) to collect feedback from users,
and thus evolve and tune relevance functions over time. Aid®ye in this process is how tbusterusers to
efficiently predict preferences across a variety of topiud @ontent types.
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Abstract

In Cimple, a joint project between Wisconsin and Yahoo! Rebe we are building systems that man-
age information for online communities. In this paper wecdss the fundamental roles users play in
such systems, then the difficult user-centric researchlernges raised by these roles, with respect to
contributing to the system, accessing and using it, anddgieg the social interaction of users.

1 Introduction

In numerous online communities (e.g., those of databasaresers, movie fans, and biologists) members often
want to discover, query, and monitor relevant communitgimfation. Community information management
systemgor CIM systemsgor short) aim to address such information needs [13]. fgesteration CIM systems
fall roughly into two classes: message boards and strutfooetals. In message-board systems (e.g., Usenet,
Yahoo! Groups, DBworld), users exchange messages on &gpivs and the history of these messages provides
a searchable repository of community knowledge. In coptpastal systems include most enthusiast Web sites
(e.g.,shakespeare-online.corand provide structured contents. While some portals (Eiteseer [16]) have
successfully presented automatically crawled contenséng) most portal sites are maintained by a few system
builders.

In Cimple, a joint project between Wisconsin and Yahoo! Research,reéeveloping techniques to build
next-generation CIM systems [13]. Our first goal is to supgotlaborative contribution and managemesft
a wide range of content (e.g., text, structured data, injagesr second goal is to minimize the information
gathering load on community members by integratingwled Web contentFor example, in th®BLife pro-
totype (see [12] and http://dblife.cs.wisc.edu), builtegsart of theCimple project, information of use to the
database research community is crawled on a nightly bakisciallenge then is to integrate this data with the
community-contributed text and structured data, whilepkeg quality high.

Several current projects are similar@mple in spirit, or share many of the goals. Examples include Im-
pliance, MAFIA, and Avatar projects at IBM Almaden [8, 15,]2BlogScope at the University of Toronto
[7], BlogoCenter at UCLA [1], Dataspaces and PayGo at Gofifle 27], SHARQ and ORCHESTRA at the
University of Pennsylvania [32, 9], Libra at MSR-Asia [28§lated efforts at the University of Washington,
MSR-Redmond [11, 17], Siemens Research [33], and many{eay., [6, 25], see also [14]). A key com-
monality underlying many of these projects is tmive and diverse rolegsers play in building and using the

Copyright 2007 IEEE. Personal use of this material is petadit However, permission to reprint/republish this maikefor
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systems. Consequently, we believe that for these emerdifap2.0” projects, it is important to discuss which
fundamental roles users play, and what user-centric ciggiethese roles entail.

In this paper we contribute to this broader discussion, grgdvom our initial experience i€imple. We be-
gin by observing that CIM users often play three fundamenuials: active contributors, information explorers
andsocial players First, CIM users often act as active contributors, edidng supplying the system with data,
code, and domain knowledge. Second, CIM users often hagefilhed information needs (e.qg., find interesting
relationships betweeX andY’), or have precise information needs but do not know how toesgthem in
structured query formats, or are too “lazy” to express th&onsequently, they often behave as information
explorers. Finally, CIM users operate in a social contexthat they often interact with other users in the same
community and that the CIM data captures many of such inierac

We then discuss the user-centric challenges raised by twe abservations. We consider in particular three
key challenges: (1) how to make it easy for users to con&ibata, code, and knowledge to the system, (2) how
can users easily access and query the system, and move s&grflem one query mode to another, and (3)
how to motivate users to interact more, then capture anai»guich interactions. Finally, we discusgputation
management, explanatipandundg capabilities that we believe are critical to address ttevalthallenges.

2 The Fundamental Roles of CIM Users

We now briefly describe CIM systems, then the roles theiraupky. To build a CIM system, such as the one
for the database research community, a builder (who is a eontynexpert) deploys an initial generic system

and supplies it with a set of relevant data sources (e.geareBer homepages, DBworld mailing list, conference
pages, etc.). The system then proceeds in three main st&ps [1

e Crawl, extract, and integrate the data: The system crawls the sources at regular intervals to ot&gan
pages, then extracts mentions of relevant entities frorpalges. Example mentions include people names
(e.g., “Jim Gray” and “J. N. Gray”), conference names, anuakpditles. Next, it integrates these mentions
into entities, and discovers relationships among them, (&lign Gray gave a talk at SIGMOD-04"), thus
transforming the raw data into an entity-relationship (BRja graph.

e Provide user services over the dataNext, the system provides a variety of user services oveERe
data graph. For example, the system may create for eachntitgr¥ a superhomepagwhich contains
all information aboutX that the system finds from the raw community data. Other elasgrvices
include browsing, keyword and structured querying, anditodng.

e Mass collaboration: Finally, the system solicits and leverages the feedbackmiaunity users to further
improve and evolve. For example, the system may publish esehsuperhomepage (as described earlier)
in wiki format, then allow users to correct and add inforroati A user may also suggest a new data source
for the system to crawl. As yet another example, if the systdars both.X andY to be PC chairs of
SIGMOD-04, a user may flag these inferences as incorrectsapply the domain constraint that each
SIGMOD conference has just one PC chair.

The Cimple project [13] (see also http://www.cs.wisc.€dahhai/projects/cimple) describes CIMS in more de-
tails. Within this project, to validate and drive CIMS resdg we have also been buildifi@BLife, a prototype
system that manages the data of the database research citynfse® [12] and http://dblife.cs.wisc.edu). For
CIM systems, we observe the following user roles.

Active Contributors: CIM users often want to contribute data, code, and knowléaltfee system. iDBLife,
for example, users sent us URLs of new data sources, votechether a picture claimed to represent a person
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X is truly X, and inquired about supplying new codes for keyword sear@mntion disambiguation, among
others.

User willingness to contribute of course has been obsematlimerous Web 2.0 efforts. The amount
of contribution has also been observed to follow a Zipfiarrihistion: a relatively small percentage of users
contribute very actively, followed by a long tail of usersawtontribute little or nothing (e.g., see [5]). Our initial
experience suggests that this will also hold for CIMS. Cquosatly, we roughly divide human participants of a
CIM system into three categories: (@ilders: a small, perhaps 1-3 person, team which deploys and masntain
the hardware and software (analogous to the DBA of an RDBS editors: a core of perhaps 10-20 highly
motivated persons who actively contribute to the systerd,(ayusers:the rest of the community. When there
is no ambiguity, we use “users” to refer to all three categgori

While users are willing to contribute in many Web 2.0 effpds noted aboven CIM contexts it is par-
ticularly important that they do soThis is because, by nature, CIM data comes from multiplerbgeneous
sources. They are often incomplete, only partially corrantl semantically ambiguous. Hence, it is vital that
users contribute so that the data can be gradually cleamsimbiguated, and augmented, especially in cases
where it is very difficult for systems, but relatively easy fmman users to make a decision. For example, it is
very difficult for DBLife to decide that a picture of is indeedX, whereas it would be easy for users who know
X. As another example, a user can quickly tell the system #hlain“Halevy” and “Alon Levy” are the same
person, saving it much effort in attempting to determine ote that this is in sharp contrast to RDBMS set-
tings, where the data often has a closed-world well-defieatbsitics. Many data management settings outside
RDBMS however have semantic problems (e.g., CIM, but aleers@a matching, data integration, data cleaning,
dataspaces, and model management), and thus can sighjficangfit from user participations.

Information Explorers: Recent work has addressed the needs of users who apprazatrstd data sources
with vague queries, by supporting keyword queries ovectirad data (e.g., [4, 21, 20, 18, 31]). Similarly, CIM
users often have diverse, ill-defined information needsnyManes a CIM user does not yet know exactly what
he or she wants (e.g., knowing only that he or she wants to fintething interesting on topi&’). Hence, the
user will start with keyword search and browsing, in an esqilary fashion. This is especially true in scientific
data management. Eventually the user may “zoom in” on a ggdnformation need (e.g., find all papers on
topic X thatY andZ wrote in 2004), at which point he or she may want to switch twectured query interface.
So a major problem is how to ensure a smooth transition atretssogeneous query and browsing interfaces,
with minimal user effort.

Even if a CIM user starts with a precise information need, hale often is too “lazy” to compose a
structured (e.g., SQL) query, or simply does not know howadatdIn DBLife, for example, few users appear
to be willing to take the effort to compose a structured querknow how to compose syntactically correct
one. This is an acute problem, because it severely limitatifiey of all the structured data thdBLife has
extracted and integrated. Consequently, finding a way tovdky or “lazy” users to ask structured queries in
CIM contexts is very important, if we want to maximize thel futfility of structured CIM data.

Social Players: CIM users operate within a community. They are often awamndfinteract with other users,
and such interactions are often captured in the data mariggadCIM system. Exploiting such data on social
interaction can often significantly improve the quality dMS. For example, irDBLife, interaction in form of
citations, paper review, tagging, etc. can help identifyideexperts, and help improve ranking the results of
keyword searches. Hence, a key challenge is how to encoatafpesocial interactions, and how to capture and
exploit them.

Finally, as we have alluded to several times, CIM users oféen significantly in their degree of motivation
and technical expertise. While we expect that a relativeialscore of users (e.g., the builders and editors, as
described earlier) are highly motivated and technicalbréite, the vast majority of users will just want to use the
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system quickly if the need arises, then “move on with theedl'. This exacerbates the user-centric challenges
facing CIM systems, as we discuss next.

3 User-Centric Research Challenges

We now discuss the user-centric challenges, focusing ticp&r on user contribution, user services, and social
interaction. Then we touch on reputation management, eaptan, and undo, capabilities that are central to
address the above challenges.

3.1 Effective User Contribution

Since user contribution is important for CIM, but the vasjongy of users are reluctant to contribute, we must
make it very easy for users to provide or modify system corepts We focus on three main components: data,
code, and domain knowledge.

Data: A user should be able to supply or edit any kind of data, usihgkever user interface that he or she
finds most convenient. The system then processes the dasabest ability. Example data include URL for a
new data source, raw data pages (e.g., a page listing adcg[iEviOD papers), structured data, natural text,
and tags, among others. Example user interfaces include f8lJI and wiki. OurCimple experience suggests
that wiki pages can provide a good baseline user interfadbait anything can be posted in wiki pages and can
be easily edited. For instance DBLife displays user superhomepages in wiki format, then it igively easy

for a user to correct and add information (especially natiesa). Other interfaces can excel in certain cases.
For example, a form interface is especially well suited &mgiing data pieces with small text fragments.

In the above context, a major challenge is to translate ustéwrs in an interface into actions over the
underlying data. For example, conceptuallpBLife superhomepage describes a portion of the underlying ER
data graph. Now suppose a user has revised a superhomepag&i fiormat). Then we must infer from the
revised wiki page the exact sequence of actions the userdeteto do over the ER data graph (e.g., remove a
node, rename an edge, etc.). This inference is non-trigiehtise user edits often are ambiguous: the same edit
can be mapped into multiple possible sequences of acticerstiog underlying data. Another challenge is that
users often want to enter the datmether with some context informatioRor example, when a user enters a
page that contains a list of names, he or she may also wany tbaizthese are the names of persons who are on
the PC of SIGMOD-04.

Code: In practice, the code of a CIM system must often be tweakeaéstfine the system performance. To-
day such tweaking is typically done by a small team of devalspncorporating suggestions from the members
at large, in a slow and tedious process. This process cangreved markedly if we can open up certain parts
of the code base for the multitude of members to edit.

To illustrate, consider extracting person names from thedata pages. A common method is to start with a
dictionary of names (e.g., “David Smith”, “Michael Jonest¢.), perturb each name to generate variations (e.g.,
“D. Smith”, “Smith, D”), then find occurrences of the var@atis in the raw pages. The method perturbs each
name using theame set of generic perturbation rule$his often turns out to be insufficient. We found that
when deployed iDBLife the method often had to be tweaked. It missed for examplesaalsere a persoX
has an unusual nicknam& Whenever this was pointed out to us Kyor someone who know&’, someone on
our development team would have to tweak the code, to addd¢hrameY for X.

Clearly, allowing users to edit the code in such cases cagtidatly reduce the workload of the development
team. Toward this goal, first we must make it very easy forsuseedit the code. But it is unlikely that we can
allow any user to edit coddirectly, as this can quickly result in corrupted code. A possiblgahsolution then
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is to (a) decompose the code into a sequence of tasks, (bjiafiaeetheoutputof each task, then (c) allow users

to edit only these outputs. For example, the name extraeeribed above can be decomposed into a sequence
of two tasks: generating variations for each name, thenrfghdccurrences of the variations. Thus, the name
extractor shouldnaterializethe set of variations it generates for each name, and expese taterialized sets

to the users, so that they can edit (e.g., add the nickiarnwethe set forX). In general, we can identify certain
“edit points” in the code, make sure that the code “matexéali these edit points, then expose them (e.g., via a
wiki interface) to allow users to edit.

Another possible solution (to make it easy to edit code eudly) is to definemultiple choicesat certain
points in the code. The default code always takes the defhaltes. But users can select other choices, thereby
changing the execution flow of the code. For example, considmodule that matches person names, e.g.,
deciding if “D. Smith” and “David Smith” refer to the same pen. This module may use the default choice
of always applying theamematching methodn to all superhomepages. But it should also offer several other
matching methods, and allow users to choose a particularhingt method for a particular superhomepage, if
the user so desires. Thus, while examining a superhomefageuser may decide to examine the code that
matches names withiff, then decide that a matching methad (offered in the code) is actually more accurate
for H. Consequently, the user tells the system (perhaps via a-bauion interface) that, whenever matching
names withinH, it should use the matching methed instead of the default method.

This last example illustrates the power of collaborativdecediting in CIM settings. In such settings, the
small team that writes the initial code simply cannot examaith superhomepages to write appropriate code for
each superhomepage. But they can write the code in a way Hiasit easy later for community users to adapt
the code to the peculiarities of each superhomepage.

To address malicious code editing, an initial solution idirwt code editing to only “trusted” users (e.g.,
editors). Even in this case, distributed code editing isay very useful, as it spreads the workload over
multiple people. It is also very important to develop an uedpability, so that undesired changes to the code
can be undone easily. We discuss this capability in morelgl@aSection 3.4.

Domain Knowledge: When a CIM user finds something incorrect, he or she often krsmme domain knowl-
edge that can be used to flag it as incorrect or to fix it. For g@nmwhen a user sees that the system claims
both A and B chair SIGMOD-04, he or she may be able to supply the knowléalgie‘only one person chairs a
SIGMOD conference”. We found such cases commonly occDBhife. Thus, just as domain knowledge (e.g.,
integrity constraints) plays an important role in RDBMSglgo plays an important role in CIMS. Consequently,
it is important to find ways to allow users to express a broaktyaof domain knowledge. The key challenge is
to make it very easy for lay users to do this.

A possible solution is to cast each piece of domain knowleaya constraint) op v, where(@ is a query
template formulated in a structured language (e.g, SQldefers to a predefined operator (e.g.<5.etc.), and
vis avalue. The user then interacts with the system to carisiruthen selecbp andv. For example, to express
the constraint “only one person chairs a SIGMOD conferentte? user constructs a templagethat finds the
number of chairs of any given SIGMOD conference, then set® be=, andv to be 1. Another solution is
for the system to solicit domain knowledge from the user.é@mple, while constructing a profile of a typical
database researcher, a system may infer a constraint stich database researcher has published four or more
SIGMOD papers in a year”. It can then ask users to verify thisstraint with answer “yes” or “no”.

3.2 Effective User Services

As discussed earlier, CIM users often have ill-defined mi@iion needs, or do not know how to formulate the
need in a structured query, or are too “lazy” to do so. Withis tontext, we must make it very easy for users to
access and utilize the system. We now discuss the challe@mgesig so, focusing on querying, context-sensitive
services, and system access.
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Querying: A user should be able to query the system using whicheveryguede he or she finds most
convenient, and should be able to switch seamlessly ameng tlvith minimal effort. Example query interfaces
include keyword search, GUI search, and structured qugrytow to query effectively in each of these modes
remains a major challenge. For example, while much work ddeegsed “plain-vanilla” keyword search (which
returns a ranked list of data pages), no satisfactory solkists today that can be adapted to work effectively,
with minimal tuning, in a CIM domain. Similarly, much work fi@ddressed keyword search over structured
data, but no consensus has emerged on the most effectii@osolé-urthermore, how to execute structured
gueries over extracted structured data has receivedvedialittle attention (with some exceptions [11, 22]).
This last problem is difficult because the extracted stmectwata is often incomplete and imprecise.

Another major challenge is how to make smooth transitiomfome query mode to another. To move from
a less structured query mode to a more structured one, a corsohation is to interact with the user to refine
the query [23, 26]. In the Avatar project [23], for exampldiem a user asks a keyword query “tom phone” over
a corpus of emails, the system returns a ranked list of erfaitscontain these words. But it also provides an
opportunity for the user to move to more structured queryimgasking if the user means to find emails that
contain the phone number of Tom, or to find emails that comm ffom and contain the word “phone”. There
are often numerous possible structured-query interpoetator a keyword query. Hence a key difficulty facing
this solution is how to select only the most likely interpitins, to show the user. User modeling (e.qg., [3]) may
help facilitate this selection. To move from a more struetuguery mode to a less structured one (e.g., when the
more structured query does not produce any result and heaselm “relaxed”, or when it cannot be executed
over a text corpus), a common solution is to “collapse” thecstired query, for example, into a set of keywords
[30, 24]. The key issue is then how to select a good set of kegsvo

Yet another major challenge is that once a CIM system has ibedrgstructured database, how can it enable
users to easily pose structured queries over the database&xdmple, a user may want to know the average
number of citations per paper for a particular researcheiClearly the system cannot expect that most users
will be able to write a structured query (e.g., in SQL) expieg this information need. A possible solution is
then for the system to interact with the user in a GUI fash@moadnstruct a structured query.

Another possible solution is to generate form interfaces tapture the types of structured queries that
we expect users will commonly ask. This is also the prefeamgoroach for today RDBMS applications (e.g.,
amazon.com provides a small set of form interfaces for users to querytbooks). CIM users however often
have ill-defined and exploratory information needs (asudised in Section 2). Consequently they often want to
ask a far wider and more unpredictable range of structuredeg! Thus, the CIM system may have to generate
a very large number of form interfaces. Hence, for this apgindo work, the system must be able to index these
interfaces, and then return the most relevant ones, giveersikeyword query.

Context-Sensitive Services: To minimize user efforts and maximize their utilization ofCdV system, the
system should provide context-sensitive services. Fomeil@ when the user accesses a page that contains
publications, the system can consider all actions (qugryimonitoring, etc.) that a user may want to do with
those publications, then offer to execute those actiongsd loffers can be listed, e.g., on the right side of the
page, similar to the way advertisements are displayed mtlsemgine result pages. The key challenge here is to
decide on which services to offer that would maximize usetifization of the system, a challenge that is akin
to deciding which advertisements to display in a searchirpage.

Easy Access to the System: Finally, we cannot just rely on users going to the systemtfrage to ask queries

or to browse. Most users today suffer from information cvad. It is likely that they will just use a major
search engine (e.g., Google, Yahoo) most of the time to Bdaranformation, an observation also made by
[26]. Hence, it is very important that we “open up” a CIM systéor major search engines to crawl and index,
so that when a user asks a keyword query that can potentabynswered by the system, then the search engine
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will return a page of the system in the top few results. The degllenges then are (a) how to maximize the
chance that search engines will place a CIM system page hitftreiranked list, if by accessing that page, the
user can fulfill his or her information need, and (b) once tberunas accessed the page, how to enable the user
to quickly express his or her information need, then anstver i

3.3 Encouraging, Capturing, and Exploiting Social Interadions

So far we have discussed CIM users in isolation. But a disigigng characteristic of CIM settings is that the
users form a community: they often interact with one angthed such interactions are often captured in the
data. Hence, we should design CIM systems such that theyusagm such social interactions, capture them,
and exploit them.

To encourage social interactions, CIM systems can empldgthgya of social tools such as those that allow
users to tag, blog, comment, bookmark, form mailing lists, é\nd indeed many current social networking
systems deploy such tools. The main problem is that we sim@lgot know when a particular tool will work
(in that many users will use it). Hence, we foresee two majatlenges. The first challenge is to develop more
social tools, on the ground that expanding the tool colbecihakes it more likely that users will find something
they like, and thus initiating more social interaction. Beeond challenge is to develop a mechanism to system-
atically deploy combinations of social tools in a CIM seftirevaluate their effectiveness in encouraging user
participation, and then retain and improve the best ones.

Many CIM users also interactutsidethe system, but traces of such interactions are often apiarthe
raw data. For example, K appears on the PC of a workshop organized'hythen it is likely thatX andY
have exchanged emails and are sharing some common intéfestse, another challenge is to mine such social
interactions from the raw community data. While mining sbaiteractions is not a new topic, a distinguishing
aspect of CIM settings is the abundancetehporal data CIM systems crawl and archive community data
over time (e.g.PBLife has crawled and archived the data of the database reseanchucoty over the past 2.5
years). Exploiting the temporal aspect of this data maynalls to infer social interactions and their strengths
more accurately.

Once social interactions have been captured or inferrexy;, ¢an be exploited for many purposes, such
as enhancing keyword search, identifying experts, findimgrging hot trends, viral marketing of ideas and
services, among others. This has been a very active areaezfroh (e.g., see the proceedings of recent WWW,
KDD, database, and Al conferences). In CIM contexts, sieegling data into the system and querying it pose
major difficulties (as discussed in Sections 3.1 and 3.2)jjgrortant challenge is to find out how to exploit
social interactions to address these difficulties.

3.4 The Enablers: Reputation Management, Explanation Gemation, and Undo

We have discussed user contribution, user services, amal gteraction. These challenges share a set of core
problems, and hence it is important that we develop effectwlutions to these problems. We consider in
particular reputation management, explanation generadiod undo.

Reputation management means knowing how much to trust amiuand to manage’s contributions to
the CIM system. Much work has addressed reputation manage€mg., [2, 29]), but no consensus has emerged
on the best method, and it is unlikely that a single silvetdbdxists. Hence, like the case for social tools, an
important challenge is to develop solutions that deployt&on management tools, evaluate them, and retain
and improve the best ones.

Explanation generation means that the system can explainser why a particular inference is made (e.g.,
why X is a PC member of conferendé) or not made (e.g., why didn’t the system infer thatis also a PC
member oft"). We found that users asked many such questions iDBigfe context, either because they simply
wanted to know, or because they used the explanations tdedenihow much to trust the inference made by the
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system. We ourselves also often asked such questions faggdiely purposes. Hence, providing explanations
is important for the effective development and utilizat@hCIM systems. Further, showing explanations also
often allows better user corrections. For example, if a os&r says “this output is wrong”, the system has to
infer which operator or datum involved in producing thatpuitis the culprit. However, if the user can see an
explanation, he or she may be able to pinpoint the error fsjstem.

Providing explanations on why a particular inference is enaah utilize lineage (a.k.a. provenance [10, 34])
maintained by the system. The problem of providing explanaton why a particular inference et made
appears to be far harder, and has received little attention.

Finally, the undo capability allows users to roll the systbatk to a previous state. This capability is
absolutely critical. As one user explained to us “withoubwing that | can undo, | will not be willing to
experiment with the features that the system provides”. Alsip&dia demonstrates, undo is also important
for managing malicious users. To enable this capability)M €/stem must logverything including all user
interactions. Then, the system must decide how much to alkews to undo. The problem is that if the system
allows users to undo deep into the “past”, it must limit canent editing of users, or risks losing user edits that
build on a “transaction” that is later undone. How to strike tight balance here is a difficult question.

4 Concluding Remarks

As our field expands beyond managing structured data, tddmmsnstructured data in “Web 2.0” contexts, it
is important that we discuss how the role of users has fundtaitye changed in the new contexts, and what
user-centric challenges those changes entail.

In this paper we have contributed to this broader discusgioawing from our initial experience in the
Cimple project on community information management systems. Veerded how users of such systems
often act as active contributors, information explorergl social players. For the role of active contributors, the
key challenge is to enable users to supply or edit any kinéta,ccode, and domain knowledge, using whichever
user interfaces they find most convenient. For the role afrinfition explorers, the key challenge is to enable
users to query the system using whichever query mode theyimst convenient, and to switch seamlessly
between the query modes with minimal effort. For the roleadfia players, the key challenge is to develop a
broad range of social tools and mechanisms to select the effestive tools. Finally, we made the case that
reputation management, explanation generation, and wedwritical in addressing the above challenges.
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Abstract

Scale is often an issue when attempting to understand angiznkarge social networks. As the size
of the network increases, it is harder to make sense of theankf and it is computationally costly to
manipulate and maintain. Here we investigate methods fonipg social networks by determining the
most relevant relationships in a social network. We measupmrtance in terms of predictive accuracy
on a set of target attributes of social network groups. Oualgeto create a pruned network that models
the most informative affiliations and relationships. Wesprg methods for pruning networks based on
both structural properties and descriptive attributes.e$a pruning approaches can be used to decrease
the expense of constructing social networks for analysigetdycing the number of relationships that
need to be investigated and as a data reduction approachpgproximating larger graphs or visualizing
large graphs. We demonstrate our method on a network of NQSIW NY SE business executives and
on a bibliographic network describing publications andtaars and show that structural and descriptive
pruning increase the predictive power of affiliation netk@when compared to random pruning.

1 Introduction

A social network describes a set of actors (e.g., persogan@ations) linked together by a set of social relation-
ships (e.qg., friendship, transfer of funds, overlappingnbership). Social networks are commonly represented
as a graph, in which the nodes represent actors and edgesesprelationships. Examples of social networks
include online communication networks, disease transamissetworks, and bibliographic citation networks.
There is a growing interest in methods for understandingirgi and discovering predictive patterns in social
networks.

An affiliation networkis a special kind of social network in which there are two kired entities, actors
and events, and there is a participation relationship whitites them. Affiliation networks are commonly
represented as bipartite graphs, in which there are twaslohdodes, representing actors and events, and edges
link actors to events. Examples of affiliation networks ua®: 1) corporate board memberships, where the
actors are executives, the events correspond to diffecenpany boards, and the links indicate which executives
serve on which company boards; 2) author collaboration orisy where the actors are authors, the events are

Copyright 2007 IEEE. Personal use of this material is petadit However, permission to reprint/republish this maikefor
advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
copyrighted component of this work in other works must bainbtl from the IEEE.
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papers, and the links indicate co-authors of papers; andrigjressional voting records, where the actors are the
congressional members, the events are the bills, and tker@present the supporters for a bill.

A social network has both structural properties and deesimttributes. The structural properties are
determined by the graph structure of the network. Examplasade the density of the graph, the average degree
of nodes in the graph, the geodesic distance in the grapmuiimder of cliques in the graph, etc. In addition
to structural properties, actors, events and relatiossbffen have associated descriptive attributes containing
features specific to the social context of the network. Tlaeedypically represented as attributes of the nodes
or edges. For example, a corporate board social network oragio descriptive attributes representing the job
function and age of a board member. A disease transmissmal s@twork may contain descriptive attributes
representing the location of person’s home and date of sksdigcovery.

Recent literature in the network science community hasdedwon understanding the structural properties
of social networks and the construction of models for gaimeganetworks which have certain structure charac-
teristics (degree distribution, small-world effects,.pt€Computer scientists are mining social networks based
on these structural properties of networks. However, dpiet) methods which combine network structure and
descriptive attributes are necessary for accurate preglictodeling.

Predictive modeling can also be used to study approachesofopressing the representation of a social
network, while maintaining its predictive accuracy. In thast, the social networks as studied in sociology
tended to be relatively small, often with only tens of nodékwever, given the great increase in ability to
both gather and process data, the social networks beingzauatoday can be quite large. Because the data
used to describe the network may not originally have bedeaeld for the purpose of social network analysis,
the data may contain irrelevant, redundant or noisy inféiana Noisy and redundant information can make
networks difficult to interpret. Automatic techniques fdentifying relevant aspects of the social networks can
help improve computational efficiency and may at the same timprove understandability. Furthermore, since
recording changes to a social network and maintaining stersiy can be expensive, some applications can
benefit from minimizing the amount of information stored.

In this paper, we begin by giving an overview of some of theesentational issues related to social net-
works, especially affiliation networks. Next, we descriliéedent pruning strategies for social networks. Our
aim is to find compressed networks that maintain predictiekgescriptive quality. Here we measure the com-
pression in terms of the description length of the networkwaa measure the quality by measuring the predictive
accuracy for the event attribute classifier built from thenpoessed network. We have evaluated our pruning
methods on two real-world data sets. One is a network of NAGRAd NYSE business firm executives and
board members. The second is a bibliographic network desgrpublications and authors. We have found that
we can achieve significant compression without sacrificargl(in some cases improving) predictive accuracy.
This paper extends the work introduced in [17].

2 Affiliation Networks

Definition 1. An affiliation network/N consists of a set of actor4, linked via a set of relationshipg to a set
of eventstl, N = A, R, I/, where

A = Hay,...,an},
E = {61,...,€m},
R = {r}, wherer;; denotes actou; participates in everd;,

andn is the number of actors and is the number of events.

An affiliation network may be represented using many diffiérgraph structures. The most common rep-
resentation for affiliation networks is as a bipartite graphich we will call anactor-eventgraph, AE. In
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Figure 1: (a) A simple affiliation network with actots, as, a3, a4 andas and events:;, e; andes (b) The
co-membership graph for the affiliation network (c) The éxarerlap graph for the network.

this representation, there are two different node typesesgmting actors and events. Networks with two node
types are calledwo-modeor bi-modal Figure 1(a) shows a small example of a two-mode actor-evedé
graph. The squares in the figure represent actors and thglagarepresent events. The membership relations
are highlighted in this graph structure.

There are several useful projections of the actor-evemtgréo focus on actors, one can perform a unipartite
projection of the actors on the two-mode affiliation graphe Tesulting network is single-modeor uni-modal
network, where we have a single object type and a single edme tRepresenting an affiliation network in
this way results in what is referred to as temembershigraph,C' M. The co-membership graph has a node
for each actor, and an edge between actors who participdteeisame event. Similarly, to focus on events,
one can projection the actor-event graph onto the events. r&sults in what is called aevent overlagraph,
FEO. It also contains a single node type and a single edge typehelrevent overlap graph, the emphasis
is on the connections among events. This graph has a nodedbrevent, and an edge between events that
share a common actor. Figure 1(b) shows the co-membersaygh grorresponding to the actor-event graph in
Figure 1(a), and Figure 1(c) shows the event overlap graplesmonding to the same actor-event graph.

In addition to the nodes and edges themselves, the nodesdged & the affiliation network can have
descriptive attributes or features associated with themigurgé 2(a) shows the affiliation graph along with
descriptive attributes for the actors and events (showwatsd In a corporate board social network, executives
may have attributes such as education level, academicaelagtbage, companies may have attributes describing
the corporation such as industry, sector, stock exchandeslzare price, and the serves-on-board relation may
have attributes describing the relationship between thpotation and the executive such as position on the
board and length of tenure on the board.

It is straight-forward to represent an affiliation networkrelational algebra. We introduce the relations
A(lda, By,...,By),E(Idg,Cy,...,C)), andR(Ids, Idg, Dy, ..., Dy,), representing the actors, the events,
and the participation relations of a network. Here fldg, Idg, and(Ida, I[dg) are primary keys and thB;,

C; and Dy, are descriptive attributes for the relatioAs £ and R, respectively.

3 Prediction in Social Networks

Our goal is to develop principled approaches to compresaitgpruning social networks. Our approach is to
determine which portions of the network can be removed whitémizing information loss. LeN = (A, E, R)

be ther original network and/’ = (A’, E’, R") be the pruned network (we will describe how we construct the
pruned network shortly). We begin by describing the prédiciccuracy measure used to assess the performance
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Figure 2: (a) The affiliation graph with descriptive atttiési for the actors and events shown in ovals. (b) The
constructed attributes for the events.

of different pruning approaches.

Here, we will focus on maximizing our predictive accuracytba event attributes. For ease of exposition,
we will assume we are attempting to maximize the predicta@ieacy for a single event attribufe.C;, based
on attributes of related actors found using the co-memhizisformation and based on attributes of related
events found using the event overlap information. The idea tonstruct a classifier, using local neighborhood
information, to predict~.C;. Now it is easy to see the difficulty with this setup. Each ¢veay have a different
number of related actors and a different number of relatedtsy so how can we construct features to use in our
classifier?

We solve this problem by computing an aggregate over thefsetaied actors and over the set of events.
Aggregation is a common technique used to construct featators in relational domains [11, 15]. Here we

assume some set of aggregates is associated with eachtattfior the actor attributgs3y, . .., B}, we have
associated aggregate operatduss,,...ap, } and for the event attribute§C1, ..., C;}, we have associated
aggregate operatofs.c,, . . ., ac, },

We begin by computing the aggregates over the set of relatedsa

AA(ldg, Ap,,...,AB,) =

Vidg,ap, (B1),...ap, (By) (R D A)
R.Idpa=A.Idp

which we call AA for aggregates over actors. Next we compgtgegates constructed from the related events:

AE(Idg, Ac,, ..., Aq) =
Vidp,ac, (C1),ac, (C1) (EO > E)
EO.R.Idp=E.ldg

which we call AE for aggregates over events.
We can combine these relations with the event relafibto create a sePr containing both constructed
features and event attributes.

Pp=F D AA D AFE
E.Jdp=AA.Idg E.Idp=AE.Idg

!Recall thaty is the grouping operator in relational algebra [6].
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We will use the constructed features to predict event atiet

Example: Consider the affiliation network with descriptive attribstshown in Figure 2(a). Suppose that the
aggregate operator that we use Byris maximum and the aggregate operator that we us€'fas average. The
constructed table showing the aggregates that will be usbdild our classifier is shown in Figure 2(b).

The above describes in a generic way how we find the featuresirhich we will predict event attributes.
In order to actually make a prediction, we will need to firstriea classifier. Here we do not do anything out of
the ordinary; we construct an appropriate training set faonobserved social network. The constructed training
set can be used by any supervised learning method to leaassifirF’, which predicts the value of E.C based
on {AB17 . 7ABk7ACl7 - ,ACL}.

We compare the classifigry constructed from the original social netwalk = { A, FE, R} with the clas-
sifier Fiy» constructed from a pruned social netwak = {A’, E’, R'}. We compare both accuracy on the
training sets and, more importantly, accuracy on test ggtsuracy on the training set measures how well the
classifiers are able to fit the existing network. Accuracyhmntest set measures how well the classifiers are able
to generalize. Our goal is to find pruned networks that ark bompact and accurate on both sets.

4 Pruning Techniques

Next we describe different pruning strategies. We consider categories of operations. The first involves
removing edges from the affiliation network. The second lve® removing actors (and incident edges) from
the affiliation network. We can use different techniquespiaming a network. The three techniques of interest
to us are: 1) pruning based on structural properties, 2)ipgupased on descriptive attribute values, and 3)
pruning based on random sampling.

Structural Pruning  Structural network properties or measurements involvéuatiag the location of actors
in a social network. Measuring the network location invelimding the centrality of a node. Structural mea-
sures have traditionally been used to identify prominemingortant nodes in a social network. Two well known
centrality measures adegreeandbetweennessThe degree of a node is defined as the number of direct con-
nections a node has to other nodes in the network. The nodesh&imost connections are considered the most
active nodes in the network. They are referred to as the aborseor thehubsin the network. Betweenness of
a node corresponds to the number of shortest paths goinggtithe node. Nodes with high betweenness are
referred to adrokers A variation of this that is appropriate for affiliation neivks is the number of cliques
a node connects. This allows us to identify nodes that cdrorex group of actors to another group of actors.
In traditional uni-mode networks, this could be a node thrddsl two clusters that it does not participate in. It
acts as a bridge between these clusters. In affiliation misyohis measure identifies nodes that participate
concurrently in multiple events. These brokers are boyndpanners that have access to information flow in
multiple clusters. They tend to have great influence in thevoek [19].

Therefore, when pruning based on structure, we will be éstexd in removing actors that are not hubs and/or
brokers from the network.

Descriptive Attribute-based Pruning Another pruning technique of interest involves pruningeaben de-
scriptive attributes. We prune edges by selecting on ate#); of the 1z relation,

R' = oRrp;=d;(R),

whered; is some constant attribute value. In other words, we willoeenedges from our graph based on values
for D;. We look at both the case where we kemy edges with valuel; for D;, and also the case where we
keep all edgegxceptedges with valuel;. Pruning edges may result in pruning both actor and evergsdd
after pruning there are no edges connecting them to the rietwo
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In addition, we prune actors by selecting on attribuiesof actor relationA,
A, = UA.Bj:bj (A)7

whereb; is some constant attribute value. Pruning actors alsotsasud reduction in the number of edges, since
we drop any edges to non-selected actors.

Random Sampling Finally, as a baseline, we compare pruning based on randomlisg. This involves
maintaining only a random sample of the actor populatiorafalysis. Random sampling is a traditional statis-
tical approach to approximating large graph structures.

Compression It is important to quantify the compression achieved by prgn We use a relatively generic
measure, the description length of the graph,

DL(N) = log(|A]) + log(|E]) + | R|(log(|A]) log(| E]))

where the logs are base twb.L(N) is the number of bits required to represent the network. Vel lee first
two terms to describe the number of actors and the numbereariteand the final term is the number of bits
required to represent the edges.

5 Experimental Results

In this section we evaluate the degree of compression angrddictive accuracy of different pruning ap-
proaches.

5.1 Data Sets

We analyzed two affiliation networks. The first data set, tledttive Corporation Network (ECN), contains
information about executives of companies that are tradel@®NASDAQ and the NYSE. The executives serve
on the Board of Directors for one or more of the companies éndéita set. This data was collected from the
Reuter's market data website (yahoo.mulexinvestor.codanuary 2004. There are 66,134 executives and 5384
companies (3284 NASDAQ and 2100 NYSE). The executives aadtors in the ECN, the companies are the
events and board membership is the connecting relatiomsdtipeen the actor nodes and the event nodes. The
relational schema is:

e A = Executive(exedd, execname, age, educatidevel)
e E = Company(cdd, co.name, stockexchange, sector, stagkice)
e R = BoardMembership(exeid, ca.id, officer_position, joindate)

The average board size is 14, the average number of boardfican s on is 1.14, the number of officers
serving on multiple boards is 6544, and the average humbkoads these officer are on is 2.4. We attempt
predicting two attributesstockexchangeandsector A sector is a coarse grouping of industries of the compa-
nies, e.g., telecommunications and health care. Whenmguom descriptive attributes, we consider attributes
of both the Executive relation and the BoardMembershigticela One example isfficer position e.g., CEO,
President, Treasurer and Director.

The second data set, the Author Publication Network (APNptains information about publications and
their authors. This data set was created using a portioneoA@M SIGMOD anthology in 2004. We focused
on a subset of the periodicals and authors where there waasitdne reference to the publication. In the final
data set we analyzed, there were 13,070 authors and 16,b8¢gbions.

The authors are the actors in the APN and the publicationtharevents. Paper authorship is the connecting
relationship. The relational schema is:
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Figure 3: Comparisons of compression vs. accuracy for @&tyadf network pruning strategies for a) ECN
exchange b) ECN sector c) APN pulbication type and d) APN remobreferences.

e A = Author(authorid, authorname, affiliation, numbeof_publications)
e E = Publication(pubd, puh.type, puhdate, numbepof_references, numbaesf_citations)
e R = PaperAuthorship(authad, puh.id)

The average number of authors per publication is 2.4 andvin@ge number of publications per author is 2.9.
For APN, we predicted the two event attribufm#a typeandnumberof_referencegto publication).

5.2 Accuracy and Compression Results

Our goal is to find small networks that can accurately predi@nt attributes. We compare the following
affiliation networks:

no pruning {ull)

descriptive attribute pruningléscriptive)
pruning based on hubs and/or brokessictural )
random samplingrandom)

We built event-attribute classifiers from the networks ascdbed in Section 3. For categorical aggregate
attributes, we calculated the mode of the neighboring evahies, and for numeric aggregate attributes, we
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Figure 4: The structural characteristics of actors in défe prunings for a) ECN and b) APN.

calculated the minimum, maximum and average of the neighdpa@vent values. Once the predictive models
have been generated, we evaluate the predictive accuraitye afomplete network and the different pruned
networks. We also compare the compression rations in tefrdeseriptive length,DL(G). The classifiers
were then created using WEKA. We tested a range of classiircatgorithms including decision trees, Naive
Bayes, and support vector machines (SVMs). The results vedmévely consistent across classifiers; due to
space constraints, here we present results only for SV Mg disie-fold cross validation.

When constructing our feature vector, we constructed agdges for the following ECN actor and event
attributes: stock exchange, industry, sector, numberfafess on a board, number of advanced degrees on a
board and officer age of a board. We evaluated three deseriptunings. The first two descriptive prunings,
position andtenure involve removing edges from our affiliation graph for exiaees based on the attributes
BoardMembership.officepositionand BoardMembership.joirdate For example, one pruning &oardMem-
bership.officerpositionkeeps only edges of CEOs and removes all other membershgs éagn the network.
The third descriptive pruning involves removing actorsdabsn age.

To group attribute values, we binned numeric attributesve@dbstracted categorical attributes. Binning for
each descriptive attribute used for pruning was createedoas maintaining approximate equal size buckets or
based on sematically interpretable abstractions. Fordatimetworks, the binnings resulted in four to five bins
for each attribute. For example, the attribute band8fmerdMembership.officepositionare as follows:

A - Chairman of the Board

B - Executive Officer (CEO, President, COO, etc.)
C - Senior Officer (VP, Sr. VP, Comptroller, etc.)
D - Board Officer (Treasurer, Secretary, etc.)

E - Director

For the APN, we used the attribufaithor.numberof_publicationsfor descriptive pruning.

As mentioned earlier, descriptive attribute pruning has ohtwo interpretations for an attribut8 with
attribute valuec: 1) maintainonly actors withB = ¢ (only) and 2) maintain all actorexceptwhereB = ¢
(excep). We evaluated pruning on every descriptive attribute e/détu each descriptive pruning category.

For structural pruning, we tested four cases: maintaininly actors who are hubsHUB), maintaining
only actors who are brokersBRK), maintaining only actors who are both hubs and broké8§TH ), and
maintaining only actors who are hubs or broketdBK). Finally, for random pruning, we compared results on
random samples for 9 different sample sizes (betwi&ét and90% of the actors in the network).

Figure 3 shows compression versus predictive accuracywordifferent attributes in each data set. The
right upper corner represents the 'best’ networks in terfimpression and predictive accuracy. Figure 3(a)
shows results for predicting the EC&changeattribute. The classifier built using the full network ackas
an accuracy of 72.4%. The best accuracy and compressioffier aretworks pruned using descriptive pruning.
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Pruning on position, we achieve an accuracy of 72.3% withnagcession of 94%. In this case, we removed all
actors except for the chairs of the company boards. Prumirigraure, we achieve an accuracy of 70.29% with a
compression of 95%, and pruning on age, we achieve an agooi&9.2% with a compression of 99%. In this
case, we kept only the older executives. These accura@edldoetter than the baseline prediction accuracy of
61% achieved by simply choosing the most common exchange.

For predicting the ECN sector, shown in Figure 3(b), the mgtwork achieves accuracy of 40.4%. Here
pruning based on both descriptive and structural progeperform well. When pruning based on age, we
achieve accuracy of 40.2% with compression of 34%. In thé& age kept the younger executives rather than
the older ones. When pruning based on structure, we acheewgay of 39.7% and compression of 97% by
keeping only the brokers. Figure 3(c) and (d) show similauits for the pruned APN networks, with many of
the pruned networks achieving significantly higher acdesathan classifiers built from the full network. For
both APN attributes, the network pruned on structure thhtesed the best accuracy-compression tradeoff was
the one that kept only the actors that were both hubs and t&oke

For both data sets, pruning on descriptive attributes andtsre properties outperformed random pruning.
One question this raised was whether or not the differemipgutechniques were removing the same nodes
and edges or different ones? To address the first questigareF4 shows the percentage of structural actor
types (hubs, brokers (BRK), hubs and brokers (HBR), andrptireserved under various descriptive pruning
strategies. These graphs show that for both data sets, tihverke created using descriptive pruning contain a
different mix of actors than those created using strucpmahing. This supports our claim that structural pruning
and descriptive pruning are two distinct methods for corsgirgy networks and maintaining information rich
nodes for prediction in affiliation networks.

6 Related Work

A large portion of the work in mining social networks has feed on analyzing structural properties of the
networks. For a recent survey, see Newman [13]. Much of the Wwas been descriptive in nature, but recently
there has been more work which uses structural propertregréaliction. Within this category, a number of
papers focus on the spread of influence through the netwagk (8, 9, 3]). These papers attempt to identify
the most influential nodes in the network. Domingos and Ritden [5] use a global, probabilistic model that
employs the joint distribution of the behavior over all thedes. Kempe et al. [9] use a diffusion process that
begins with an initial set of active nodes and uses diffevegighting schemes to determine whether or not a
neighbor should be activated. Liben-Nowell and Kleinbelrg@] [attempt to predict future interactions between
actors using the network topology. In addition, Palmer eflad] propose an efficient method for approximating
the connectivity properties of a graph.

Other work uses structural properties for both classificetind clustering. Agrawal et al. [1] use the
link structure of newsgroup social networks to classifyrusehavior within a newsgroup, specifically they
identify whether a respondent agrees with a posting. Sdaweaid Wood [16] create an email graph with edges
corresponding to sets of shared interests and present aritlay that analyzes the graph structure to cluster
users with similar interests. Their approach derives aiafieation subgraph from the relationship clusters.

Graph sampling and compression is also a relevant, actge @rstudy. As we saw in section 5, random
sampling did not generally lead to good prediction resultsis finding agrees with that of Airoldi and Carley
[2]. They find that pure network topologies are sensitiveatwlom sampling. As mentioned earlier, graphs have
been compressed using different local network measureg\[dimilar approach is to use frequently occurring
subgraphs as proposed in [10].

There is also a related line of work which makes use of therg#se attributes of the entities in the
network for collective classification (e.g., [8, 18, 7]). Whpotentially applicable here as well, our focus is not
on collective classification.
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7 Conclusions

Exploring descriptive and structural pruning technigusgether is needed for compact and accurate compres-
sion of networks. In this paper we showed how to use strucproperties and descriptive attributes to prune
social networks. We began by introducing a general framledarrepresenting affiliation networks using rela-
tional algebra to formally express different network resgrgtations. We then used relational algebra expressions
to define pruning strategies based on structural propeaatidsdescriptive attributes. Finally, we demonstrated
the effectiveness of these pruning approaches on two redd \data sets. While the networks resulting from
structural pruning and descriptive pruning are quite dgtiboth are viable approaches for reducing the size of
a social network while still maintaining predictive acotyan a set of target event attributes. Both approaches
perform better than random sampling and lead to underdbidedeompressed networks that maintain (and in
some cases increase) predict power.
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Abstract

We consider the network structure and query processing lilifi@s of social communities like book-
marks and photo sharing communities such as del.icio.usabr.flA common feature of all these net-
works is that the content is generated by the users and tleat useate social links with other users.
The evolving network naturally resembles a peer-to-pestesy, where the peers correspond to users.
We consider the problem of query routing in such a peer-&r-getting where peers are collaborating
to form a distributed search engine. We have identified thresy routing paradigms: semantic routing
based on query-to-content similarities, social routingséa on friendship links within the community,
and spiritual routing based on user-to-user similaritiegls as shared interests or similar behavior. We
discuss how these techniques can be integrated into anngxster-to-peer search engine and present
a performance study on search-result quality using reatldvdata obtained from the social bookmark
community del.icio.us.

1 Introduction

Peer-to-peer (P2P) information management and searctiigaing for scalability and availability. In addition,
a P2P network would be a natural habitat for exploiting thecial wisdom” of its users. We envision a P2P
system where each user runs a peer computer (e.g., on herBpak, or even cell phone) and shares in-
formation within a large community. Each peer would be afigitiged data management system for the user’s
personal information, scholarly work, or data that the usay harvest (and cache) from Internet sources such as
news, blogs, or specialized Web portals. Each peer woutdhalge a local search engine, which could be very
powerful (e.g., using advanced NLP, machine learning, andlagies), given that it operates on the user’s rela-
tively small-sized information collection on a dedicateniputer, and could be highly customized to the user’s
individual interests and behavior. The Minerva platformealeped in our group [4] follows this paradigm; other
projects along the same lines include, for example, pSdamhAlvis [23], and BestPeers [18].

As a futuristic application scenario consider millions séts who use their mobile devices to record photos
and videos of all kinds of real-world events ranging fromibass meetings to vacation trips. Such digital-
perception information can be easily annotated with spaadidevice-generated metadata such as GPS and time

Copyright 2007 IEEE. Personal use of this material is petadit However, permission to reprint/republish this maikefor
advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
copyrighted component of this work in other works must bainbtl from the IEEE.
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coordinates. Moreover, all this data could be made acdessiba P2P network instantaneously, for search and
further annotation - so-called “social tagging” - by otheets. For example, thousands of tourists on the Forum
Romanum can immediately share their photos and annotasortbat an uninitiated tourist could immediately
receive explanations about some lesser known remains fnenamnotations of other, more knowledgeable
users. The P2P search and social-networking technologywititkerlies such a scenario would be embedded in
the application software and be virtually invisible to theleusers.

In such P2P settings, queries would first be executed lgaatithe peer where the query is issued. This
would utilize the locally available information and powdrfpersonalized search capabilities. In some settings,
this may be a local cache of annotated photos or MP3 files;harst it could be a collection of personally
relevant Web pages that have been compiled by thematiaadlyseéd crawling and subscriptions to feeds. If
the local search does not return satisfactory results, ¢lee ghould consider forwarding the query to a small
number of judiciously chosen other peers. This step towentlaborative search is known as theery routing
decision. It should consider both the expected benefits tafiibg better information from other peers and the
communication and execution costs of involving these peéhe literature on P2P information retrieval and
other forms of distributed IR contains many proposals farguouting strategies; see, e.g., [25, 14, 16, 22, 30,
5, 26, 3].

The routing decision is usually driven by various forms oéqgmmputed (and incrementally maintained)
routing indices, peer-content synopses, or distributegttbries, which in turn can influence the topology of the
P2P overlay network leading to so-called semantic overéaworks (SONs) [11, 31, 2, 21, 12, 1].

In the current paper, we do not make any assumptions abaunfrastructure or the overlay topology, and
rather assume that the query routing decision has all tieengtion about other peers that it needs and chooses
peers solely by benefit/cost considerations. We will diardghe cost aspects for this paper and focus on the
much less explored benefit issues.

We investigate three broad families of strategies:

e Semantic query routingrhe peers to which a query is forwarded are chosen basecanritent similar-
ity between the query and the data held by the candidate targest f@we the corresponding peer synopses).

e Social query routing The target peers are chosen basedarial relationshipdike the explicitly listed
friends of the query initiator or peers that belong to thesaxplicit groups.

e Spiritual query routing The target peers are chosen basedbemavioral affinitysuch as high overlap in
tag usage, bookmarked pages, or commenting and ratingtactitais aims to capture “brothers in spirit”,
hence the name.

We refer to the first family as “semantic” as the content corigpa could take into account metadata (e.qg.,
schema mappings), ontology-based similarities, and @bpects that go beyond purely syntactic or statistical
measures. For simplicity, the current paper considers keyyvord queries (referring to text terms or user-
provided tags) and consequently uses simple measures-efyl&y statistical similarity, but the approach could
be enriched and generalized. The second and the third agppaoa closely related and could be easily confused.
We refer to “social search” when explicit friendship or atlsecial-networking relations are used, and we refer
to “spiritual search” when considering users’ tagging, bnarking, rating, and other behaviors.

This paper discusses how these three approaches can ben a2 query routing, and how effective they
are for delivering high-quality results. As we consider\eyd queries, we will use IR quality measures like
precision and recall. We also present hybrid strategigsctirabine elements from both semantic and social or
semantic and spiritual search. The rest of the paper is meghias follows. Section 2 briefly reviews the state
of the art on P2P information search and its relation to $o&avorks. Section 3 presents the Minerva system
architecture, which is our testbed and serves as a repatisendf the general architectures to which our work
applies. Section 4 introduces our query routing strateigigaore detail. Section 5 presents an experimental
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comparison of different strategies, using data extraateh the popular social-tagging sitiel.icio.us Section
6 points out lessons learned and future work.

2 Related Work

One of the fundamental functionalities that a P2P inforomasystem must provide is to identify the most
“appropriate” peers for a particular query, i.e., thoserpdieat are expected to locally hold high-quality results
for the query. This task is commonly referred to as queryingutsometimes also as resource or collection
selection. We stress that query routing is more challentiiag it may appear at first sight: the set of peers to be
contacted is not simply the set of all peers that store ratevalex data. Such a set could contain a very large
number of peers and contacting all of them would be prokiitiVhile there exist a number of approaches for
query routing in the literature on distributed IR — e.g., AQ®, GIOSS [16], and methods based on statistical
language models [34] — these were typically designed foahlastand rather small set of collections (e.g., in
the context of metasearch engines). These techniquedyassilime that the document collections are disjoint,
which is a rather unrealistic assumption in P2P systemsewtier peers are compiling their content (e.g., by
crawling the Web) at their discretion. In [5, 27] we have wegd the usage of overlap aware query routing
strategies. The proposed methods use compact data syrsyobeas Bloom filters or hash sketches to estimate
the mutual overlap between peers to avoid querying peetptbaide basically the same information, which
would waste both processing power and network resources.

The statistical summaries describing a peer are usualgnargd on a per-term basis, indicating the expected
result quality of a peer’s collection for a given term. Thisitation is considered unavoidable, as statistics on all
term pairs would incur a quadratic explosion, leading toesabh with the goal of scalability. On the other hand,
completely disregarding correlations among terms is a miajpediment: for example, consider the following
extreme scenario. Assume pegrcontains a large number of data items for each of the two termsd b
separately, but none that contains batland b together. Judging only by per-term statistics, statenefdrt
query routing approaches would reach the conclusion jghas a good candidate peer for the qudry, b},
whereas the actual result set would be empty. In [26, 6], vesgt a routing method that uses multi-key
statistics to improve the query routing performance. Wepgpse the usage of a distributed query-log analysis
to discover frequently co-occurring keys (terms) that amedidates for being considered as additional keys in
the distributed directory. To decrease the directory l@aglintroduce a pruning technique to avoid considering
unnecessary key-sets.

Social networks have recently emerged in P2P systems tessldeveral issues such as improving content
discovery [13, 8, 19], reducing latency and speeding up dlmeds [32, 38, 35], and designing trust models
[24, 17]. In the following, we briefly present some approactmvards P2P search.

Pouwelse et al. [32] propose Tribler, a social-based P2Rayven top of BitTorrent. It connects peers based
on their similar “tastes” instead of considering similaesil Thus, peers exploit their social links and invoke the
help of their friends to improve content discovery and daadl cost. Similarly, Fast et al. [13] propose using
user interests to build social groups in a P2P network. Usegng the same type of files are connected to each
other even though their contents do not overlap. The maihajdhis approach is to capture important aspects
of download behavior by connecting peers to the potent@ligers of their required files.

Other social P2P networks are based on peer request trageerAises request relationships to other peers
to construct social links to them. Sripanidkulchai et ab][Bnplement a performance enhancement layer on top
of the flooding-based content location mechanism of Grautélach peer creates and maintains its shortcuts list
based on its request trace. Shortcuts are ranked accoasugte metrics such as the probability of providing
relevant content, latency of the path to the shortcut, alghal path bandwidth, shortcut load, etc. The work
presented by Tempich et al. [38] considers query traceseatera human social network. It defines a query
routing strategy in which peers observe which queries areessfully answered by other peers and remember
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Figure 1: Metadata Dissemination, Query Routing, and Q&smBcution in Minerva.

these peers in future query routing decisions.

Borch et al. [8] present a social P2P search infrastructurielwgroups peers based on the similarity of
their keyword searches. The authors describe differeniicapipn scenarios including distributed bookmark
sharing in which users create bookmarks, describe theng tesgs, and share them with friends and colleagues.
The basic idea is to send queries to peers likely to haveeistiag resources. Khambatti et al. [19] introduce
the notion of peer communities that consist of active paemsived in sharing, communicating, and promoting
common interests. These communities are self-organizgmgulistributed formation and discovery algorithms.

3 Minerva

We have developed a P2P Web search engine coined Minereaseel as open source and available under
http://www.minerva-project.otg We envision a network of peers, each with a local index anadcal lquery
processor, that are crawling the Web independently, fomgka, to harvest blogs or scientific publications
according to the user’s thematic profile. Minerva maintansietadata directory that is layered on top of a
distributed hash table (DHT) [36, 33]. It holds very compagjgregated summaries of the peers’ local indexes
and only to the extent that the individual peers are willingdisclose. A query initiator selects a few most
promising peers based on their published per-term sums)axig., by executing a distributed tépalgorithm

like [10, 28]. Subsequently, it forwards the complete querthe selected peers which execute the query locally.
This query execution does not involve a distributed toguery execution since each peer maintains a full-
fledged local index with all information necessary to exedine query locally. Finally, the results from the
various peers are combined at the querying peer into a sieglst list.

Figure 1 illustrates the Minerva approach. First, every peblishes per-term summarigost3 of its local
index to the directory. The DHT (and its replication meclsam)i determines the peer(s) currently responsible
for this term. This peer (or these peers in the case of réitamaintains &eerListof all postings for this
term from across the network. Posts contain contact infoomabout the peer who posted a summary together
with statistics to calculate IR-style measures for a term. (éhe size of the inverted list for the term, the average
score for the term’s inverted list entries, or other st@dtmeasures). These statistics are used to support the
query routing decision, i.e., determining the most pronggeers for a query.

Minerva facilitates easy integration of new query routihgtggies, like the ones proposed in this paper. For
instance, users’ bookmarks can be crawled and indexed,handt¢rms can then be posted to the distributed
metadata directory. Similarly, tags used to describe tlukinarks can be stored in the directory. This supports
semantic query routing. For the social and spiritual quenting, the Minerva framework can be extended by
keeping, at each peer, a list of peers that are related diyheocial relationship or behavioral affinity. Note that
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these lists tend to be very small, relative to the size of #tevark; so the approach scales up well.

In the spirit of social tagging communities, users can miyaad arbitrary attribute-value annotations by
a single mouse click. For example, users might rate Web pagbbkgs with annotations such eating=5.
Additional annotations may be automatically generatechftbe content, such asuthor=weikumor confer-
ence=ICDE These annotations are also indexed and become part ofrdwtaty; so users can explicitly query
for documents withrating=5 and also combine such conditions with query keywords.

4 Query Routing in Social P2P Networks

4.1 Semantic Query Routing

The peers to which a query is forwarded are chosen based @omibent similaritybetween the query and the
data held by the candidate target peers (or the corresppmaiar synopses). The query is represented by its
keywords -termsin IR jargon —; the data of a peer can be represented by itsterrits tags or a combination
of both. With each term and each tag we can also associate p@oemputed frequency statistics, e.g., how
often a term or tag has been used by a given peer and how oftausitd in the overall P2P network. Following
query-routing terminology, we refer to the total frequenfyag or term¢ at peerp; as thedocument frequency
df;(t); this is the number of bookmarked pagegjis collection that contain or are tagged with term/tag
Semantic query routing estimates the benefit for differantaates based on the sum of document frequen-
cies for the query terms (as determined by the best entoestie term- or tag-specific directory entries fetched
via DHT lookups), and chooses the highest-ranked peersdingdo this measure. Alternatively, one could also
employ more sophisticated methods such as CORI [9] that irsaddition to the document frequency, several
dampening and smoothing techniques partially based onatirennof collection frequencies, i.e., the number of
peers that have bookmarked pages that contains a partieutar

4.2 Social Query Routing

The target peers are chosen basedacial relationships We assume that there is an explitiendsrelation
among peers, and we choose target peers for forwarding & igsered at peep; to be the “best” friends of
p;, provided the degree of friendships are quantified (e.gedh@n the frequency of interactions between peers
in the recent past). If there is no quantitative measurerfendiship strength, then we simply choose a random
subset of friends when we want to limit the number of targetrgeor all friends when there is no limit.

4.3 Spiritual Query Routing

The target peers are chosen basedeinavioral affinitysuch as high overlap in tag usage, bookmarked pages
[7], or commenting and rating activity. We could use an infation-theoretic measure, the Kullback-Leibler
divergence (relative entropy) [20], on the tag frequencstriiutions of a peer’s bookmarked pages (possibly
combined with rating information), and would quantify thegarity for each pair of peers. We can then use
such a similarity measure to cluster peers that are sglsitase to each other. A simpler approach with the
same intention considers the overlap in the bookmarkedspageng peers. This can be efficiently computed in
a P2P environment using distributed algorithms on compauipses like Bloom filters [5, 27]. Spiritual query
routing for a query initiated at pegf then chooses the peesswith the highest estimateeberiap(p;, p;).

4.4 Hybrid Strategies

All the aforementioned routing strategies can be combiméa fiybrid methods. Here we outline only some
straightforward approaches and leave more sophisticatedbioations for future work. The goal of peer selec-
tion is to identify the topk peers for a particular query. A hybrid approach would selegteers with strategy
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S; so that) ", k; = k. The choice of the singlg; values is a nontrivial problem (cf. [29]). A simple approach
would, for example, usg; = ks, ... and a round-robin selection.

Combining the social routing strategy with a spiritual ingtstrategy would, for instance, decrease the risk
of obtaining mediocre results when the query does not fit Wighfriends’ thematic interests in a purely social
routing strategy.

4.5 Orthogonal Issues

Besides the aforementioned query routing concepts thatafimd promising peers for a particular information
need, an overlap-aware technique [5, 27] can be employdirtmate redundancy in the query evaluation. For
instance, it does not make sense to query both peers A and & ikmown that both have (almost) the same
information or A's collection is a subset of B’s collection.

5 Experiments

5.1 Data Collection

We have crawled parts of del.icioluith a total of13, 515 users4, 582, 773 bookmarks, and52, 306 friend-
ship connections. In addition, we have actually crawled iadéxed the actual HTML pages where the book-
marks point to, giving us the possibility to execute botimtdrased and tag-based queries.

Each peer in our experiments corresponds to exactly one Tiserocal collection of a peer consists of the
bookmarked pages, including their actual contents, andsbeprovided tags for each page.

5.2 Queries

For the workload we needed realistic queries and their &gsmt with specific users. Query logs with this kind
of information are not publicly available. Therefore, wengeated queries based on the users’ tags in a way that
the queries reflect the user interests. For a particulanuseonsider those tags that frequently co-occur for the
same bookmarks.

More precisely, to generate the benchmark queries, wediestified the tog users in terms of bookmark-
set cardinalities. Then we considered those tag pairs taeg used together at leastimes and not more than
1 times by the selected users. The first constraint is needelihimate rare tag pairs. The second constraint is
used to eliminate tag pairs that have a stopword characterodr experiments we choge= 5, ( = 200, and

1 = 900. Using this technique we identified 24 queries with two taggh as “music media”, “web design”,
“mac apple”, and “tech reference”.

5.3 Quality Measures

There are no standard queries and no relevance assessnalaisia for the pages bookmarked in del.icio.us.
We consider two different approaches for defining some natio‘ground truth”: a hypothesized ideal search
result to which our strategies can be compared.

(i) As a first approach, we use pages bookmarked by the quergtamitas ground truth. Consider a multi-
keyword queryQ = q1,q2, ..., ¢m. The query initiator retrieves the tdppages from each of the peers
selected during the query routing phase. Then, to estirhatguality of the retrieved pages, the initiator
compares the obtained results with the pages she has bda@dremd tagged with tags, ¢, ..., ¢.n. The
rationale behind this evaluation is that the fact that a hesrbookmarked a page can be interpreted as
relevance judgment.

http://del.icio.us
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(7¢) As an alternative approach, which is independent of theyqumtiator, we consider all pages that are
bookmarked in the system and tagged (by some user) withaljtlery keywords as relevant. The goal
for the query execution then is to maximize the number oflte$tom this pool of relevant pages.

For the first approach, the “relevance judgments” highlyetielon the query initiator. Thus, we have to
select as query initiators “power users” with a sufficieilgge number of bookmarks. We first select a query
by choosing a frequent tag pair. Then we rank peers that haeast50 friends according to the number of
bookmarks that are tagged with the chosen pair. For eacly §uer, keyword pair) we consider the tépeers
as query initiators, i.e., we execute the same query fivesttogemove the influence of an accidentally bad
choice for one of the initiators.

The second approach allows for relevance assessment thdésendent of the query initiator, whereas the
first approach depends on the choice of the query initiatowever, the social and the spiritual routing strategies
depend on the query initiator anyway, as, for instance, \@k&g a query related to pop music on a peer that is
primarily interested in soccer would not return good reshit design.

Once a peer receives an incoming query request, it execaeguery locally and returrall bookmarked
pages that aréaggedwith the keywords in the query. In a real-world system one ldidty to return only
the top#4 results by some meaningful ranking. However, as we deal pgtisonalized search here, it is not
straightforward to apply a standard scoring model. Theegfwe let peers return all bookmarked pages that
match the query.

The same situation occurs when we merge the result listedby the queried peers: as there is no widely
agreed merging strategy, we assess the quality of the uhitie oeturned results.

5.4 Strategies under Comparison

For multi-keyword queries of the for@ = {t1,..,t,,} we evaluate the retrieval quality, measured by recall
(relative to the ground truth explained in the previous saben), of the following strategies:

e Semantic Routing based on TagsWe rank peers according to the sum of document frequenagesthe
score of a peep; is given by}, dfi(t) wheredf;(t) is the number of bookmarks in pegfs collection
that are tagged with, cf. Section 4.1.

e Semantic Routing based on Terms:We rank peers according to the sum of document frequencies,
similar to the tag based semantic routing, but here we cengiims instead of tags.

e Social Routing: We let the query initiator send the query to the top friendesetthe friends are ranked
according to the number of bookmarks they have.

e Spiritual Routing: For spiritual closeness we consider the overlap in the beoks

e Hybrid between Semantic and Spiritual Routing: This hybrid strategy combines the routing results
(peer rankings) obtained from the semantic and spiritualimg strategies in a round-robin manner, ig-
noring duplicates.

e Hybrid between Semantic and Social Routing:This is a combination of the semantic and the social
routing results using a round-robin selection processrigg duplicates.

e Hybrid between Spiritual and Social Routing: This is a combination of the spiritual and the social
routing results using a round-robin selection procesrigg duplicates.
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5.5 Experimental Results

Figure 2 shows the average recall for the benchmark withqueries (24 distinct queries, each issued by 5
different peers) when considering the query initiatorslkmarks as the ground truth. The semantic routing
strategy is the clear winner. The spiritual routing stratpgrforms reasonably well but cannot reach the per-
formance of the semantic routing strategy. For instancearwasking 10 peers, the semantic routing strategy
achieves a recall of nearli6% whereas the spiritual strategy achieves approximaitlyrecall. The social
routing strategy performs worse than all other strated@sesprisingly, the term-based semantic routing strategy
performs poorly. This is probably due to the particular nainf the queries that have been created based on the
most popular tags as many tags are not “appropriate” searaist Examples are “Task Organizing” tags [15]
like “toread” or “jobsearch”. [15] gives a nice overview dretdifferent functions that tags can have.

The relative order of the hybrid strategies follows thathaf pure strategies: the semantic-spiritual strategy
is the best hybrid strategy, followed by the semantic-da&trategy, and the spiritual-social strategy performs
worst but still better than the purely social strategy.

Figure 3 shows similar results for the second choice of gitdwnth with bookmarked pages that are tagged
with the query words as relevant. The results confirmed owlirfgs from the first experiment; so no further
discussion is needed here.
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Figure 2. Average Recall: considering the query ini-Figure 3:  Average Recall: considering all
tiator's bookmarks that match the query tags as relebookmarks that match the query tags as rele-
vant. vant.

6 Lessons Learned and Future Work

Our experiments have shown that the semantic routing gtestéhat use per-tag peer summaries are superior to
all other strategies. The social routing strategy perfarvery poorly in our experiments, and it is disappointing
to see that it provided hardly any relevant results.

To understand this poor performance we have analyzed thterdooverlap among peers that are related
by friendship connections. For each user, we have calcllgite overlap between her bookmarks and the
bookmarks from her friends. It turned out that the overlapugprisingly small: considering only users that
have at least one friend, the mean value is about 7%, i.¢ohthle peers share less than 7% of their bookmarks
with their neighbors. The minimum overlap observed was 0d3he first and third quartiles were 2.8% and
14.5%, respectively. Theses low numbers partially explarbad performance of the social routing strategy. In
our experiments, for half of the users, a recall of at most Mald/be obtained if we had asked all their friends.
Since we limited the number of friends queried to 10, theiobthrecall was even lower.
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We believe that this phenomenon is due to the particularausddhe friend relationships in del.icio.us.

It seems that users establish a new friendship connecti@an e bookmarks tagged by the new friend are
considered as interesting, and then the user does not gar®esnabout tagging the same pages. This interesting
feature of such networks may need further exploration.

Note that the social routing strategy does not require aogajlinformation like the semantic strategy and
the spiritual strategy. The semantic strategy needs algiaéyaping from tags (or terms) to per-peer summaries
that cause some maintenance cost (to update the DHT-basetbdy). The spiritual routing strategy requires
continuous peer meetings to learn about thematically gheses, although these information exchanges could
probably be piggybacked on messages that are sent anywaghati bf user queries.

Our intention in this paper was to outline our framework femsntic, social, and spiritual query routing,
identify technical issues, and shed some light into the dxmmantal behavior of these P2P routing strategies
within social networks. Our findings clearly dampen the mjim about social networks being able to boost
search result quality in a P2P network. More traditionaltentzoriented strategies were found to be way supe-
rior. However, our observations and insights are cleargliminary at this point, and should stimulate further
research in this area.
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Data Engineering deals with the use of engineering techniques and methodologies in the design, development and assessment of
information systems for different computing platforms and application environments.

The 24th IEEE International Conference on Data Engineering will continue in its tradition of being a premier forum for
presentation of research results and advanced data-intensive applications and discussion of issues on data and knowledge
engineering. The mission of the conference is to share research solutions to problems of today's information society and to identify
new issues and directions for future research and development work. ICDE 2008 invites research submissions on all topics related
to data engineering, including but notlimited to those listed below:

Data Integration, Interoperability and Metadata
Ubiquitous Data Management and Mobile Databases
Query Processing, Query Optimization

Data Structures and Data Management Algorithms

Data Privacy and Security

Data Mining Algorithms

Data Mining Systems, Data Warehousing,

OLAP and Architectures

Distributed, Parallel, Peer to Peer Databases

XML Data Processing, Filtering, Routing and Algorithms

XML and Relational Query Languages, Mappings and Engines
Web Search and Deep Web

Databases for Science

Internet Grids, Web Services, Web 2.0 and Mashups

Data Streams

Sensor Networks

Temporal and Multimedia DBs, Algorithms & Data Structures
Spatial and High Dimensional DBs, Algorithms & Data Structures
Systems, Platforms, Middleware, Applications & Experiences
Database System Internals, Performance & Self-tuning

IMPORTANT DATES
Research and Industrial papers

Abstract deadline:
Submission deadline:

June 22, 2007
June 27, 2007

Panel, Demo and Seminar proposals

Submission deadline:
October 12, 2007

Notification:

June 27, 2007

Workshop proposals

Submission deadline:

Notification:

AWARDS
An award will be given to the best paper. A separate award
will be given to the best student paper. Papers eligible for
this award must have a (graduate or undergraduate) student
listed as the first and contact author, and the majority of the
authors must be students. Such submissions must be
marked as student papers at the time of submission.

INDUSTRIAL PROGRAM

The conference will include an industrial track covering
innovative commercial implementations or applications of

database or information management technology, and
experience in applying recent research advances to practical

situations. Papers should describe innovative
implementations, new approaches to fundamental

challenges (such as very large scale or semantic complexity),

novel features in information management products, or
major technical improvements to the state-of-the-practice.

PANELS
Panel proposals are expected to address new, exciting, and
controversial issues. They should be provocative,
informative, and entertaining. Panel proposals must include
an abstract, an outline of the panel format, and relevant
information about the proposed panelists.

June 27, 2007
August 1, 2007

DEMONSTRATIONS
Proposals for research prototype demonstration should
focus on developments in the area of data and knowledge
engineering, showing new technological advances in
applying database systems or innovative data
management/processing techniques. Papers should give
a short description of the demonstrated system, explain
what is going to be demonstrated, and state the
significance of the contribution to database technology,
applications or techniques.

ADVANCED TECHNOLOGY SEMINARS
Seminar proposals must include an abstract, an outline, a
description of the target audience, duration (1.5 or 3 hours),
and a short bio of the presenter(s).

WORKSHOPS
We solicit proposals for workshops related to the
conference topics. Proposals for workshops should
stress how they intend to provide more insight into the
proposed topics with respect to the main conference.
Workshop duration can be 1 day (April 7 or April 12) or
1.5 days (the afternoon of April 11 and all day April 12).
All workshops will benefit from the
registration process of ICDE 2008.

SUBMISSION INFORMATION
Papers must be prepared in the 8/5"x11" IEEE camera-ready format and, by specifying the right track,
submitted electronically at https://msrcemt.research.microsoft.com/ICDE2008. All accepted
papers will appear in the proceedings published by the IEEE Computer Society.

For more information, visit WwWW . 1cde2008.or g
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