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Letter from the Editor-in-Chief

Executive Committee of the TCDE

The inside front cover of this issue of the Bulletin includesthe new Executive Committee of the IEEE Technical
Committee on Data Engineering, the sponsoring organization within the IEEE for database activities, including
the Bulletin and the ICDE Conference. Matters pertaining tothe TCDE should be addressed to Paul Larson, the
TCDE Chair.

Workshop on Self-Managing Database Systems

The current issue contains a report on the second Workshop onSelf-Managing Database Systems, sponsored by
the Workgroup on Self-Managing Data, a workgroup of the IEEETechnical Committee on Data Engineering.
This workgroup was formed less than two years ago and has already sponsored two workshops and had an issue
of the Bulletin devoted to the topic. Self-managing database systems is a subject of keen industrial interest as
users focus on reducing total cost of ownership (TCO) for their data processing systems. The workshop report
on page three captures some of the real excitement in this area.

The Current Issue

The current issue of the Bulletin is on the topic of data management issues in social sciences. Computers and the
internet are having a striking impact of the lives of not onlytechnical communities but on communities of what
might be called ”ordinary” users. Web sites cater to social interaction, becoming places to ”meet”, socialize, post
videos, etc. Web search enables people distributed physically over much of the earth’s surface to find likeminded
individuals who share their interests. This is has become a really dramatic phenomenon.

The database community brings to bear on social science issues technologies that it has developed over the
years for managing business data. But the social sciences require new ways of looking at and ”massaging” data.
This has led to ideas and constructs such as social and affiliation networks, new search paradigms, and new ways
to organize systems to support these technologies. We can see this social phenomenon changing in real time,
and hence it presents a moving target, as social scientists struggle to keep up with what is happening.

I want to thank issue editor Nick Koudas (and Dimitris Tsirogiannis who provided editorial assistence), who
has brought together in the current issue a sampling of the substantial amount of work going on in the social
sciences by folks who are in or close to the database community. There is real excitement in this area, including
industrial excitement as companies try to figure out the bestway to attract users to their web site– which is one
key to attracting advertisers. The business model for the web is now pretty clearly advertisement based, so you
can expect this kind of ”social science” work to remain an important area for many years to come.

David Lomet
Microsoft Corporation
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Report on the Second International Workshop on Self-Managing
Database Systems (SMDB 2007)

Anastassia Ailamaki Surajit Chaudhuri Sam Lightstone
Carnegie Mellon University Microsoft Research IBM Software Development

natassa@cmu.edu surajitc@microsoft.com Laboratory
light@ca.ibm.com

Guy Lohman Pat Martin Ken Salem
IBM Almaden Research Center Queen’s University Universityof Waterloo

lohman@almaden.ibm.com martin@cs.queensu.ca kmsalem@uwaterloo.ca

Gerhard Weikum
Max-Planck Institut fr Informatik

weikum@mpi-sb.mpg.de

1 Introduction

Information management systems are growing rapidly in scale and complexity, while skilled database adminis-
trators are becoming rarer and more expensive. Increasingly, the total cost of ownership of information manage-
ment systems is dominated by the cost of people, rather than hardware or software costs. This economic dynamic
dictates that information systems of the future be more automated and simpler to use, with most administration
tasks transparent to the user.

Autonomic, or self-managing, systems are a promising approach to achieving the goal of systems that are
increasingly automated and easier to use. The aim of the workshop was to provide a forum for researchers from
both industry and academia to present and discuss ideas related to self-managing database systems.

SMDB 2007 was the first event organized by the newIEEE Computer Society Data Engineering Work-
group on Self-Managing Database Systems(http : //db.uwaterloo.ca/tcde − smdb/). The workgroup,
which was founded in October 2005, is intended to foster research aimed at enabling information management
systems to manage themselves seamlessly, thereby reducingthe cost of deployment and administration.

2 Workshop Overview

The workshop was held in Istanbul, Turkey on Monday April 16,2007 prior to the start of the International
Conference on Data Engineering. The workshop’s program committee consisted of the members of the SMDB
workgroup executive committee plus four other well-known researchers in the area. SMDB 2007 received 19
submissions and each paper was reviewed by 3 program committee members. 11 papers were accepted to the
workshop, resulting in an acceptance rate of 58%. In an effort to make the workshop as inclusive as possible 4

Copyright 2007 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering
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submissions were accepted as poster papers and were given a shorter presentation time in the workshop. The
average attendance at the workshop during the day was 32 participants.

3 Technical Program

The technical program was organized into four sessions: principles and overviews; self-healing; self-optimizing
and poster papers. Links to the talks and papers can be found at the workshop Web page
(http : //db.uwaterloo.ca/tcde − smdb/SMDB2007P rogram.html).

The first session on principles and overviews included threeresearch papers highlighting key research issues
in self-managing database systems. Soror et al. [1] considered the impact that the trend to virtualization will have
on tuning database management systems (DBMSs). They presented a formalization of the resource allocation
problem in this environment and discussed an approach to cost modeling that employs a query optimizer with
a ”what-if” mode. Lightstone et al. [2] argued for a greater use of control theory in self-managing database
systems and presented examples in IBM’s DB2 where it was usedeffectively to control utility throttling and self-
managing memory. They found the main advantages of control theory are its stability and its ability to handle
noise. Chen et al. [3] observed that the currently availablecoarse-grained resource provisioning solutions
do not necessarily make effective use of the available resources. They proposed a fine-grained approach that
uses outlier detection to pinpoint sources of overload problems and then migrates these queries. The fourth
paper in the session, by Bowman et al. [4], provided an overview of the self-management features of SQL-
Anywhere from Sybase iAnywhere. SQL-Anywhere is designed to be deployed as an embedded DBMS within
zero-administration environments.

The second session, which was on self-healing, included twopapers. Cook et al. [5] defined the general
problem of supporting self-healing in database-centric multi-tier services and outlined a research agenda for
solving the problem. They specifically identified performance availability problems as reasonable targets for
self-healing and supported an approach based on robust learning algorithms. Modani et al. [6] described an
approach to automated diagnosis in which symptoms of a new problem are matched to a database of symptoms
of previously diagnosed problems. They exploited the fact that function call stacks can serve as symptoms of a
class of problems and proposed algorithms for effectively matching call stack patterns.

The third session of the workshop included four papers on self-tuning. Papadomanolakis and Ailamaki [7]
observed that existing index selection tools rely on heuristics that are hard to analyze. They proposed a model for
index selection based on integer linear programming that offers higher solution quality, efficiency and scalability
without sacrificing any of the precision offered by existingindex selection tools. Sattler et al. [8] examined a
different aspect of the index selection problem. They proposed an approach that continuously collects statistics
for recommended indexes and performs on-the-fly index generation during query processing using new query
plan operators IndexBuildScan and SwitchPlan. Schnaitteret al. [9] also considered an aspect of automatic index
selection, namely the selection of indexes as the workload on a DBMS shifts characteristics. They described
COLT, which is a novel framework that continuously monitorsthe workload of a database system and enriches
the existing physical design with a set of effective indices. Qin et al. [10] looked to improve the cost models
employed by query optimizers by improving the accuracies ofI/O cost estimates of database access methods.
They presented an adaptive black box statistical cost estimation method.

The fourth session of the workshop included four poster papers on a variety of topics in the area of self-
managing database systems. The poster papers were each given a shorter presentation time than the regular
papers. Niu et al. [11] described an approach to automatically adapting DBMS workloads such that service
level objectives of the various applications are met. Duchateau et al. [12] presented an automatic schema
matching approach. They specifically focused on a B-tree index structure to improve the performance of the
matching algorithm. Teisanu et al. [13] outlined the problem of designing effective workload management and
provided a formal definition that supports the further development of algorithms and architectures for effective
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on-line database tuning strategies. Lang et al. [14] described a caching algorithm for scans on buffer pools that
keeps track of ongoing scans and the state of each scan. They showed that this approach could achieve improved
buffer pool hit rates.

4 Summary

The Second Workshop on Self-Managing Database Systems was very successful. The high quality of the papers
and the discussions generated during the workshop are strong indicators of the vitality and growing importance
of the area of self-managing information management systems.

The Workgroup on Self-Managing Database Systems looks forward to organizing the third edition of the
workshop along with ICDE 2008 in Cancun. They seek to encourage a wider range of submissions and a
broader participation by academics and industrial partners in the area.
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Letter from the Special Issue Editor

The field of social network analysis has been an active research area in social sciences for a long time. In the last
couple of years primarily via the manifestation of social networks of large scale through web applications the
field has enjoyed active research participation from multiple communities. Recent applications such as social
networking sites (MySpace, LinkedIn, Facebook, to name a few), media sharing and collaboration sites (e.g.,
Flickr, YouTube), blog applications (e.g., Blogger, LiveJournal, NotePad) gave rise to structured and adhoc
social networks of massive scale. Social scientists, physicists, computer scientists and engineers are trying to
study and understand the properties of these networks and the challenges they pose.

Distinguishing characteristics of these networks to thosestudied before is their massive scale and their
dynamic nature. Such characteristics pose certain challenges to handle the data volume and their dynamics and
need to be carefully understood. Moreover, they enable new applications and raise research challenges both at
the modeling and algorithmic level. Data management has a lot to offer in terms of addressing such challenges.

The purpose of this volume is twofold. First, to collect and present works that highlight some of the research
challenges lying ahead that our community started to address. Towards this end we have collected articles listing
challenges in information management in a social networks context (articles by AnHai Doan et. al., and Amer-
Yahia et. al.) as well as articles demonstrating interesting problems and techniques resulting from the structure
implicit in such networks (articles by Singh and Getoor and Bender et. al.,). The article by Adar and Re presents
an interesting connection between problems in the social networking area and the recent work on probabilistic
data management. The second purpose of this volume is to bring the perspective of social scientists that have
been working on social network analysis to the table. The article by Bernie Hogan provides a brief overview to
social network analysis from the social sciences perspective and presents the data management problems part of
this community faces when dealing with social networks of large scale.

The research challenges lying ahead are important and likely to become more significant as the web evolves
to a global dynamic and interactive collective. It is important to remember that we are not into this alone, other
communities are contributing to this effort and we need to foster interaction among communities and exchange
of research ideas. I sincerely hope that this volume contributes towards this direction.

I wish to thank Mr. Dimitris Tsirogiannis from the University of Toronto for editorial assistance with this
volume.

Nick Koudas
University of Toronto

Toronto, Canada
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Using Information Networks to Study Social Behavior:
An Appraisal

Bernie Hogan

Abstract

Social network analysis investigates relationships between people and information created by people.
The field is presently in flux due to the increasing amount of available data and the concomitant interest
in networks across many disciplines. This article reviews some of the recent advances in the field, such
as p* modeling and community detection algorithms alongside some of the societal transitions that
facilitate these advances. The latter third of the article raises some issues for data engineers to consider
given the state of the field. These issues focus mainly on querying and managing large and complex
datasets, such as those commonly found through online scraping.

1 Introduction

1.1 Social Networks and Digital Traces

This is a particularly exciting time to be a social network researcher; advances both within social network
analysis and within society at large are making our work increasingly relevant. To be clear, by social networks
we refer to associations between humans, or information created by humans. Presently, widespread use of
information and communication technologies (ICTs) such asemail, social software and cell phones have made
possible the creation, distribution and aggregation of these relationships on an entirely different scale. But as we
broaden our reach and seek ever more sophisticated answers within this paradigm, it is clear that we cannot do it
alone. Quite frankly, there is much work to do and a substantial chunk of this work can get very technical, very
fast. This article presents a brief overview of social network analysis as a field, where it is heading given current
advances in the field, and where it may head as social scientists forge stronger links with computer scientists.
As Gray and Szalay [1] note about science in general, there isnow a data avalanche in the social sciences, and
despite much of our previous expectations, we have indeed become data rich.

The use of digital media means that information can be copiedand aggregated for analysis with very little
extra work on the part of the respondent. Prior to the proliferation of digital media, gathering data about relations
between ties was a long and expensive affair. Most data was self-reported, meaning an interviewer had to ask
each respondent in turn. Not only did this place practical limits on the size of populations, but it introduced
methodological issues of recall bias and concordance [2][3]1. Some researchers have persuasively argued that
individuals are good at recalling trends over time [4], but this is still not as robust as passive traces.

Copyright 2007 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering

1Concordance refers to the extent to which two individuals will report a relationship of similar strength or frequency.
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Digital traces are particularly significant artifacts for researchers. With email, for example, we are not left
with empty postmarked envelopes or a caller ID from a telephone call - we are left with the names, dates, content
and recipients. And because this interaction is digital, there is virtually no marginal cost in making a perfect
replica of the messages for analysis. This level of fidelity and efficiency means that studies of social activity
can (and have) scaled from previous ’huge’ data sets of a thousand people, to a data set of millions of messages.
The consequence of this is to shift the burden from the practicality of collecting the data to the practicality of
managing it.

These digital traces are probably more significant for social network studies than traditional social science
methods. This is because much network analysis does not dealwith sampling very well. The absence of a few
key ties could completely alter the profile of a network [5][6]. While the probability that one would miss a
key tie is low, their absence is significant. This confined network analysis to small whole groups, such as an
office team or corporate board (with cases numbering from 10 up to a few hundred) or samples of ’personal
networks’ where a person reports on theperceivedties between friends and family. Now, however, complete
social networks such as the world wide web, or massive corporate communication networks are available. Even
snowball sampling, which in face-to-face methods is costlyand slow, can now be done simply by following
hyperlinks from MySpace pages or a weblog (blog).

We can now scrape company inboxes and map the entire communication network for a large scale firm
[7], plot links between ideologically charged blog discussions [8], or even map the entire email network for
a university domain [9]. Asking all of the participants for this information directly is still possible, but non-
obtrusive measures are so comprehensive and often efficientthat many researchers start with trace data rather
than consider it mere supplement. This situation has brought with it the usual issues about data quality (i.e. how
do we capture this data, what data is worth keeping and what should be discarded), but social scientists deal
with people, not star clusters or genetic maps. This leads toa host of additional questions that we are only now
learning how to ask with trace data, let alone answer. Issuesof data aggregation, privacy, contamination (e.g.
the ”Hawthorne Effect”2), partial/incomplete data sources and ethical approval are relevant when dealing with
human subjects. Moreover, many of these issues are located at the database level, where strict policies (such as
one-way salted hashing of names) come into play and represent compromises between researchers and subjects.
Finally, there are complex ontological issues that must be addressed - is a Facebook friend really an important
friend [11]? What sort of additional data must be captured todistinguish ’friendsters’ from friends?

The remaining bulk of this article will present an overview of various advances in social network analysis,
and exogenous advances that affect social network analysis. Throughout, issues of data management will either
be in focus, or at least in the peripheral vision. Before concluding, I will also introduce some recent practical
issues at the nexus of data engineering and social science methodologies.

2 A brief history of social network analysis

2.1 Early years

As a paradigm, network analysis began to mature in the 1970s.In 1969, Stanley Milgram published his Small
World experiment, demonstrating the now colloquial ”six degrees of separation”[12]. In 1973, Mark Granovetter
published the landmark ”The Strength of Weak Ties” which showed empirically and theoretically how the logic
of relationship formation led to clusters of individuals with common knowledge and important ’weak tie’ links
between these clusters [13]. As he showed, job searchers aremost successful not by looking to their strong ties
(who have similar information as the searcher) but to their weak ties who link to other pockets of information.
This decade also saw the first major personal network studies[14][15], an early, but definitive, statement on

2This effect refers to any situation where a general stimulusalters the subject’s behavior. It is particularly problematic because it is
not a specific stimulus that creates a change, but mere attention[10]
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network metrics [16], and the formation of two journals (Social Networks and Connections) and an academic
society (The International Network of Social Network Analysts). The following two decades saw explosive
growth in the number of studies that either alluded to or directly employed network analysis. This includes work
on the interconnectedness of corporate boards[19], the core discussion networks of Americans [20], the logic of
diffusion,whether it’s the diffusion of the latest music format or the spread of a new disease[21],and even the
social structure of nation states [22].

2.2 The last decade

Increasing computational power and the dawn of the Internetushered in the second major shift in network think-
ing. By this point, physicists, biologists, and information scientists started contributing to a larger paradigm of
’network science’. Massive data sets could be gathered and analyzed in reasonable time frames, leading to maps
and insights not only about a schoolyard or a few hundred personal networks, but about the billions of nodes
on the World Wide Web. This era produced advances which I willcategorize in three sections: Endogenous
advances - namely those advances coming from the field of social network analysis proper, parallel advances -
those coming from related fields and scientific endeavors andexogenous advances - those coming from society
outside academia but having a significant effect on the field.

3 Endogenous advances

As was mentioned above, up until recent years, network analysis has traditionally been concerned with relatively
small data sets or sampled populations. For example, numerous tutorials have been given on ”Krackhart’s High
tech managers”, a study of a whole network with a mere 21 respondents (see [23][24]). These specialized pop-
ulations have led to analytic tools for such small networks.In general, the techniques either focus on relations,
positions or motifs.

3.1 Relations

Relations are perhaps the most intuitive concept in social network analysis. Simply stated, these are methods for
describing the importance of direct links between nodes in the network. These generally fall into two categories:
examinations of the most prominent individuals and examinations of subgroups or communities of individuals.
For measures of prominence, most research continues to use classic centrality measures (degree, closeness and
betweenness centrality), even though two of them are computationally expensive. Specifically, betweenness
centrality and closeness centrality both look for the shortest path between two nodes [16]. Since the creation of
these measures a few other notable measures have cropped up for evaluating the prominence of an individual.
These include eigenvector centrality which weights a nodescentrality score by the score of one’s neighbors
(thus one might be considered central not because they have many ties, but ties to popular people) [17]. While
not a social network method, Google’s PageRank is similar toEigenvector centrality except it doesn’t require
complete information about the network [18]. Recent advances in this area have paid more attention to the
robustness of these measures under varying conditions, than to the elaboration of new measures [5][22][6].

The relational analysis of subgroups is a field of active research. Here one looks at the ties between nodes
to come up with subgroups or ’communities’. Early sociological work looked at the analysis of cliques (or
complete subgraphs) whereas computer science solutions examined network flows. Questions about automatic
detection of community structure are becoming increasingly relevant, as sites seek to categorize the structure of
their users. In recent years, methods have moved beyond various max-flow min-cut solutions towards methods
based on expected density and edge betweenness [25][26].

8



Figure 1: Example network - represented as a sociogram and a matrix. The right hand side shows the reduced
matrix as a result of blocking the network.

3.2 Positions

Positions are a more lateral concept, stemming primarily from the work of Harrison White and his contempo-
raries in the early 1970s. If relations are concerned aboutwhoone is connected to, then positions are concerned
with how individuals are connected. For example, the world system has a core-periphery structure, with most
international finance moving through a few key cities. Thosecities on the periphery might not be connected to
each other, but they might be connected to the main cities in the same manner - hence they have similar positions
in the system of global trade. Two nodes are considered structurally equivalent if they are connected to the same
specific nodes in the same way. Two nodes are considered to be regularly equivalent if they are connected to any
nodes in the same way. Partitioning a network into equivalent sets is referred to blockmodeling [27].

Figure 1 shows how nodes A and B are connected in equivalent ways, as are nodes D and E. Once the graph
is partitioned using a blockmodeling algorithm, one can reduce the graph to its clusters, as is seen in the right-
hand side of figure 1. To note, when you reduce a graph to its clusters you can have self-loops as nodes within
each cluster can link to other nodes in that cluster.

As a technique, blockmodeling has a number of distinct strengths. Most particularly, this technique can
find clusters of relationships which might otherwise be hidden. Community detection algorithms generally base
their insights on higher connectivity within a subgraph than between subgraphs. Blocks, by contrast focus on
the pattern of connectivity rather than the prevalence of connections. One non-sociological example of this is
the work of Broder et al. [28] in characterizing the web basedon positions (this includes a strongly connected
core, an in-group, an out-group, tendrils, tubes and islands).

The last decade has seen two major improvements in blockmodeling. The first is generalized blockmodeling,
enabling partitions of smaller, more precise block types, counts of ’errors’ for fitting models and predefined block
structures based on attribute data[29]. The second is stochastic blockmodeling which compares a partition to
partitions from similar networks to attain a probabilisticgoodness-of-fit statistic [30]. In both cases, there are
still a number of open questions. One is how to interpret partitions of massive networks, when it is unclear
what will constitute an optimally fitting partition. The second is what to do with various edge types. When we
consider an edge valued as 1 or 0, partitioning is straightforward, but blocking on data that is signed (positive,
neutral or negative ties), sequential or weighted is still very experimental.

3.3 Motifs / Configurations

Motifs are small easily defined network structures which canbe combined to create larger networks [31]. In
social network analysis these are generally called configurations and represented in p* / Exponential Random
Graph models [32]. There are only 3 dyadic configurations between two nodes (a symmetric tie, an asymmetric
tie and no tie), but numerous configurations between the sixteen possible triadic motifs[33][30]. There are
numerous theoretical reasons to believe that these configurations can be interpreted meaningfully, and that their
distribution can inform the processes of tie formation and decay that characterize network dynamics [34].

Exponential Random Graph models refer to a family of probability distributions used to assess the like-
lihood of a particular network configurations appearing by chance. Testing these models is often done using
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either Maximum Pseudolikelihood Estimation or Monte CarloMarkov Chain Maximum Likelihood Estimation.
While the former is far more efficient, it is often too conservative with standard errors and certain distributions
and therefore should only be considered a proximate tool (Wasserman and Robins 2005). The latter is so com-
putationally expensive that some models may not converge after days of iterations. Nevertheless, a robust model
can illustrate quite clearly the relative importance of certain micro structures (such as 2-stars) on the emergent
macro structures. Some of the most significant open problemsin this area are related to the optimization of
these methods and the use of robust estimation techniques. Because of the complexity of these dependency
structures (e.g. requiring so many triads or four-cycles),and the fact that many of these problems appear to be
NP-complete, advances in both computational algorithms and storage are welcome additions to the field.

4 Parallel Advances

4.1 Physicists, Biologists and Computer Scientists, Oh My!

Presently, there are far more individuals working in network data than social scientists and mathematicians.
Biologists, physicists, are computer scientists are amongthe many disciplines that are finding network research
particularly relevant to many of their research questions.Take the web, for example. It was created by humans
and its linking structure is the result of many individual decisions. Yet, physicists have been characterizing the
structure of the web as an emerging from many small decisions. In this vein, Watts and Strogatz showed that
Milgram’s small worlds (which they formally characterizedas networks with high clustering and short paths
between actors) could be found in movie actor networks and neural structures alike [35]. Through an analysis
of virtually the entire World Wide Web, Barabasi and Albert [36] illustrated a major class of networks known
as ”scale-free networks”, which have been subsequently found in traffic patterns, DNA and online participation
[37]. All of these scale-free networks are based on the incredibly straightforward logic of preferential attach-
ment: as a network grows, nodes with more links are likely to attract even more links, thus creating massive
asymmetries between the few nodes with many links and the many nodes with few.

Biologists are finding that the human genome is an incrediblyefficient means of encoding the data necessary
for life. Genes do not work like on-off switches for direct effects, but work in combination, such that if two or
more genes are present there is a particular phenotypical expression, but without all of them, there is none. This
will have great consequences in the understanding of genetic diseases, as certain diseases depend on particular
genes - but - other parts of the genome also depend on these focal genes.

As is probably evident to this audience, the use of network models in computer science has led to a number
of very efficient solutions to problems. The 500-pound gorilla in the room is no doubt Google, who have used
PageRank (and certainly a modified version thereof) to make search results more credible. Google succeeded as
many people found their solution more useful than other patterns based on keywords or categories.

4.2 Visualization

Network researchers can find their data represented by numerous talented information visualization specialists.
This task can become very technical very quickly, as people seek to represent an underlying structure merely by
calculating parts of it in different ways. The Fructerman-Rheingold force directed algorithm gives the classic
’network-ish’ aesthetic, leading to insights about subgroups and clusters. By superimposing email networks over
a company hierarchy (and measuring the overlap accordingly), Adamic and Adar show how the communication
network conforms to the company hierarchy [7]. Representing mainly the dyads and the temporal structure
(rather than the network structure) can also be insightful.Viegas and Smith’s newsgroup crowds visualization
enables one to interpret long-term patterns of reciprocityin chat forums [38]. But perhaps the most striking as
of late is Boyack’s representation of the ’Web of Science’. By analyzing co-citation patterns in ISI’s Citation
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Index, he has shown how disciplines as diverse as Organic Chemistry, Sociology and Computer Science are all
part of an interconnected, but intelligible web of knowledge [39].

5 Exogenous advances

5.1 Advent of the internet

Perhaps the most obvious, and significant, recent change is the advent of the internet. By allowing us to com-
municate with digital bits, communication gets encoded merely through its use. That is to say, data sets start
creating themselves not because the sociologist asked for them, but because they are part of the maintenance of
an internet-oriented communication.

Even something as passive as shopping is grist for the sociological / computational mill. Krebs has been an-
nually producing a series of network diagrams based on the purchasing habits of U.S. liberals and conservatives
using only the Amazon API and his inFlow network software.3

5.2 Computational power

Both the visualization of networks and the calculation of structural metrics can be a time intensive process.
Some important metrics , like betweenness, have only been reduced toO(n2) time, while others are evenO(n3).
Alternative metrics (such as PageRank) help, but they are not a direct substitute given the theoretically mean-
ingful nature of many of the metrics. With advances in computational power, we are beginning to play with our
data instead of very rigidly and deductively grinding out a specific set of metrics.

One attempt to leverage this computational power is the ongoing NetWorkBench Cyberinfrastructures project
at the University of Indiana4. This project is halfway between an algorithm repository and a web services frame-
work for piping large data sets to a central supercomputer for processing.

5.3 Cultural changes

The world at large is becoming more responsive to social network analysis. There are numerous reasons for
this. They include the presentation of clever and visually appealing maps [39], the advent of social software
(which explicitly requires an individual to demarcate and maintain their network), and the inclusion of network
ideas in common vernacular (”six degrees of separation”). As is the case with most sciences, there is still quite
a disjuncture between scientific knowledge and lay understanding, but in this field people often ’get it’, and
network literacy is, I would surmise, increasing.

One interesting halfway point between rigorous scientific network knowledge and lay understanding is the
new phenomenon of data mash-ups. Network data can be piped and displayed using Yahoo Pipes, IBM’s Many
Eyes and a host of small java applications. Insights from these simple interfaces may not be the most profound,
but they stimulate discussion, and perhaps more importantly raise general network literacy. It is also the case
that the interfaces for these tools represent significant improvements over scripting and they may pave the way
to more interactive live data analysis in the future.

3http://www.orgnet.com/divided.html
4http://nwb.slis.indiana.edu/
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6 A cohesive programme of network science

6.1 Interdisciplinary collaboration

It is not too much to suggest that there is a emerging cohesiveprogramme of network science, which has many
foundations in sociology, but is by no means limited to it. There is presently no professional organization, but
NetSci, the International Conference in Network Science isemerging as an interdisciplinary complement to the
established social science-oriented International Sunbelt Social Networks Conference. Within this paradigm,
the social scientists will most likely use their particularskill sets to frame questions, develop valid research
designs and interpret figures reflexively. However, it is unlikely that many will graduate with the technical
prowess necessary to implement a rich programme of network science. To complete this programme, we need to
employ the aid of others with knowledge of unsupervised learning techniques, relational databases and scripting
languages. Dealing with this data is becoming easier through the use of APIs. Most online social forums now
have at least a basic mechanism for querying data. This includes sites like Yahoo, Google, Digg and Facebook.
The big challenge for sociologists now is to bridge the gap between these lists of data and the usual rectangular
data sets necessary for both network analysis and standard regression modeling.

6.2 Data issues within this programme

Accessing and analyzing quality data is an essential but often overlooked condition of possibility for the sorts of
analysis described above. Presently, there are few sourcesfor best practices regarding online and social network
data. As such, there are still numerous open problems in the area of data quality and retrieval. Below are a list
of particular issues that I suggest will become increasingly relevant.

Thresholding: How strong does a tie have to be for the relationship to be meaningful? Thresholding is the
process of limiting ties between nodes to those that fulfill aspecific threshold of activity. In an email network,
one might consider a threshold of 6 messages between individuals in two months as sufficient to assume there
is a ’strong tie’. While all authors agree that there is a needto somehow filter out irrelevant mail and spam from
the analysis of network data, the specific scope conditions vary from project to project. By using a reciprocal
threshold (i.e. a minimum of one message between two correspondents) one can ensure that there is at least
some communication - but beyond that is a methodological ”noman’s land”. The same can be said for links on
web pages, replies in bulletin boards, calls on a cell phone,etc... Of course, one can keep all ties in the data
set no matter how trivial, but then many models of diffusion,influence and community structure might not give
answers that are particularly meaningful.

Algorithms for weighted graphs: Thresholding could partly be ameliorated with better algorithms for weighted
graphs. There is some work on centrality algorithms for weighted graphs, but the field is still quite unsettled.
Interpretations of these algorithms remain at the statistical, and not the substantive, level. One large challenge is
the presence of exponential distributions for most measures - there’s always a handful who either communicate
more frequently, post more often, search more books, etc.

Robust formats for storing large rich data sets: Network analysis has as many data formats as there are
programs (if not more). One of the emerging standards is GraphML. However, like all XML files, it contains
a significant amount of supplementary text. For massive datasets this additional text scales linearly with an
increase in nodes or edges leaving files many times larger than they need to be. Alternative formats such as
Pajek are very lightweight but do not do as good a job of ensuring that certain data are associated with particular
nodes or edges. Designing a halfway point between the austerity of Pajek and the clarity of GraphML with the
ability to conveniently append data, particularly time sensitive data, will be a great improvement.

Better methods for slicing data (particularly temporal slices): Cleaning data is generally an unpleasant
experience. For the expert programmer, the SQL queries can be tedious, and for the scripting-challenged, it is
down right arduous. Presently, it is done by filtering the interactions which are then processed into networks,
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not by slicing the networks themselves (that is to say, they are sliced in SQL first, then exported to a network
analysis package and then analyzed). A robust object model that maintains a sense of links over time should
be able to dynamically slice the network without requiring the researcher to rebuild the network after every
slice. Such techniques will enable more efficient sensitivity analyses for thresholds as well as facilitate more
exploratory analysis of temporally-oriented network data(such as changes on Wikipedia).

Social network-oriented support in APIs: Support for networks is implicit in numerous APIs. However, this
can be leveraged even more successfully (and reduce the number of queries to a site) by anticipating network
data. For example, presently if one wishes to capture ”Joe’s” network on facebook the steps are unnecessary
clumsy. First, the program reads all of Joe’s ties as a list. To find out who on Joe’s list have befriended each
other, the program has to then go to (almost) every other list, and compare these lists. By providing an option to
query for mutual ties, one can reduce this querying from all of the friend lists of all of Joe’s friends to a single
list of user-user pairs. This puts an additional processingburden on the server, but it is a simple query for the
server, rather than a series of steps for the user (and it reduces data and bandwidth).

People and relations as first class objects: Some frameworks will allow people to be considered first class
objects. This allows individuals to be sorted, indexed and have numerous attributes, all of which are easily
accessible through the program. However, a significantly harder technical challenge is to design a framework or
language that will implement relations between individuals as first-class objects. Obviously, the dependencies
between relations and people will make this challenging. But the end result will facilitate easier and perhaps
faster querying of relations as well as enable more straightforward code and perhaps even simpler algorithms. It
would certainly make network support in APIs dramatically easier to implement.

7 Conclusion

7.1 Concluding thoughts

The field of network analysis has been changing at a blistering rate. There is an influx of talented researchers
from a host of disciplines. Network analysis is being done byMacArthur fellows and at the Santa Fe institute.
It is featured in the Museum of Modern Art and on numerous blogs. It is an essential part of epidemiological
modeling and our notions of social cohesion. Underlying allof this progress is an interest in a deceptively simple
type of data that records and tracks links between entities.It has come a long way in the last half a century. With
new data sources like the World Wide Web and new tools to examine this data more efficiently, it is likely that
we will be busy for the next fifty years at least.
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Abstract

Social network analysis (SNA) has become a mature scientificfield over the last 50 years and is now
an area with massive commercial appeal and renewed researchinterest. In this paper, we argue that
new methods for collecting social nework strucuture, and the shift in scale of these networks, introduces
a greater degree of imprecision that requires rethinking onhow SNA techniques can be applied. We
discuss a new area in data management, probabilistic databases, whose main research goal is to provide
tools to manage and manipulate imprecise or uncertain data.We outline the application building blocks
necessary to build a large scale social networking application and the extent to which current research
in probabilisitc databases addresses these challenges.

1 Introduction

Though the field of Social Network Analysis (SNA) has developed over the past 50 or more years [21, WF94], it
is with the recent emergence of large-scale social networking studies and applications that techniques from this
area have received a great deal of public attention. Becausethe data encapsulated by these networks provides
the owners of a system with a mineable resource for marketing, health, communication, and other applications,
commercial developers have rushed to constructsocial network applications. Such systems generally enable
individuals to connect with old friends and colleagues and form bridges to new individuals in areas ranging
from business (e.g. Visible Path [45] and Linked In [30]) to socialization (e.g. Facebook [19] and MySpace
[42]) and to entertainment (e.g. iLike [11]). However, translating the research techniques of SNA to large scale
applications is a daunting task. With large scale comes imprecision as applications depend on a new set of
measurement instruments to collect their data and developers can no longer be completely confident that data
about individuals, or the connections between them, is accurate. For example, data collected through automated
sensors [9], anonymized communication data (e.g. e-mail headers [1]), and self-reporting/logging on Internet-
scale networks [12, 23] as a proxy for real relationships andinteractions causes some uncertainty. Furthermore,
approximation algorithms [58] intended to calculate network properties (e.g. various centrality measures) on
these increasingly large networks creates additional uncertainty. Traditionally, managing large scale datasets
has been the domain of data management research and technologies which have almost always assumed that
data is precise. In this paper we argue that the transition from research projects to commercial applications
creates a need for tools that are able to support SNA techniques and that a critical component is the ability to

Copyright 2007 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering
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manage large scale imprecision. Specifically, we make the argument that SNA data can be modeled, managed,
and mined effectively by emerging Probabilistic Databases(PDBs). Our discussion does not offer any new
implementations or algorithms for PDBs but demonstrates if, when, and how PDBs can be leveraged in the
context of SNA and related applications.

The starting point of SNA techniques is a graphical representation in which nodes—calledactors in the
SNA field—represent individuals or groups. An edge (potentially labeled) in this graphical view represents the
relationship between actors and generally indicates the possibility of information flow between them. In the
early history of SNA, this graph data was collected by survey, interview, and other observational techniques
[21, 29, WF94, 57]. While the results were potentially tainted by biased observations, missed observations,
and misreporting, the intimate involvement of the researcher (frequently, over extended periods) provided some
confidence that the data is precise. As those studying and utilizing social networks have moved to enormous
scales, they have frequently sacrificed some accuracy as careful methodologies have become increasingly diffi-
cult or impossible. Furthermore, in wild and uncontrolled environments such as the Internet, biases can develop
due to application design (e.g. default friends on MySpace)and malicious individuals (e.g. spammers building
network connections in some automated way). The result of this “noise” is the introduction of tremendous levels
of uncertainty in the data which are ill-supported by current large scale data management systems.

Probabilistic relational databases—the potential answerto these issues—have attracted renewed interest in
the data management community [8, 14, 17, 22, 47, 52, 59]. A probabilistic database works much in the same
was as a standard relational database, in which tuples (i.e.rows of data) can be stored, searched and aggregated in
various ways using SQL. The defining characteristic of a probabilistic database is that to any tuplet, a probability
is associated that indicates the probabilityt is in the database. While a standard relational database is intended to
support a precise data model (e.g. Bob lives at “121 South Street”), a probabilistic database models uncertainty
(e.g. there is 80% chance Bob lives at “121 South Street” and a20% chance he lives at “50 West Street”). The
motivating goal of this area is to provide application developers with the tools they need tomanageimprecision
while providing industrial scale performance. In this paper, we select a very simple data model calledtuple
independence, which is supported by all models in the recent literature. We refer the interested reader to work
on more sophisticated models that are capable of representing any distribution (e.g. [47, 51, 52]) and research
on models dealing with continuous data (e.g. sensor networks [8, 17]).

2 A Motivating Example

To understand the application of probabilistic databases (PDBs) in the context of social network research, we
concentrate our efforts on a fictitious diffusion model1 for music recommendations. Diffusion models are inter-
esting in that they capture a range of application areas including epidemic models (e.g. [36, 40, 43]), innovation
diffusion (e.g. [5, 10, 50, 54, 55]), and rumor and gossip propagation (e.g. [33]). Diffusion models are addi-
tionally relevant to both pure scientific discoveries aboutbasic behavioral processes (e.g. [10, 25, 41]) and ap-
plied endeavors such as expert-finding networks [2], recommender systems [32], and public health community-
building [5]. We later return to some of these applications by generalizing our example to a broader class of
diffusion models.

Our system, graphically represented in Fig. 1, has two typesof data about its users: standard actor/node
information (e.g. name, age, residing city, etc.) (Fig. 1(b)) and preference data (e.g. music preferences) in
terms of genre (Fig. 1(c)). Because we have determined the preference through a sampling methodology (e.g.
by asking individuals to indicate their like or dislike of a set of songs), we are uncertain about its true value.
This is modeled by assigning a probability to a tuple (e.g. (Kim,Country) is in Prefs with probability0.75). To
simplify our model, we assume that tuples that do not exist have a probability 0 (e.g. Alice does not like rap

1A full survey of this field is well beyond the scope of this paper. These citations represent interesting exemplars in thisspace. Some
are early, influential publications, others represent moremodern examples.
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Alice Kim

Bob

Fred

0.7

0.90.8

Name Age City 

Alice 25 Seattle 

Fred 21 Reno 

Bob 30 Seattle 

Kim 27 LA 

�  

Name Genre P 

Alice Classical 0.8 

Alice Pop 0.8 

Bob Rap 0.5 

Bob Pop 0.5 

Kim Country 0.75 

Fred Pop 0.2 

�  

SName Genre P 

A Country 0.1 

A Pop 0.5 

B Rap 0.5 

C Classical 0.8 

D Country 0.6 

�  

Name1 Name2 P 

Alice Bob 0.8 

Alice Kim 0.3 

Bob Kim 0.9 

Fred Kim 0.7 

�  

Users(Name, Age, City)

Prefs(Name, Genre, P) Songs(Name,  Genre, Probability) MusicInfuence(Name1, Name2, P)

Figure 1a

Figure 1b

Figure 1c Figure 1d Figure 1e

Figure 1: Sample Data for Social Network Integration

SELECTU.name
FROMUsers U, Prefs P, Songs S
WHEREU.name = P.name
ANDP.Genre = S.genre
ANDS.name = ‘A’

SELECTU.Name
FROMUsers U , Prefs P, Song S,
MusicInfluence M, Recommends R

WHEREU.name = P.nameANDP.Genre = S.genre
ANDM.name2 = U.nameANDM.name1 = R.from
ANDR.To = U.nameANDR.song = S.sname
ANDS.sname = ’D’

(a) (b)

Figure 2: Sample Queries

music)2. Additionally, we have a table of songs (Fig. 1(d)). It is often not clear-cut to which genre a songs
belongs, which we model by assigning a probability that a song belongs to a given genre. Given this data we can
now ask questions of the form: for song A in Songs, ”what is theprobability that a user would like A?” This is
expressed in SQL in Fig. 2(a). For example, the user Kim wouldhave probability0.75 ∗ 0.1 = 0.075 since we
have assumed all tuples are independent (note that result probabilities are always returned alongside result tuple
without the user needing to make an explicit request for those).

Consider an additional table, MusicInfluence, shown in Fig.1(e), that describes a piece of our social net-
work. To construct this table, we have assumed that users have explicitly defined their network (i.e. Alice has
indicated that she is friends with Bob), and through some experience, we have assigned a probability on each
edge indicating the likelihood that a musical recommendation from the first user will be picked up by the second
(e.g. of the previous n recommendations, k were accepted. Inour example, Alice influences Bob, with prob-
ability 0.8). We can use this table to write more interesting queries. Assuming that both Alice and Bob have
recommended song D to Kim (Fig. 3a), we can ask, “what is the probability that Kim will be affected by these
recommendations?” Intuitively, the SQL query Fig. 2(b)) issatisfied for Kim when, song D is country (0.6),
Kim likes country (0.75) and either transmission from Alice or Bob is successful (0.8 and0.9, resp.). Thus, Kim

2[4] considers a semantic which is able to account for missingdata as an ”unknown” or ”wildcard.”
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(a) Recommends(from,to,song) (b) MusicSim(name1,name2;P)

Figure 3: Sample Data for Social Network Integration

is returned with a probability value of0.6 ∗ 0.75 ∗ (1 − (1 − 0.8) ∗ (1 − 0.9)) = 0.441.
For the sake of exposition, we have simplified our example considerably; there are much more powerful

types of models are possible: e.g. we could extended table tohave the probability be given by type of music
(e.g. (name1, name2, genre, probability)) or have more complicated correlations between the tuples (e.g. using
factors[52] or BID tables [47]).

2.1 Application Building Blocks

In this section, we highlight some of the fundamental requirements of building a large scale SNA application
and discuss the extent to which probabilistic databases canhelp address these requirements.

Data Analysis One of the most (if not the most) important business aspects of a social networking site is
understanding the network. Put simply: you can not monetizewhat you do not understand. For example, in
our scenario we may be interested in distributing free concert tickets for a new artist to a small subset of users.
Since there is a cost to providing these tickets, we would like to find a small group of consumers who have a
large amount of influence, i.e. a set oftrend-settersor influencers. In the SNA world, this is a similar to a query
for nodes with a high degree-centrality measure (e.g. the number of outgoing edges is high). Since the data are
uncertain, one natural semantic is to rank users by their expected number of outgoing outgoing edges. These
are essentially probabilisticdecision supportor OLAP style queries [7, 31]. Alternatively, we may only want
to send the tickets to high value users, e.g. those with a highprobability of having more thank edges, which
has been consider in [48]. Although a large class of these queries can be handled efficiently by probabilistic
databases, adapting more sophisticated SNA algorithms is an interesting direction for future research.

Scalability Large scale social network applications have very large datasets which need to be manipulated
with good performance. Continuing our previous example, our webpage would need to issue queries such
as “which users I am most similar to?” or “which users am I mostsimilar to who live in Seattle?”. This is
daunting because the queries can combine several sources ofprobabilistic information. Sometimes, it is possible
to correctly compute probabilistic database queries directly in SQL using a new technique calledsafe plans
[14, 15, 46]. Intuitively, safe plans tell us when a probabilistic query can be computed by simply multiplying (and
summing) probabilities. However, safe are not always possible, in which case a query may require approximation
algorithms (e.g. a restricted kind of Monte Carlo simulation), which are slower but still tenable at large scales
[47]. Often we are only interested in computing the topk answers, which can allow substantial improvements
[47, 53]. Further, new research suggests that we may be able to materialize a probabilistic view which allows
complex probabilistic datasets to scale even in to the tens and hundreds of gigabytes [49]. While probabilistic
database research is still in its infancy, there are alreadytechniques to scale up to huge datasets.
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Physical and Semantic Independence In a large social network, as in any application with large numbers of
users, tuning the backend is critical and requires constanttinkering. This effort is mitigated by a property that
probabilistic databases on relational models inherit fromrelational databases,physical independence. PDBs
achieve physical independence, because all interaction takes place through a query language that does not refer-
ence the physical layout on disk. Hence, data can be partitioned and indexed independently of how they are used
by application code. Also important to sites that offer recommendations is the ability to compute, and propa-
gate, qualitatively good recommendations. Thus, an approach is untenable if changing the code that computes
the influence probability requires changing the code that displays the top ten most similar users. PDBs miti-
gates this problem because they achievesemantic independence. In particular, tuples have a clear probabilistic
semantic independently of how they are computed. A tangiblebenefit is that we can decouple the computation
of probabilities from their use in application code.

Maintainability A major problem in any large scale enterprise is maintaining, updating and debugging the
data and applications built on it. As a concrete example, if the data, on which recommendations are based,
changes (e.g. a user submits that they like new genre), the values in the relation should change as well. Also,
if the end result of the computation breaks, how do we know howto fix it? There is very promising work in
this direction based onlineage [51] in uncertain databases, which helps an administrator understand why or
how a probability value is computed. We feel that the large body of work in the AI community on explaining
a probabilistic proposition is a good starting place (e.g. [6, 35, 38], but one key remaining challenge is scaling
these techniques to large datasets.

Integration Merging social networks is interesting from a research perspective as well as a business perspec-
tive [34]. For example, consider merging the network described above and an independent friendship network
(e.g. Facebook). Intuitively, by leveraging more information the merging of two networks should provide higher
answer quality and also allows us to ask queries not answerable by either network alone. For example, suppose
we want to sell concert tickets for an intimate venue that only sells tickets in blocks of four (e.g. for tables).
We would like to know, which users have three friends with similar tastes in music and live in the same area.
To do this, we need to know both a persons friends and their taste in music, information not available in either
networks by themselves. There are many difficult problems inintegration, e.g.entity resolutionor reference
reconciliation [18, 20, 27, 61]. However, we believe a probabilistic databases provides a solid framework to
model the uncertainty of inherent in the integration process.

Handling Missing Data While we may have an explicitly defined network it is always possible that we are
missing certain important edges. This may be due to misreporting or flawed instrumentation but the outcome is
an incomplete network. The idea that edges can be inferred has been studied extensively (e.g. by [24]). For our
example we may use a simple algorithm that calculates the pairwise similarity between individuals based on the
musical preference (and potentially their neighborhood).We model the output of the matching procedure using
a probabilistic relation, which we call MusicSim. A snippetof data is shown in Fig. 3(b). A tuple in MusicSim
means that name1 and name2 are similar, with probability given by the P attribute. For example, we might find
that Alice and Bob have similar music tastes with probability 0.8, but Alice and Kim have similar music tastes
with only probability 0.3. This is a powerful idea that is simplified greatly by the use of a probabilistic database.

2.2 Beyond Music

Though we have concentrated on a specific type of diffusion network above, there are clearly many application
areas beyond music recommendation. An epidemic model, for example, may take into account susceptibility to a
certain disease based on individual features, transmission probabilities assuming repeated contacts, probabilities

19



of immunization and other complex dynamics ([44]). A corporate network may take into account hierarchical
and managerial influence on adoption of innovations. Clearly, correctly generating such models is a difficult
and time consuming task, but managing and querying this typeof imprecise information—especially in large
scales—may be aided by the use of a probabilistic database.

3 Additional Application Areas

There are many additional areas in which social network analysis and applications are starting to be utilized in
which the data is inherently imprecise. We select two of these areas that we think present particular important
and interesting and where probabilistic databases have already received some attention.

Privacy and Anonymization As the use of social network information becomes more prevalent, it is important
to recognize the privacy concerns of individuals. To understand the implications of social networks for privacy
rights, a number of researchers [3, 26] have begun to explorehow social networking data can, or can not, be
anonymized using data perturbation techniques. We believethat probabilistic databases can play an interesting
role in moving theoretical techniques of privacy-preservation (e.g. [13, 37, 39]) into large scale applications.

Homeland Security A sub-area of SNA that recently received a lot of attention isthe analysis of terrorist
networks. Here, SNA is focused on identifying “critical” individuals in the network. A report to congress
by DARPA [16] about the now defunct Genisys program, highlighted the inadequacy of standard relational
databases for the task and the need for “probabilistic database representing and dealing with uncertainty”. Inter-
estingly, the program was part of the TIA project that was defunded due to privacy concerns. However, according
to media reports essentially the same program is still funded, under the name Topsail [28, 60].

4 Conclusion

In this paper we have argued that probabilistic databases are a useful paradigm for those who want to build
social networking applications. The inherent imprecisionand uncertainty of large-scale social network analysis,
both in collection and analysis, does not need to add tremendous complexity to researchers and application
designers. Even in their nascent state, probabilistic databases have much to offer social networking analysis
and applications by handling the models, scaling, maintenance and analysis needs. Furthermore, we believe
that social networks are an important motivating application for probabilistic database research. The growth of
research and economic interest in social networking applications has generated a tremendous set of potential
consumers of probabilistic databases. We have briefly discussed a number of interesting open research and
technical problems to enable and support a wider range of social network applications. A mutually beneficial
relationship between these two communities, especially during the rapid growth in both domains, will likely
lead to many novel algorithms, techniques, and systems beyond anything we have imagined in this paper.

5 Acknowledgements

The authors would like to thank Bernie Hogan, Lada Adamic, Dan Weld, and Mike Cafarella for their comments
and discussions. Eytan Adar is funded by an ARCS and NSF Graduate Fellowship.

References
[1] L. A. Adamic and E. Adar. How to search a social network.Social Networks, 27(3):187–203, 2005.

20



[2] E. Adar, R. Lukose, C. Sengupta, J. Tyler, and N. Good. Shock: A privacy-preserving knowledge network.Informa-
tion Systems Frontiers, 5(1), 2003.

[3] L. Backstrom, C. Dwork, and J. Kleinberg. Wherefore art thou R3579X? anonymized social networks, hidden
patterns, and structural steganography. InProceedings of WWW 2007, 2007.
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Abstract

An ever-growing number of users participate in online communities such as Flickr, del.icio.us , and
YouTube , making friends and sharing content. Users come to these sites to find out about general trends
– the most popular tags, or the most recently tagged item – as well as for more specific information,
such as the recent posts of one of their friends. While these activities correspond to different user needs,
they all can be seen as the filtering of resources in communities by various search criteria. We provide a
survey of these search tasks and discuss the challenges in their efficient and effective evaluation.

1 Introduction

Online communities such as LinkedIn, Friendster, and Orkutattract millions of users who build networks of
their contacts and utilize them for social and professionalpurposes. Recently, onlinecontentsites such as
Flickr, del.icio.us, and YouTube have begun to draw large numbers of users who contribute content – photos,
urls, text and videos. They also annotate the content: tagging it with appropriate keywords, rating it, and
commenting on it. A key feature distinguishing these sites from previous content-management sites is the
effective integration of the user’s social network into theexperience of exploring and tagging content. Similarly,
some of the most popular online communities such as MySpace and Facebook encourage content-sharing as well
as contact-making. As a result, a variety of popular online communities have a rich body of data comprised of
user-contributed content, user relationships, and user ratings. We call a Web site supporting such a community
asocial contentsite.

The functionality of social content sites is based on data generated by users. Users spend their time browsing
content and using keyword search to look for interesting content, people who share their tastes, and content
posted by like-minded people. Hotlists of new/popular content, keywords, or recommendations may also be
offered to users. In all these cases, the user is presented with lists of ranked content. It is critical that the ranking
of results has the ability to leverage all the user-generated content and social connection information.

However, ranking of search results over the data on a social content site is far from trivial. First, search
needs to take into accountsocial activity. For example, if the user types “sunset” on a social photo-sharing site,
a social-aware search should account in the ranking of results the rating of the photo by users, the tags of the
photo, and potentially for each tag the status or reputationof the tagger – is this person’s own photos tagged or
endorsed? Second, search results need to bepersonalizedbased onthe user’s context. The user’s contributions
include many implicit and explicit indicators of interest –tagging, rating, and browsing activities; friendships,
and the activities of friends. While in traditional Web search onemaywish to utilize user information to enhance

Copyright 2007 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering
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Figure 1: Gardening Social Content Example

search effectiveness, in social content search this information is readily available and essential for meeting the
querier’s expectation. For example, if the user searches for “birthday party” on the same photo-sharing site, it is
reasonable to boost the rank of results from within the querier’s social circle. Finally, when displaying hotlists
of content or keywords,recencyis often an important factor, requiring dynamic incorporation of new content
in a manner similar to news search (e.g. [New]). Our first contribution is a classification of ranking factors in
social search and illustrated with examples drawn from existing social content sites.

Given a particular ranking method, the next critical issue is theefficiencywith which results can be computed.
Obviously, techniques used for Web search are scalable, andhave dealt successfully with the astronomic growth
of the traditional Web. However, it is far from obvious that social intent, personalization, and recency can be
incorporated into search without sacrificing efficiency. Wediscuss efficient and effective search in Section 3.
We conclude and discuss some future challenges in Section 4.

2 Workload and Relevance Factors

In this section, we describe therelevance factorsthat tend to be operative in social content search. We then
survey some of the functionality of existing social contentWeb sites in terms of these factors. In general, we
consider three kinds of search targets:content, hot keywords, andpeople(usually calledexpertisesearch [MA00,
KSS97]). We will use the termresourceto refer to any of these search targets.

To illustrate the issues involved in relevance computation, we consider an example fragment of a hypothetical
social-content Web site concerned with gardening, displayed in Figure 1. In this example, there are users and
two kinds of content, blog posts and comments on those posts.Users can establish links with each other, and
may assign a label to their relationship. For example, thereis such a link between Alice and Frank. Note that this
link is tagged with “black thumb”, indicating that Alice hasa low opinion of Frank’s gardening skills. Users can
tag content (dashed arrows), as Frank has tagged Document B with “flowers”. Content can also refer to other
content via hyperlinks (solid arrows). The right hand side of the figure shows examples of comments referring
to documents, with these documents referring to the three named documents, A, B and C.

Whether the user is navigating to a hotlist of resources, browsing another user page or performing a keyword
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Figure 2: YouTube Figure 3: Flickr “Birthday Party” Search

search, the goal is the same: to return a list of resources ranked by score. The score of a resource can be
informally defined using any subset of the following factors:

Text Features. When a keyword query is posed, the text associated with any content resource can be scored
using standard metrics of relevance such as TF-IDF [SM83]. For multimedia content, there is often a title and
description associated with it that can be matched against the keywords. For example, in Figure 1, Document A
has content “roses” and “flowers”, with “rose” repeated to show a high TF-IDF score.

Timeliness and Freshness.A resource may be more interesting if it is itself recently added. In the case of
content , a simple interpretation of timeliness is as the inverse of the time elapsed since it was posted. One
can also measure the timeliness via the popularity of the text associated with the resource – whether or not it is
tagged with “hot” keywords.

Incoming Links and Tags. Tags associated with resources are usually a strong indicator of meaning. The
anchor text on hyperlinks plays a role analogous to tags. We refer to either kind of link as anendorsement. Of
course, PageRank-style metrics can be used to measure transitive endorsement - we discuss a variety of different
ways such metrics can be computed and used below.

Popularity. A more subtle interpretation of timeliness may consider second-order recency or “buzz” - how
much recent tagging and linking activity has targeted a resource? For example, if the references to document A
from users on the right had been established in the last hour,A might be considered “hot”. Further, measures of
how many times an object is viewed may be incorporated in ranking.

Social Distance. A content resource can be considered “socially close” to thequerier if it is tagged by individ-
uals in the querier’s social network. For example, a restaurant tagged by an acquaintance or by a reviewer that
the querier has listed as a friend may be more interesting, since the querier may trust (or at least understand) the
recommender’s taste. Social distance can be computed by associating a score with each inter-personal link, and
using the weight of paths from the querier to some target content. In Figure 1, there is a social connection from
Alice, who might issue a query like “flowers”, to document B ofonly two links through Frank, but the initial
edge to Frank may have a low weight due to the tag. The paths from Alice to Document C are longer, but more
paths exist, and the initial weights of the edges to Mary and Bob are stronger. Such factors must be balanced
when estimating social distance.

Relevance for People. In the case a resource is a person, the documents authored by the person and the

25



Figure 4: MyWeb Humor Search Figure 5: StumbleUpon Web List

outgoing tags can be considered as indicators of the person’s interests, and thus can play a role analogous to
text features of a content resource. For example, the comment authored by Alice may serve as a indicator for
her. Inward links can also be important. For example, a person whose blog posts are well-reviewed or which are
frequently tagged with words related to gardening might be considered anexpertin the topic, and new posts by
this individual about gardening might thus receive a higherrank.

We now give examples of social search in existing sites and relate them to the relevance factors discussed
above.

Examples from Social Sites. One task is certainly keyword search. A straight keyword query can be used to
search videos in YouTube – as in Figure 2, which shows the result of the query “dixie chicks”. Clearly, ranking
should take into account text features such as title and description, along with incoming tags applied to videos
weighted by the popularity of the tags. One could envision adding a user’s social activity, e.g., to rank videos
tagged by friends higher. For blog posts, recency and popularity can be combined with text features [BK07].

Another typical task is browsing content resources – by tag,or by user. Even in browsing, ranking is
important, since a given user or tag may have a large quantityof associated contributed content. For example,
a user may browse photos related to the tag “birthday party” in Flickr, arriving at the result page shown on
Figure 3. It may well be that the user will be more satisfied with photos of recent birthday parties by friends, in
which case social distance needs to be accounted for. In somesites, that choice is left to the user - for example
MyWeb gives the choice of searching “the Web” or “my contacts” (friendship network). Figure 4, shows the
result of searching for “humor” over resources from a user’snetwork. Note that the number of views and saves
from the user’s network are overlaid with each answer.

Finally, the search may not have keywords at all. That is, content may berecommendedto the user (see,
for example, [HKTR04]). StumbleUpon recommends “hot” resources of the moment (Figure 5), with a fresh
list provided each time the page re-loads. The intention of ahotlist may be to show something popular, or to
show something that is interesting based on past user clicks. It may even be simply trying to show the querier
something in order to test the quality of an unrated content resource.

From these examples, we see clearly that the relevance factors defined in the previous section can be com-
bined in a number of useful ways to power real search functionality in modern social-content sites. In the next
section we discuss possible techniques and a number of open challenges in implementing this range of features
into effective and efficient search functionality on socialcontent sites.
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3 Search Efficiency and Effectiveness

In this section, we outline techniques applicable to ranking search results in a social-content graph.

3.1 Integrated Approach

In attempting to capture the interactions between content linking and endorsement from friends, it is natural
to treat resource endorsements, friendship links and people endorsements of content uniformly as edges in a
“social-content graph”. One such integrated approach is tomodel the relevance requirements of social content
sites by parameterizing the behavior of a “random surfer” within a social-content graph, applying variants of
PageRank [BP98] or HITS [Kle99] to compute the relevance of person or content nodes to a user’s query. We
now discuss the elements of this approach.

The Social-Content Graph An example of the directed graph that underlies this approach, called a “social-
content graph,” is shown in Figure 1, and the general form of such graphs is shown in Figure 6. A social-content
graph has two types of nodes, corresponding to people and content (text, photos, videos, etc.). Edges may have
associated text (e.g. tags). The semantics of edges in the graph depends on the type of the source and target node.
Person-to-Person edges represent endorsement, friendship, or some other social relationship. The text of the
edge may come from an explicit tag or the category of the relationship (e.g. “family”, “coworker”). The Person-
to-Content edges capture tagging, authoring, etc. Text associated with these links is derived naturally from tags.
Content-to-Content edges may be hyperlinks, or may represent threading relationships between comments. Text
associated with the link may be taken from the anchor text of the hyperlink. Finally, the Content-to-Person edges
may show authorship or reference. For example, a search engine might use named-entity recognition (see, for
example, [ZPZ04]) to identify references in picture titlesto people’s names, and establish Content-to-Person
links from the picture to the person. Examples of each type ofedge can be seen in the example of Figure 1.

Transition Probabilities We now consider how to model a “random surfer”[BP98, Kle99] traversing a social
content graph. In this framework, a surfer begins at an arbitrary node in the graph. At each step, the probability
of jumping rather than following an outgoing edge is called thedamping factor. If the user decides to jump, she
goes to any node according to itsnode weight. If the surfer follows a edge, then it picks any particular outgoing
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edge with the probability proportional to anedge weight. Modifying thenode weightbased on user preference
or on the keywords of the search leads to apersonalizedor topical PageRank computation [JW03, Hav02],
while modifying the edge and node weights together to reflectthe match of content with a query is performed in
“intelligent surfing” [RD02]. Note that thedamping factorcontrols thelocality of each “surf”.

From Probabilities to Ranking Given a social-content graph, a querier and a (possibly empty) set of keywords,
an integrated approach to relevance computation proceeds as follows. First the system assigns node and edge-
weights to be used for random surfing to nodes and edges in the social content graph. Second, the stationary
probability that a surfer arrives at each node is computed (e.g. a PageRank computation). Third, thek nodes
with the highest such probability are returned to the user.

From Relevance Factors to ProbabilitiesWe now briefly describe how each of the relevance factors discussed
in the previous section might be handled by adjusting the parameters of the computation. First,text features
can be handled by computing the query relevance of the text associated with a resource to the query terms and
settingnode weightsproportional to this relevance. To handletimeliness and freshnessas well aspopularity,
edges and node weights can be adjusted by their recency [BBVW06]. To handleincoming links and tags, the
edge-weights can be adjusted to reflect relevance of the query to the tag or other text associated with the edge
in the social-content graph (see [BWF+07]). Finally, social distanceis incorporated naturally in this model
by applying a significant fraction of the total node weight tothe querier’s node and adjusting Person-to-Person
edge weights according to the strength of the connection. While node and edge weights can be set individually,
coarser parameters will make these easier to manage. For example, it may be helpful to adjust the overall weight
of person nodes vs. content nodes for random jumps or of “friends” vs. “family” edges when following a link.

Feasibility and Performance While the integrated approach is conceptually clean and general, there are sub-
stantial feasibility and performance issues. As with all variants of PageRank, the stationary probability can
be calculated using a fix-point algorithm. But given that theprobabilities are only known at query-time, one
cannot compute this off-line. One response to this problem is to use random surfing for only a subset of the
features, relying on existing Web techniques for the remainder. For example, if one excludes hyperlink struc-
ture, one arrives at a graph that is considerably smaller than Web graphs. Thismodularapproach is discussed in
the next section. Another route is to apply recent work on accelerating dynamic PageRank [FR04, Cha07]. A
technique to address the social-distance component is to approximate [CGS04] PageRank values only for nodes
in the neighborhood of the querier. However, this approach is complicated by the fact that social graphs obey
a so-called “power-law” distribution [WS98, New00, WF94],meaning that individual neighborhoods may be
relatively large on average.

3.2 Modular Approach

The integrated approach gives the possibility of accounting for social distance in a very fine-grained way. It can
account for the propagation of authority from a socially-close user through resource hyperlinks. But it certainly
lacks modularity, since it cannot exploit the components already developed for Web search, particularly in the
area of content and page-quality scoring.

A more modular but coarser approach is to consider each factor (or a subset of the factors) in isolation,
coming up with separate rankings that are averaged to get onefinal score. Consider a case where a resource
is content, the query-relevance could be done by traditional TF-IDF scoring of the content, and the resource
endorsements could be ranked via PageRank or some other linkanalysis method. This does not eliminate the
issue of incorporating social distance, but it does reduce it to two main components. The first is calculating
a social endorsement score, which should average the impactof query-matching tags from friends in a user’s
network; The second issue is the overall combination problem, which should result in a single score formed
by combining component scores over the various dimensions e.g., by taking a weighted average. The second
problem revolves around the choice of weights, which we discuss in Section 3.4.
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The gain in modularity in this approach is counter-balancedby a possible loss in effectiveness, since each
factor is now considered in isolation. Consider a page resource that is not itself tagged by many in the user’s
community, but which is linked to many pages that are tagged by many in the community: such a resource might
score low both in link-quality and tagging quality, although it is likely to be quite relevant.

3.3 Computing Social Endorsement

To see the daunting efficiency issues that remain in the calculation of the social endorsement score, consider a
simple example where the query is a keyword search and the social endorsement score of a resource is computed
as the number of times friends of the querier have tagged the resource with query-matching tags. One must
consider two related issues here: what sort of indexing structure is available for the tagging information, and
the query evaluation algorithm. The most natural approach is to organize data in inverted lists by tag, in direct
analogy with what is done for terms in a standard IR setting. Each entry in the list records a resource identifier
and also its list of taggers.

Given a query, the score of a resource could be computed as thenumber of its taggers who are friends of
the querier, or as the sum of all the people in its connected component, weighted by social distance. We can
thus see the social endorsement score as another instance ofcombining the rankings of different lists, where the
“combining” here requires revising the scores in each list based on personalization. The difference from standard
rank combination problems (see e.g. [Fag02]) is that exactly which users in the list contribute to the score is
dependent on the querier. Standard algorithms for combining scores rely on the sorting of the inverted lists by
static upper-bound scores. This is the case, for example, inthe family of Threshold Algorithms [Fag02]. In the
case of personalized scoring, it is not clear what kind of upper-bound could be used – a global (e.g., querier-
independent) upper-bound would be too coarse since it overlooks the difference in behavior between users. A
possible solution is to devise an adaptive algorithm that discovers friendships and resource endorsements during
query evaluation and uses them to refine upper-bounds.

3.4 Refining Scores by Clustering

The social endorsement described in the previous section takes as given the fact that the score of a resource
for a given query should depend upon the tagging activity of the members of a querier’s explicitly-recognized
community. The integrated approach allows the score to depend transitively on the impact of tagging, friendship
links, resource hyperlinks, and resource content matching, but is still based on the notion of community given
by explicit friendship information. One may be interested in using derived notions of affinity between users,
creating either links between users or clusters of users based on common behavior. Derived links can be used
as a substitute for explicit links in either an integrated ormodular approach. User clusters can also play a
role in gaining effectiveness by getting more personalizedversions of algorithm parameters. In the integrated
approach, this would mean replacing the various global damping parameters with multiple per-cluster weights.
User clusters would also naturally fit in a modular approach,replacing the social-endorsement score by a per-
cluster or per-term/cluster endorsement score for each resource. The definition of user clusters would help refine
score upper-bounds. Since a querier only belongs to one cluster, the refined upper-bound of the cluster can be
used for more effective pruning than a single score upper-bound per resource. The question of how many user
clusters should be defined remains open.

Due to the large number of features of users, a possible approach to deriving user clusters is via machine
learning. In this setting, training data corresponds to labeled resources that can be either inferred from click
logs [XZC+04] or requested explicitly from users. The idea would be to cluster users based on their click
behavior or on their explicit feedback on ranked results.

A promising aspect of a machine-learning approach is that itcan exploit the feedback mechanisms already
present in these sites to generate a significant amount of high-quality training data. We can easily imagine
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allowing end-users to evaluate rankings at query time. Thiswould be particularly appealing to users in the
context of online communities, due to their already-activeparticipation in evaluating content. In particular, by
making it ”easy” for users to mark a resource as good or bad, the user is only one click a way from providing
that information, per resource. This is already enabled, ina limited way, by some systems such as the thumbs
up/thumbs down feature in StumbleUpon [stu].

4 Conclusion

Social-content websites depend fundamentally on search functionality for their core value proposition. In this
paper, we have outlined the relevance factors that must be combined for effective social-content search. We
have presented anintegrated approachin which any subset of these relevance factors can be mapped into a
“random surfer” model and relevance calculated with a PageRank computation. In the face of feasibility and
performance challenges with this technique, we have discussed the difficulties faced in adapting more traditional
relevance computation techniques to the requirements of social-content search. The development of efficient
search techniques capable of effective search in this domain is an important problem, just starting to be addressed
by recent work [SBBW07, BWF+07, Cha07].

One challenge to such research is evaluating quality. Accepted standards of search quality typically involve
carefully annotated example sets [tre, ine]. Providing theassessments on which these metrics are based is a
tedious task, but one which is nevertheless necessary. Unfortunately, this task is even more difficult to implement
in the context of personalized search in social content sites. To our knowledge, there is still no principled
way to evaluate the quality of proposed relevance algorithms for search involving personalization or social
distance. Research papers such as [SBBW07, BWF+07] rely on manual assessments done by individuals (e.g.,
paper authors and students). An important issue is how to compare quality of social ranking techniques across
applications and research groups.

In the context of actual systems, however, there is a great potential for users to provide feedback to the
system, since expressing opinions on topics of interest maybe, along with finding interesting content, a key
motivation for users visiting social content sites. One avenue to explore is the incorporation of techniques and
interfaces built for collaborative filtering (see, for example, [HKTR04, KSS97]) to collect feedback from users,
and thus evolve and tune relevance functions over time. A keyissue in this process is how toclusterusers to
efficiently predict preferences across a variety of topics and content types.
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Abstract

In Cimple, a joint project between Wisconsin and Yahoo! Research, we are building systems that man-
age information for online communities. In this paper we discuss the fundamental roles users play in
such systems, then the difficult user-centric research challenges raised by these roles, with respect to
contributing to the system, accessing and using it, and leveraging the social interaction of users.

1 Introduction

In numerous online communities (e.g., those of database researchers, movie fans, and biologists) members often
want to discover, query, and monitor relevant community information. Community information management
systems(or CIM systemsfor short) aim to address such information needs [13]. First-generation CIM systems
fall roughly into two classes: message boards and structured portals. In message-board systems (e.g., Usenet,
Yahoo! Groups, DBworld), users exchange messages on activetopics and the history of these messages provides
a searchable repository of community knowledge. In contrast, portal systems include most enthusiast Web sites
(e.g.,shakespeare-online.com) and provide structured contents. While some portals (e.g.Citeseer [16]) have
successfully presented automatically crawled content to users, most portal sites are maintained by a few system
builders.

In Cimple, a joint project between Wisconsin and Yahoo! Research, we are developing techniques to build
next-generation CIM systems [13]. Our first goal is to support collaborative contribution and managementof
a wide range of content (e.g., text, structured data, images). Our second goal is to minimize the information
gathering load on community members by integratingcrawled Web content. For example, in theDBLife pro-
totype (see [12] and http://dblife.cs.wisc.edu), built asa part of theCimple project, information of use to the
database research community is crawled on a nightly basis. The challenge then is to integrate this data with the
community-contributed text and structured data, while keeping quality high.

Several current projects are similar toCimple in spirit, or share many of the goals. Examples include Im-
pliance, MAFIA, and Avatar projects at IBM Almaden [8, 15, 23], BlogScope at the University of Toronto
[7], BlogoCenter at UCLA [1], Dataspaces and PayGo at Google[19, 27], SHARQ and ORCHESTRA at the
University of Pennsylvania [32, 9], Libra at MSR-Asia [28],related efforts at the University of Washington,
MSR-Redmond [11, 17], Siemens Research [33], and many others (e.g., [6, 25], see also [14]). A key com-
monality underlying many of these projects is theactive and diverse rolesusers play in building and using the
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systems. Consequently, we believe that for these emerging “Web 2.0” projects, it is important to discuss which
fundamental roles users play, and what user-centric challenges these roles entail.

In this paper we contribute to this broader discussion, drawing from our initial experience inCimple. We be-
gin by observing that CIM users often play three fundamentalroles:active contributors, information explorers,
andsocial players. First, CIM users often act as active contributors, editingand supplying the system with data,
code, and domain knowledge. Second, CIM users often have ill-defined information needs (e.g., find interesting
relationships betweenX andY ), or have precise information needs but do not know how to express them in
structured query formats, or are too “lazy” to express them.Consequently, they often behave as information
explorers. Finally, CIM users operate in a social context, in that they often interact with other users in the same
community and that the CIM data captures many of such interactions.

We then discuss the user-centric challenges raised by the above observations. We consider in particular three
key challenges: (1) how to make it easy for users to contribute data, code, and knowledge to the system, (2) how
can users easily access and query the system, and move seamlessly from one query mode to another, and (3)
how to motivate users to interact more, then capture and exploit such interactions. Finally, we discussreputation
management, explanation, andundo, capabilities that we believe are critical to address the above challenges.

2 The Fundamental Roles of CIM Users

We now briefly describe CIM systems, then the roles their users play. To build a CIM system, such as the one
for the database research community, a builder (who is a community expert) deploys an initial generic system
and supplies it with a set of relevant data sources (e.g., researcher homepages, DBworld mailing list, conference
pages, etc.). The system then proceeds in three main steps [13]:

• Crawl, extract, and integrate the data: The system crawls the sources at regular intervals to obtaindata
pages, then extracts mentions of relevant entities from thepages. Example mentions include people names
(e.g., “Jim Gray” and “J. N. Gray”), conference names, and paper titles. Next, it integrates these mentions
into entities, and discovers relationships among them (e.g., “Jim Gray gave a talk at SIGMOD-04”), thus
transforming the raw data into an entity-relationship (ER)data graph.

• Provide user services over the data:Next, the system provides a variety of user services over theER
data graph. For example, the system may create for each user entity X a superhomepagewhich contains
all information aboutX that the system finds from the raw community data. Other example services
include browsing, keyword and structured querying, and monitoring.

• Mass collaboration: Finally, the system solicits and leverages the feedback of community users to further
improve and evolve. For example, the system may publish eachuser superhomepage (as described earlier)
in wiki format, then allow users to correct and add information. A user may also suggest a new data source
for the system to crawl. As yet another example, if the systeminfers bothX andY to be PC chairs of
SIGMOD-04, a user may flag these inferences as incorrect, andsupply the domain constraint that each
SIGMOD conference has just one PC chair.

TheCimple project [13] (see also http://www.cs.wisc.edu/˜ anhai/projects/cimple) describes CIMS in more de-
tails. Within this project, to validate and drive CIMS research, we have also been buildingDBLife, a prototype
system that manages the data of the database research community (see [12] and http://dblife.cs.wisc.edu). For
CIM systems, we observe the following user roles.

Active Contributors: CIM users often want to contribute data, code, and knowledgeto the system. InDBLife,
for example, users sent us URLs of new data sources, voted on whether a picture claimed to represent a person
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X is truly X, and inquired about supplying new codes for keyword search,mention disambiguation, among
others.

User willingness to contribute of course has been observed in numerous Web 2.0 efforts. The amount
of contribution has also been observed to follow a Zipfian distribution: a relatively small percentage of users
contribute very actively, followed by a long tail of users who contribute little or nothing (e.g., see [5]). Our initial
experience suggests that this will also hold for CIMS. Consequently, we roughly divide human participants of a
CIM system into three categories: (a)builders: a small, perhaps 1-3 person, team which deploys and maintains
the hardware and software (analogous to the DBA of an RDBMS),(b) editors: a core of perhaps 10-20 highly
motivated persons who actively contribute to the system, and (c) users: the rest of the community. When there
is no ambiguity, we use “users” to refer to all three categories.

While users are willing to contribute in many Web 2.0 efforts, as noted above,in CIM contexts it is par-
ticularly important that they do so. This is because, by nature, CIM data comes from multiple heterogeneous
sources. They are often incomplete, only partially correct, and semantically ambiguous. Hence, it is vital that
users contribute so that the data can be gradually cleaned, disambiguated, and augmented, especially in cases
where it is very difficult for systems, but relatively easy for human users to make a decision. For example, it is
very difficult for DBLife to decide that a picture ofX is indeedX, whereas it would be easy for users who know
X. As another example, a user can quickly tell the system that “Alon Halevy” and “Alon Levy” are the same
person, saving it much effort in attempting to determine so.Note that this is in sharp contrast to RDBMS set-
tings, where the data often has a closed-world well-defined semantics. Many data management settings outside
RDBMS however have semantic problems (e.g., CIM, but also schema matching, data integration, data cleaning,
dataspaces, and model management), and thus can significantly benefit from user participations.

Information Explorers: Recent work has addressed the needs of users who approach structured data sources
with vague queries, by supporting keyword queries over structured data (e.g., [4, 21, 20, 18, 31]). Similarly, CIM
users often have diverse, ill-defined information needs. Many times a CIM user does not yet know exactly what
he or she wants (e.g., knowing only that he or she wants to find something interesting on topicX). Hence, the
user will start with keyword search and browsing, in an exploratory fashion. This is especially true in scientific
data management. Eventually the user may “zoom in” on a precise information need (e.g., find all papers on
topicX thatY andZ wrote in 2004), at which point he or she may want to switch to a structured query interface.
So a major problem is how to ensure a smooth transition acrossheterogeneous query and browsing interfaces,
with minimal user effort.

Even if a CIM user starts with a precise information need, he or she often is too “lazy” to compose a
structured (e.g., SQL) query, or simply does not know how to do it. In DBLife, for example, few users appear
to be willing to take the effort to compose a structured query, or know how to compose asyntactically correct
one. This is an acute problem, because it severely limits theutility of all the structured data thatDBLife has
extracted and integrated. Consequently, finding a way to allow lay or “lazy” users to ask structured queries in
CIM contexts is very important, if we want to maximize the full utility of structured CIM data.

Social Players: CIM users operate within a community. They are often aware ofand interact with other users,
and such interactions are often captured in the data managedby a CIM system. Exploiting such data on social
interaction can often significantly improve the quality of CIMS. For example, inDBLife, interaction in form of
citations, paper review, tagging, etc. can help identify topic experts, and help improve ranking the results of
keyword searches. Hence, a key challenge is how to encouragesuch social interactions, and how to capture and
exploit them.

Finally, as we have alluded to several times, CIM users oftenvary significantly in their degree of motivation
and technical expertise. While we expect that a relatively small core of users (e.g., the builders and editors, as
described earlier) are highly motivated and technically literate, the vast majority of users will just want to use the

34



system quickly if the need arises, then “move on with their lives”. This exacerbates the user-centric challenges
facing CIM systems, as we discuss next.

3 User-Centric Research Challenges

We now discuss the user-centric challenges, focusing in particular on user contribution, user services, and social
interaction. Then we touch on reputation management, explanation, and undo, capabilities that are central to
address the above challenges.

3.1 Effective User Contribution

Since user contribution is important for CIM, but the vast majority of users are reluctant to contribute, we must
make it very easy for users to provide or modify system components. We focus on three main components: data,
code, and domain knowledge.

Data: A user should be able to supply or edit any kind of data, using whichever user interface that he or she
finds most convenient. The system then processes the data to its best ability. Example data include URL for a
new data source, raw data pages (e.g., a page listing accepted SIGMOD papers), structured data, natural text,
and tags, among others. Example user interfaces include form, GUI and wiki. OurCimple experience suggests
that wiki pages can provide a good baseline user interface, in that anything can be posted in wiki pages and can
be easily edited. For instance, ifDBLife displays user superhomepages in wiki format, then it is relatively easy
for a user to correct and add information (especially natural text). Other interfaces can excel in certain cases.
For example, a form interface is especially well suited for tagging data pieces with small text fragments.

In the above context, a major challenge is to translate user actions in an interface into actions over the
underlying data. For example, conceptually aDBLife superhomepage describes a portion of the underlying ER
data graph. Now suppose a user has revised a superhomepage (in wiki format). Then we must infer from the
revised wiki page the exact sequence of actions the user intended to do over the ER data graph (e.g., remove a
node, rename an edge, etc.). This inference is non-trivial because user edits often are ambiguous: the same edit
can be mapped into multiple possible sequences of actions over the underlying data. Another challenge is that
users often want to enter the datatogether with some context information. For example, when a user enters a
page that contains a list of names, he or she may also want to say that these are the names of persons who are on
the PC of SIGMOD-04.

Code: In practice, the code of a CIM system must often be tweaked to fine-tune the system performance. To-
day such tweaking is typically done by a small team of developers, incorporating suggestions from the members
at large, in a slow and tedious process. This process can be improved markedly if we can open up certain parts
of the code base for the multitude of members to edit.

To illustrate, consider extracting person names from the raw data pages. A common method is to start with a
dictionary of names (e.g., “David Smith”, “Michael Jones”,etc.), perturb each name to generate variations (e.g.,
“D. Smith”, “Smith, D”), then find occurrences of the variations in the raw pages. The method perturbs each
name using thesame set of generic perturbation rules. This often turns out to be insufficient. We found that
when deployed inDBLife the method often had to be tweaked. It missed for example cases where a personX
has an unusual nicknameY . Whenever this was pointed out to us byX or someone who knowsX, someone on
our development team would have to tweak the code, to add the nicknameY for X.

Clearly, allowing users to edit the code in such cases can drastically reduce the workload of the development
team. Toward this goal, first we must make it very easy for users to edit the code. But it is unlikely that we can
allow any user to edit codedirectly, as this can quickly result in corrupted code. A possible initial solution then
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is to (a) decompose the code into a sequence of tasks, (b) materialize theoutputof each task, then (c) allow users
to edit only these outputs. For example, the name extractor described above can be decomposed into a sequence
of two tasks: generating variations for each name, then finding occurrences of the variations. Thus, the name
extractor shouldmaterializethe set of variations it generates for each name, and expose these materialized sets
to the users, so that they can edit (e.g., add the nicknameY to the set forX). In general, we can identify certain
“edit points” in the code, make sure that the code “materializes” these edit points, then expose them (e.g., via a
wiki interface) to allow users to edit.

Another possible solution (to make it easy to edit code indirectly) is to definemultiple choicesat certain
points in the code. The default code always takes the defaultchoices. But users can select other choices, thereby
changing the execution flow of the code. For example, consider a module that matches person names, e.g.,
deciding if “D. Smith” and “David Smith” refer to the same person. This module may use the default choice
of always applying thesamematching methodm to all superhomepages. But it should also offer several other
matching methods, and allow users to choose a particular matching method for a particular superhomepage, if
the user so desires. Thus, while examining a superhomepageH, a user may decide to examine the code that
matches names withinH, then decide that a matching methodm′ (offered in the code) is actually more accurate
for H. Consequently, the user tells the system (perhaps via a radio-button interface) that, whenever matching
names withinH, it should use the matching methodm′ instead of the default methodm.

This last example illustrates the power of collaborative code editing in CIM settings. In such settings, the
small team that writes the initial code simply cannot examine all superhomepages to write appropriate code for
each superhomepage. But they can write the code in a way that makes it easy later for community users to adapt
the code to the peculiarities of each superhomepage.

To address malicious code editing, an initial solution is tolimit code editing to only “trusted” users (e.g.,
editors). Even in this case, distributed code editing is already very useful, as it spreads the workload over
multiple people. It is also very important to develop an undocapability, so that undesired changes to the code
can be undone easily. We discuss this capability in more details in Section 3.4.

Domain Knowledge: When a CIM user finds something incorrect, he or she often knows some domain knowl-
edge that can be used to flag it as incorrect or to fix it. For example, when a user sees that the system claims
bothA andB chair SIGMOD-04, he or she may be able to supply the knowledgethat “only one person chairs a
SIGMOD conference”. We found such cases commonly occur inDBLife. Thus, just as domain knowledge (e.g.,
integrity constraints) plays an important role in RDBMS, italso plays an important role in CIMS. Consequently,
it is important to find ways to allow users to express a broad variety of domain knowledge. The key challenge is
to make it very easy for lay users to do this.

A possible solution is to cast each piece of domain knowledgeas a constraintQ op v, whereQ is a query
template formulated in a structured language (e.g, SQL),op refers to a predefined operator (e.g., =,<, etc.), and
v is a value. The user then interacts with the system to constructQ, then selectop andv. For example, to express
the constraint “only one person chairs a SIGMOD conference”, the user constructs a templateQ that finds the
number of chairs of any given SIGMOD conference, then setsop to be=, andv to be 1. Another solution is
for the system to solicit domain knowledge from the user. Forexample, while constructing a profile of a typical
database researcher, a system may infer a constraint such as“no database researcher has published four or more
SIGMOD papers in a year”. It can then ask users to verify this constraint with answer “yes” or “no”.

3.2 Effective User Services

As discussed earlier, CIM users often have ill-defined information needs, or do not know how to formulate the
need in a structured query, or are too “lazy” to do so. Within this context, we must make it very easy for users to
access and utilize the system. We now discuss the challengesin doing so, focusing on querying, context-sensitive
services, and system access.
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Querying: A user should be able to query the system using whichever query mode he or she finds most
convenient, and should be able to switch seamlessly among them, with minimal effort. Example query interfaces
include keyword search, GUI search, and structured querying. How to query effectively in each of these modes
remains a major challenge. For example, while much work has addressed “plain-vanilla” keyword search (which
returns a ranked list of data pages), no satisfactory solution exists today that can be adapted to work effectively,
with minimal tuning, in a CIM domain. Similarly, much work has addressed keyword search over structured
data, but no consensus has emerged on the most effective solution. Furthermore, how to execute structured
queries over extracted structured data has received relatively little attention (with some exceptions [11, 22]).
This last problem is difficult because the extracted structured data is often incomplete and imprecise.

Another major challenge is how to make smooth transition from one query mode to another. To move from
a less structured query mode to a more structured one, a common solution is to interact with the user to refine
the query [23, 26]. In the Avatar project [23], for example, when a user asks a keyword query “tom phone” over
a corpus of emails, the system returns a ranked list of emailsthat contain these words. But it also provides an
opportunity for the user to move to more structured querying, by asking if the user means to find emails that
contain the phone number of Tom, or to find emails that come from Tom and contain the word “phone”. There
are often numerous possible structured-query interpretations for a keyword query. Hence a key difficulty facing
this solution is how to select only the most likely interpretations, to show the user. User modeling (e.g., [3]) may
help facilitate this selection. To move from a more structured query mode to a less structured one (e.g., when the
more structured query does not produce any result and hence must be “relaxed”, or when it cannot be executed
over a text corpus), a common solution is to “collapse” the structured query, for example, into a set of keywords
[30, 24]. The key issue is then how to select a good set of keywords.

Yet another major challenge is that once a CIM system has compiled a structured database, how can it enable
users to easily pose structured queries over the database? For example, a user may want to know the average
number of citations per paper for a particular researcherX. Clearly the system cannot expect that most users
will be able to write a structured query (e.g., in SQL) expressing this information need. A possible solution is
then for the system to interact with the user in a GUI fashion to construct a structured query.

Another possible solution is to generate form interfaces that capture the types of structured queries that
we expect users will commonly ask. This is also the preferredapproach for today RDBMS applications (e.g.,
amazon.com provides a small set of form interfaces for users to query about books). CIM users however often
have ill-defined and exploratory information needs (as discussed in Section 2). Consequently they often want to
ask a far wider and more unpredictable range of structured queries. Thus, the CIM system may have to generate
a very large number of form interfaces. Hence, for this approach to work, the system must be able to index these
interfaces, and then return the most relevant ones, given a user’s keyword query.

Context-Sensitive Services: To minimize user efforts and maximize their utilization of aCIM system, the
system should provide context-sensitive services. For example, when the user accesses a page that contains
publications, the system can consider all actions (querying, monitoring, etc.) that a user may want to do with
those publications, then offer to execute those actions. These offers can be listed, e.g., on the right side of the
page, similar to the way advertisements are displayed in search engine result pages. The key challenge here is to
decide on which services to offer that would maximize users’utilization of the system, a challenge that is akin
to deciding which advertisements to display in a search result page.

Easy Access to the System: Finally, we cannot just rely on users going to the system frontpage to ask queries
or to browse. Most users today suffer from information overload. It is likely that they will just use a major
search engine (e.g., Google, Yahoo) most of the time to search for information, an observation also made by
[26]. Hence, it is very important that we “open up” a CIM system for major search engines to crawl and index,
so that when a user asks a keyword query that can potentially be answered by the system, then the search engine
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will return a page of the system in the top few results. The keychallenges then are (a) how to maximize the
chance that search engines will place a CIM system page high in the ranked list, if by accessing that page, the
user can fulfill his or her information need, and (b) once the user has accessed the page, how to enable the user
to quickly express his or her information need, then answer it.

3.3 Encouraging, Capturing, and Exploiting Social Interactions

So far we have discussed CIM users in isolation. But a distinguishing characteristic of CIM settings is that the
users form a community: they often interact with one another, and such interactions are often captured in the
data. Hence, we should design CIM systems such that they encourage such social interactions, capture them,
and exploit them.

To encourage social interactions, CIM systems can employ a plethora of social tools such as those that allow
users to tag, blog, comment, bookmark, form mailing lists, etc. And indeed many current social networking
systems deploy such tools. The main problem is that we simplydo not know when a particular tool will work
(in that many users will use it). Hence, we foresee two major challenges. The first challenge is to develop more
social tools, on the ground that expanding the tool collection makes it more likely that users will find something
they like, and thus initiating more social interaction. Thesecond challenge is to develop a mechanism to system-
atically deploy combinations of social tools in a CIM setting, evaluate their effectiveness in encouraging user
participation, and then retain and improve the best ones.

Many CIM users also interactoutsidethe system, but traces of such interactions are often captured in the
raw data. For example, ifX appears on the PC of a workshop organized byY , then it is likely thatX andY
have exchanged emails and are sharing some common interests. Hence, another challenge is to mine such social
interactions from the raw community data. While mining social interactions is not a new topic, a distinguishing
aspect of CIM settings is the abundance oftemporal data. CIM systems crawl and archive community data
over time (e.g.,DBLife has crawled and archived the data of the database research community over the past 2.5
years). Exploiting the temporal aspect of this data may allow us to infer social interactions and their strengths
more accurately.

Once social interactions have been captured or inferred, they can be exploited for many purposes, such
as enhancing keyword search, identifying experts, finding emerging hot trends, viral marketing of ideas and
services, among others. This has been a very active area of research (e.g., see the proceedings of recent WWW,
KDD, database, and AI conferences). In CIM contexts, since feeding data into the system and querying it pose
major difficulties (as discussed in Sections 3.1 and 3.2), animportant challenge is to find out how to exploit
social interactions to address these difficulties.

3.4 The Enablers: Reputation Management, Explanation Generation, and Undo

We have discussed user contribution, user services, and social interaction. These challenges share a set of core
problems, and hence it is important that we develop effective solutions to these problems. We consider in
particular reputation management, explanation generation, and undo.

Reputation management means knowing how much to trust any userX and to manageX ’s contributions to
the CIM system. Much work has addressed reputation management (e.g., [2, 29]), but no consensus has emerged
on the best method, and it is unlikely that a single silver bullet exists. Hence, like the case for social tools, an
important challenge is to develop solutions that deploy reputation management tools, evaluate them, and retain
and improve the best ones.

Explanation generation means that the system can explain toa user why a particular inference is made (e.g.,
why X is a PC member of conferenceY ) or not made (e.g., why didn’t the system infer thatZ is also a PC
member ofY ). We found that users asked many such questions in theDBLife context, either because they simply
wanted to know, or because they used the explanations to decide on how much to trust the inference made by the
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system. We ourselves also often asked such questions for debugging purposes. Hence, providing explanations
is important for the effective development and utilizationof CIM systems. Further, showing explanations also
often allows better user corrections. For example, if a useronly says “this output is wrong”, the system has to
infer which operator or datum involved in producing that output is the culprit. However, if the user can see an
explanation, he or she may be able to pinpoint the error for the system.

Providing explanations on why a particular inference is made can utilize lineage (a.k.a. provenance [10, 34])
maintained by the system. The problem of providing explanations on why a particular inference isnot made
appears to be far harder, and has received little attention.

Finally, the undo capability allows users to roll the systemback to a previous state. This capability is
absolutely critical. As one user explained to us “without knowing that I can undo, I will not be willing to
experiment with the features that the system provides”. As Wikipedia demonstrates, undo is also important
for managing malicious users. To enable this capability, a CIM system must logeverything, including all user
interactions. Then, the system must decide how much to allowusers to undo. The problem is that if the system
allows users to undo deep into the “past”, it must limit concurrent editing of users, or risks losing user edits that
build on a “transaction” that is later undone. How to strike the right balance here is a difficult question.

4 Concluding Remarks

As our field expands beyond managing structured data, to consider unstructured data in “Web 2.0” contexts, it
is important that we discuss how the role of users has fundamentally changed in the new contexts, and what
user-centric challenges those changes entail.

In this paper we have contributed to this broader discussion, drawing from our initial experience in the
Cimple project on community information management systems. We described how users of such systems
often act as active contributors, information explorers, and social players. For the role of active contributors, the
key challenge is to enable users to supply or edit any kind of data, code, and domain knowledge, using whichever
user interfaces they find most convenient. For the role of information explorers, the key challenge is to enable
users to query the system using whichever query mode they findmost convenient, and to switch seamlessly
between the query modes with minimal effort. For the role of social players, the key challenge is to develop a
broad range of social tools and mechanisms to select the mosteffective tools. Finally, we made the case that
reputation management, explanation generation, and undo are critical in addressing the above challenges.
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Abstract

Scale is often an issue when attempting to understand and analyze large social networks. As the size
of the network increases, it is harder to make sense of the network, and it is computationally costly to
manipulate and maintain. Here we investigate methods for pruning social networks by determining the
most relevant relationships in a social network. We measureimportance in terms of predictive accuracy
on a set of target attributes of social network groups. Our goal is to create a pruned network that models
the most informative affiliations and relationships. We present methods for pruning networks based on
both structural properties and descriptive attributes. These pruning approaches can be used to decrease
the expense of constructing social networks for analysis byreducing the number of relationships that
need to be investigated and as a data reduction approach for approximating larger graphs or visualizing
large graphs. We demonstrate our method on a network of NASDAQ and NYSE business executives and
on a bibliographic network describing publications and authors and show that structural and descriptive
pruning increase the predictive power of affiliation networks when compared to random pruning.

1 Introduction

A social network describes a set of actors (e.g., persons, organizations) linked together by a set of social relation-
ships (e.g., friendship, transfer of funds, overlapping membership). Social networks are commonly represented
as a graph, in which the nodes represent actors and edges represent relationships. Examples of social networks
include online communication networks, disease transmission networks, and bibliographic citation networks.
There is a growing interest in methods for understanding, mining, and discovering predictive patterns in social
networks.

An affiliation networkis a special kind of social network in which there are two kinds of entities, actors
and events, and there is a participation relationship whichrelates them. Affiliation networks are commonly
represented as bipartite graphs, in which there are two kinds of nodes, representing actors and events, and edges
link actors to events. Examples of affiliation networks include: 1) corporate board memberships, where the
actors are executives, the events correspond to different company boards, and the links indicate which executives
serve on which company boards; 2) author collaboration networks, where the actors are authors, the events are

Copyright 2007 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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papers, and the links indicate co-authors of papers; and 3) congressional voting records, where the actors are the
congressional members, the events are the bills, and the links represent the supporters for a bill.

A social network has both structural properties and descriptive attributes. The structural properties are
determined by the graph structure of the network. Examples include the density of the graph, the average degree
of nodes in the graph, the geodesic distance in the graph, thenumber of cliques in the graph, etc. In addition
to structural properties, actors, events and relationships often have associated descriptive attributes containing
features specific to the social context of the network. Theseare typically represented as attributes of the nodes
or edges. For example, a corporate board social network may contain descriptive attributes representing the job
function and age of a board member. A disease transmission social network may contain descriptive attributes
representing the location of person’s home and date of disease discovery.

Recent literature in the network science community has focused on understanding the structural properties
of social networks and the construction of models for generating networks which have certain structure charac-
teristics (degree distribution, small-world effects, etc.). Computer scientists are mining social networks based
on these structural properties of networks. However, developing methods which combine network structure and
descriptive attributes are necessary for accurate predictive modeling.

Predictive modeling can also be used to study approaches forcompressing the representation of a social
network, while maintaining its predictive accuracy. In thepast, the social networks as studied in sociology
tended to be relatively small, often with only tens of nodes.However, given the great increase in ability to
both gather and process data, the social networks being analyzed today can be quite large. Because the data
used to describe the network may not originally have been collected for the purpose of social network analysis,
the data may contain irrelevant, redundant or noisy information. Noisy and redundant information can make
networks difficult to interpret. Automatic techniques for identifying relevant aspects of the social networks can
help improve computational efficiency and may at the same time improve understandability. Furthermore, since
recording changes to a social network and maintaining consistency can be expensive, some applications can
benefit from minimizing the amount of information stored.

In this paper, we begin by giving an overview of some of the representational issues related to social net-
works, especially affiliation networks. Next, we describe different pruning strategies for social networks. Our
aim is to find compressed networks that maintain predictive and descriptive quality. Here we measure the com-
pression in terms of the description length of the network and we measure the quality by measuring the predictive
accuracy for the event attribute classifier built from the compressed network. We have evaluated our pruning
methods on two real-world data sets. One is a network of NASDAQ and NYSE business firm executives and
board members. The second is a bibliographic network describing publications and authors. We have found that
we can achieve significant compression without sacrificing (and in some cases improving) predictive accuracy.
This paper extends the work introduced in [17].

2 Affiliation Networks

Definition 1: An affiliation networkN consists of a set of actorsA, linked via a set of relationshipsR to a set
of eventsE,N = A,R,E, where

A = {a1, . . . , an},

E = {e1, . . . , em},

R = {rij}, whererij denotes actorai participates in eventej ,

andn is the number of actors andm is the number of events.

An affiliation network may be represented using many different graph structures. The most common rep-
resentation for affiliation networks is as a bipartite graph, which we will call anactor-eventgraph,AE. In
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Figure 1: (a) A simple affiliation network with actorsa1, a2, a3, a4 anda5 and eventse1, e2 ande3 (b) The
co-membership graph for the affiliation network (c) The event overlap graph for the network.

this representation, there are two different node types representing actors and events. Networks with two node
types are calledtwo-modeor bi-modal. Figure 1(a) shows a small example of a two-mode actor-eventnode
graph. The squares in the figure represent actors and the triangles represent events. The membership relations
are highlighted in this graph structure.

There are several useful projections of the actor-event graph. To focus on actors, one can perform a unipartite
projection of the actors on the two-mode affiliation graph. The resulting network is asingle-modeor uni-modal
network, where we have a single object type and a single edge type. Representing an affiliation network in
this way results in what is referred to as theco-membershipgraph,CM . The co-membership graph has a node
for each actor, and an edge between actors who participate inthe same event. Similarly, to focus on events,
one can projection the actor-event graph onto the events. This results in what is called anevent overlapgraph,
EO. It also contains a single node type and a single edge type. Inthe event overlap graph, the emphasis
is on the connections among events. This graph has a node for each event, and an edge between events that
share a common actor. Figure 1(b) shows the co-membership graph corresponding to the actor-event graph in
Figure 1(a), and Figure 1(c) shows the event overlap graph corresponding to the same actor-event graph.

In addition to the nodes and edges themselves, the nodes and edges in the affiliation network can have
descriptive attributes or features associated with them. Figure 2(a) shows the affiliation graph along with
descriptive attributes for the actors and events (shown in ovals). In a corporate board social network, executives
may have attributes such as education level, academic degree and age, companies may have attributes describing
the corporation such as industry, sector, stock exchange and share price, and the serves-on-board relation may
have attributes describing the relationship between the corporation and the executive such as position on the
board and length of tenure on the board.

It is straight-forward to represent an affiliation network in relational algebra. We introduce the relations
A(IdA, B1, . . . , Bk),E(IdE , C1, . . . , Cl), andR(IdA, IdE ,D1, . . . ,Dm), representing the actors, the events,
and the participation relations of a network. Here theIdA, IdE , and(IdA, IdE) are primary keys and theBi,
Cj andDk are descriptive attributes for the relationsA, E andR, respectively.

3 Prediction in Social Networks

Our goal is to develop principled approaches to compressingand pruning social networks. Our approach is to
determine which portions of the network can be removed whileminimizing information loss. LetN = (A,E,R)
be ther original network andN ′ = (A′, E′, R′) be the pruned network (we will describe how we construct the
pruned network shortly). We begin by describing the predictive accuracy measure used to assess the performance
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Figure 2: (a) The affiliation graph with descriptive attributes for the actors and events shown in ovals. (b) The
constructed attributes for the events.

of different pruning approaches.
Here, we will focus on maximizing our predictive accuracy onthe event attributes. For ease of exposition,

we will assume we are attempting to maximize the predictive accuracy for a single event attributeE.Ci, based
on attributes of related actors found using the co-membership information and based on attributes of related
events found using the event overlap information. The idea is to construct a classifier, using local neighborhood
information, to predictE.Ci. Now it is easy to see the difficulty with this setup. Each event may have a different
number of related actors and a different number of related events, so how can we construct features to use in our
classifier?

We solve this problem by computing an aggregate over the set of related actors and over the set of events.
Aggregation is a common technique used to construct featurevectors in relational domains [11, 15]. Here we
assume some set of aggregates is associated with each attribute. For the actor attributes{B1, . . . , Bk}, we have
associated aggregate operators{aB1

, . . . aBk
} and for the event attributes{C1, . . . , Cl}, we have associated

aggregate operators{aC1
, . . . , aCl

},
We begin by computing the aggregates over the set of related actors:1

AA(IdE , AB1
, . . . , ABk

) =

γIdE ,aB1
(B1),...,aBk

(Bk)(R ⊲⊳
R.IdA=A.IdA

A)

which we call AA for aggregates over actors. Next we compute aggregates constructed from the related events:

AE(IdE , AC1
, . . . , ACl

) =

γIdE ,aC1
(C1),...,aCl

(Cl)(EO ⊲⊳
EO.R.IdE=E.IdE

E)

which we call AE for aggregates over events.
We can combine these relations with the event relationE to create a setPE containing both constructed

features and event attributes.

PE = E ⊲⊳
E.IdE=AA.IdE

AA ⊲⊳
E.IdE=AE.IdE

AE

1Recall thatγ is the grouping operator in relational algebra [6].
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We will use the constructed features to predict event attributes.
Example: Consider the affiliation network with descriptive attributes shown in Figure 2(a). Suppose that the
aggregate operator that we use forB1 is maximum and the aggregate operator that we use forC1 is average. The
constructed table showing the aggregates that will be used to build our classifier is shown in Figure 2(b).

The above describes in a generic way how we find the features from which we will predict event attributes.
In order to actually make a prediction, we will need to first learn a classifier. Here we do not do anything out of
the ordinary; we construct an appropriate training set froman observed social network. The constructed training
set can be used by any supervised learning method to learn a classifierF , which predicts the value of E.C based
on{AB1

, . . . , ABk
, AC1

, . . . , ACl
}.

We compare the classifierFN constructed from the original social networkN = {A,E,R} with the clas-
sifier FN ′ constructed from a pruned social networkN ′ = {A′, E′, R′}. We compare both accuracy on the
training sets and, more importantly, accuracy on test sets.Accuracy on the training set measures how well the
classifiers are able to fit the existing network. Accuracy on the test set measures how well the classifiers are able
to generalize. Our goal is to find pruned networks that are both compact and accurate on both sets.

4 Pruning Techniques

Next we describe different pruning strategies. We considertwo categories of operations. The first involves
removing edges from the affiliation network. The second involves removing actors (and incident edges) from
the affiliation network. We can use different techniques forpruning a network. The three techniques of interest
to us are: 1) pruning based on structural properties, 2) pruning based on descriptive attribute values, and 3)
pruning based on random sampling.

Structural Pruning Structural network properties or measurements involve evaluating the location of actors
in a social network. Measuring the network location involves finding the centrality of a node. Structural mea-
sures have traditionally been used to identify prominent orimportant nodes in a social network. Two well known
centrality measures aredegreeandbetweenness. The degree of a node is defined as the number of direct con-
nections a node has to other nodes in the network. The nodes with the most connections are considered the most
active nodes in the network. They are referred to as the connectors or thehubsin the network. Betweenness of
a node corresponds to the number of shortest paths going through the node. Nodes with high betweenness are
referred to asbrokers. A variation of this that is appropriate for affiliation networks is the number of cliques
a node connects. This allows us to identify nodes that connect one group of actors to another group of actors.
In traditional uni-mode networks, this could be a node that links two clusters that it does not participate in. It
acts as a bridge between these clusters. In affiliation networks, this measure identifies nodes that participate
concurrently in multiple events. These brokers are boundary spanners that have access to information flow in
multiple clusters. They tend to have great influence in the network [19].

Therefore, when pruning based on structure, we will be interested in removing actors that are not hubs and/or
brokers from the network.

Descriptive Attribute-based Pruning Another pruning technique of interest involves pruning based on de-
scriptive attributes. We prune edges by selecting on attributesDj of theR relation,

R′ = σR.Dj=dj
(R),

wheredj is some constant attribute value. In other words, we will remove edges from our graph based on values
for Dj . We look at both the case where we keeponly edges with valuedj for Dj, and also the case where we
keep all edgesexceptedges with valuedj . Pruning edges may result in pruning both actor and event nodes if
after pruning there are no edges connecting them to the network.
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In addition, we prune actors by selecting on attributesBj of actor relationA,

A′ = σA.Bj=bj
(A),

wherebj is some constant attribute value. Pruning actors also results in a reduction in the number of edges, since
we drop any edges to non-selected actors.

Random Sampling Finally, as a baseline, we compare pruning based on random sampling. This involves
maintaining only a random sample of the actor population foranalysis. Random sampling is a traditional statis-
tical approach to approximating large graph structures.

Compression It is important to quantify the compression achieved by pruning. We use a relatively generic
measure, the description length of the graph,

DL(N) = log(|A|) + log(|E|) + |R|(log(|A|) log(|E|))

where the logs are base two.DL(N) is the number of bits required to represent the network. We need the first
two terms to describe the number of actors and the number of events and the final term is the number of bits
required to represent the edges.

5 Experimental Results

In this section we evaluate the degree of compression and thepredictive accuracy of different pruning ap-
proaches.

5.1 Data Sets

We analyzed two affiliation networks. The first data set, the Executive Corporation Network (ECN), contains
information about executives of companies that are traded on the NASDAQ and the NYSE. The executives serve
on the Board of Directors for one or more of the companies in the data set. This data was collected from the
Reuter’s market data website (yahoo.mulexinvestor.com) in January 2004. There are 66,134 executives and 5384
companies (3284 NASDAQ and 2100 NYSE). The executives are the actors in the ECN, the companies are the
events and board membership is the connecting relationshipbetween the actor nodes and the event nodes. The
relational schema is:

• A = Executive(execid, execname, age, educationlevel)
• E = Company(coid, co name, stockexchange, sector, stockprice)
• R = BoardMembership(execid, co id, officer position, joindate)

The average board size is 14, the average number of boards an officer is on is 1.14, the number of officers
serving on multiple boards is 6544, and the average number ofboards these officer are on is 2.4. We attempt
predicting two attributes,stockexchangeandsector. A sector is a coarse grouping of industries of the compa-
nies, e.g., telecommunications and health care. When pruning on descriptive attributes, we consider attributes
of both the Executive relation and the BoardMembership relation. One example isofficer position, e.g., CEO,
President, Treasurer and Director.

The second data set, the Author Publication Network (APN), contains information about publications and
their authors. This data set was created using a portion of the ACM SIGMOD anthology in 2004. We focused
on a subset of the periodicals and authors where there was at least one reference to the publication. In the final
data set we analyzed, there were 13,070 authors and 16,287 publications.

The authors are the actors in the APN and the publications arethe events. Paper authorship is the connecting
relationship. The relational schema is:
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Figure 3: Comparisons of compression vs. accuracy for a variety of network pruning strategies for a) ECN
exchange b) ECN sector c) APN pulbication type and d) APN number of references.

• A = Author(authorid, authorname, affiliation, numberof publications)
• E = Publication(pubid, pub type, pubdate, numberof references, numberof citations)
• R = PaperAuthorship(authorid, pub id)

The average number of authors per publication is 2.4 and the average number of publications per author is 2.9.
For APN, we predicted the two event attributespub typeandnumberof references(to publication).

5.2 Accuracy and Compression Results

Our goal is to find small networks that can accurately predictevent attributes. We compare the following
affiliation networks:

• no pruning (full )
• descriptive attribute pruning (descriptive)
• pruning based on hubs and/or brokers (structural )
• random sampling (random)

We built event-attribute classifiers from the networks as described in Section 3. For categorical aggregate
attributes, we calculated the mode of the neighboring eventvalues, and for numeric aggregate attributes, we
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ECN - Structural Properties for Actors in Descriptive Attribute Networks
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Figure 4: The structural characteristics of actors in different prunings for a) ECN and b) APN.

calculated the minimum, maximum and average of the neighboring event values. Once the predictive models
have been generated, we evaluate the predictive accuracy ofthe complete network and the different pruned
networks. We also compare the compression rations in terms of descriptive length,DL(G). The classifiers
were then created using WEKA. We tested a range of classification algorithms including decision trees, Naive
Bayes, and support vector machines (SVMs). The results wererelatively consistent across classifiers; due to
space constraints, here we present results only for SVMs using five-fold cross validation.

When constructing our feature vector, we constructed aggregates for the following ECN actor and event
attributes: stock exchange, industry, sector, number of officers on a board, number of advanced degrees on a
board and officer age of a board. We evaluated three descriptive prunings. The first two descriptive prunings,
position and tenure, involve removing edges from our affiliation graph for executives based on the attributes
BoardMembership.officerpositionandBoardMembership.joindate. For example, one pruning ofBoardMem-
bership.officerpositionkeeps only edges of CEOs and removes all other membership edges from the network.
The third descriptive pruning involves removing actors based on age.

To group attribute values, we binned numeric attributes andwe abstracted categorical attributes. Binning for
each descriptive attribute used for pruning was created based on maintaining approximate equal size buckets or
based on sematically interpretable abstractions. For bothour networks, the binnings resulted in four to five bins
for each attribute. For example, the attribute bands forBoardMembership.officerpositionare as follows:

• A - Chairman of the Board
• B - Executive Officer (CEO, President, COO, etc.)
• C - Senior Officer (VP, Sr. VP, Comptroller, etc.)
• D - Board Officer (Treasurer, Secretary, etc.)
• E - Director

For the APN, we used the attributeAuthor.numberof publicationsfor descriptive pruning.
As mentioned earlier, descriptive attribute pruning has one of two interpretations for an attributeB with

attribute valuec: 1) maintainonly actors withB = c (only) and 2) maintain all actorsexceptwhereB = c
(except). We evaluated pruning on every descriptive attribute value for each descriptive pruning category.

For structural pruning, we tested four cases: maintaining only actors who are hubs, (HUB), maintaining
only actors who are brokers, (BRK ), maintaining only actors who are both hubs and brokers, (BOTH ), and
maintaining only actors who are hubs or brokers. (HBK ). Finally, for random pruning, we compared results on
random samples for 9 different sample sizes (between10% and90% of the actors in the network).

Figure 3 shows compression versus predictive accuracy for two different attributes in each data set. The
right upper corner represents the ’best’ networks in terms of compression and predictive accuracy. Figure 3(a)
shows results for predicting the ECNexchangeattribute. The classifier built using the full network achieves
an accuracy of 72.4%. The best accuracy and compressions arefor networks pruned using descriptive pruning.
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Pruning on position, we achieve an accuracy of 72.3% with a compression of 94%. In this case, we removed all
actors except for the chairs of the company boards. Pruning on tenure, we achieve an accuracy of 70.29% with a
compression of 95%, and pruning on age, we achieve an accuracy of 69.2% with a compression of 99%. In this
case, we kept only the older executives. These accuracies are all better than the baseline prediction accuracy of
61% achieved by simply choosing the most common exchange.

For predicting the ECN sector, shown in Figure 3(b), the fullnetwork achieves accuracy of 40.4%. Here
pruning based on both descriptive and structural properties perform well. When pruning based on age, we
achieve accuracy of 40.2% with compression of 34%. In this case we kept the younger executives rather than
the older ones. When pruning based on structure, we achieve accuracy of 39.7% and compression of 97% by
keeping only the brokers. Figure 3(c) and (d) show similar results for the pruned APN networks, with many of
the pruned networks achieving significantly higher accuracies than classifiers built from the full network. For
both APN attributes, the network pruned on structure that achieved the best accuracy-compression tradeoff was
the one that kept only the actors that were both hubs and brokers.

For both data sets, pruning on descriptive attributes and structure properties outperformed random pruning.
One question this raised was whether or not the different pruning techniques were removing the same nodes
and edges or different ones? To address the first question, Figure 4 shows the percentage of structural actor
types (hubs, brokers (BRK), hubs and brokers (HBR), and other) preserved under various descriptive pruning
strategies. These graphs show that for both data sets, the networks created using descriptive pruning contain a
different mix of actors than those created using structuralpruning. This supports our claim that structural pruning
and descriptive pruning are two distinct methods for compressing networks and maintaining information rich
nodes for prediction in affiliation networks.

6 Related Work

A large portion of the work in mining social networks has focused on analyzing structural properties of the
networks. For a recent survey, see Newman [13]. Much of the work has been descriptive in nature, but recently
there has been more work which uses structural properties for prediction. Within this category, a number of
papers focus on the spread of influence through the network (e.g., [5, 9, 3]). These papers attempt to identify
the most influential nodes in the network. Domingos and Richardson [5] use a global, probabilistic model that
employs the joint distribution of the behavior over all the nodes. Kempe et al. [9] use a diffusion process that
begins with an initial set of active nodes and uses differentweighting schemes to determine whether or not a
neighbor should be activated. Liben-Nowell and Kleinberg [12] attempt to predict future interactions between
actors using the network topology. In addition, Palmer et al. [14] propose an efficient method for approximating
the connectivity properties of a graph.

Other work uses structural properties for both classification and clustering. Agrawal et al. [1] use the
link structure of newsgroup social networks to classify user behavior within a newsgroup, specifically they
identify whether a respondent agrees with a posting. Schwartz and Wood [16] create an email graph with edges
corresponding to sets of shared interests and present an algorithm that analyzes the graph structure to cluster
users with similar interests. Their approach derives a specialization subgraph from the relationship clusters.

Graph sampling and compression is also a relevant, active area of study. As we saw in section 5, random
sampling did not generally lead to good prediction results.This finding agrees with that of Airoldi and Carley
[2]. They find that pure network topologies are sensitive to random sampling. As mentioned earlier, graphs have
been compressed using different local network measures [4]. A similar approach is to use frequently occurring
subgraphs as proposed in [10].

There is also a related line of work which makes use of the descriptive attributes of the entities in the
network for collective classification (e.g., [8, 18, 7]). While potentially applicable here as well, our focus is not
on collective classification.
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7 Conclusions

Exploring descriptive and structural pruning techniques together is needed for compact and accurate compres-
sion of networks. In this paper we showed how to use structural properties and descriptive attributes to prune
social networks. We began by introducing a general framework for representing affiliation networks using rela-
tional algebra to formally express different network representations. We then used relational algebra expressions
to define pruning strategies based on structural propertiesand descriptive attributes. Finally, we demonstrated
the effectiveness of these pruning approaches on two real world data sets. While the networks resulting from
structural pruning and descriptive pruning are quite distinct, both are viable approaches for reducing the size of
a social network while still maintaining predictive accuracy on a set of target event attributes. Both approaches
perform better than random sampling and lead to understandable, compressed networks that maintain (and in
some cases increase) predict power.
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Abstract

We consider the network structure and query processing capabilities of social communities like book-
marks and photo sharing communities such as del.icio.us or flickr. A common feature of all these net-
works is that the content is generated by the users and that users create social links with other users.
The evolving network naturally resembles a peer-to-peer system, where the peers correspond to users.
We consider the problem of query routing in such a peer-to-peer setting where peers are collaborating
to form a distributed search engine. We have identified threequery routing paradigms: semantic routing
based on query-to-content similarities, social routing based on friendship links within the community,
and spiritual routing based on user-to-user similarities such as shared interests or similar behavior. We
discuss how these techniques can be integrated into an existing peer-to-peer search engine and present
a performance study on search-result quality using real-world data obtained from the social bookmark
community del.icio.us.

1 Introduction

Peer-to-peer (P2P) information management and search is intriguing for scalability and availability. In addition,
a P2P network would be a natural habitat for exploiting the “social wisdom” of its users. We envision a P2P
system where each user runs a peer computer (e.g., on her PC, notebook, or even cell phone) and shares in-
formation within a large community. Each peer would be a full-fledged data management system for the user’s
personal information, scholarly work, or data that the usermay harvest (and cache) from Internet sources such as
news, blogs, or specialized Web portals. Each peer would also have a local search engine, which could be very
powerful (e.g., using advanced NLP, machine learning, and ontologies), given that it operates on the user’s rela-
tively small-sized information collection on a dedicated computer, and could be highly customized to the user’s
individual interests and behavior. The Minerva platform developed in our group [4] follows this paradigm; other
projects along the same lines include, for example, pSearch[37], Alvis [23], and BestPeers [18].

As a futuristic application scenario consider millions of users who use their mobile devices to record photos
and videos of all kinds of real-world events ranging from business meetings to vacation trips. Such digital-
perception information can be easily annotated with speechand device-generated metadata such as GPS and time

Copyright 2007 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering
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coordinates. Moreover, all this data could be made accessible on a P2P network instantaneously, for search and
further annotation - so-called “social tagging” - by other users. For example, thousands of tourists on the Forum
Romanum can immediately share their photos and annotations, so that an uninitiated tourist could immediately
receive explanations about some lesser known remains from the annotations of other, more knowledgeable
users. The P2P search and social-networking technology that underlies such a scenario would be embedded in
the application software and be virtually invisible to the end-users.

In such P2P settings, queries would first be executed locally, on the peer where the query is issued. This
would utilize the locally available information and powerful, personalized search capabilities. In some settings,
this may be a local cache of annotated photos or MP3 files; in others, it could be a collection of personally
relevant Web pages that have been compiled by thematically focused crawling and subscriptions to feeds. If
the local search does not return satisfactory results, the peer should consider forwarding the query to a small
number of judiciously chosen other peers. This step towardscollaborative search is known as thequery routing
decision. It should consider both the expected benefits of obtaining better information from other peers and the
communication and execution costs of involving these peers. The literature on P2P information retrieval and
other forms of distributed IR contains many proposals for query routing strategies; see, e.g., [25, 14, 16, 22, 30,
5, 26, 3].

The routing decision is usually driven by various forms of precomputed (and incrementally maintained)
routing indices, peer-content synopses, or distributed directories, which in turn can influence the topology of the
P2P overlay network leading to so-called semantic overlay networks (SONs) [11, 31, 2, 21, 12, 1].

In the current paper, we do not make any assumptions about this infrastructure or the overlay topology, and
rather assume that the query routing decision has all the information about other peers that it needs and chooses
peers solely by benefit/cost considerations. We will disregard the cost aspects for this paper and focus on the
much less explored benefit issues.

We investigate three broad families of strategies:

• Semantic query routing: The peers to which a query is forwarded are chosen based on thecontent similar-
ity between the query and the data held by the candidate target peers (or the corresponding peer synopses).

• Social query routing: The target peers are chosen based onsocial relationshipslike the explicitly listed
friends of the query initiator or peers that belong to the same explicit groups.

• Spiritual query routing: The target peers are chosen based onbehavioral affinitysuch as high overlap in
tag usage, bookmarked pages, or commenting and rating activity. This aims to capture “brothers in spirit”,
hence the name.

We refer to the first family as “semantic” as the content comparison could take into account metadata (e.g.,
schema mappings), ontology-based similarities, and otheraspects that go beyond purely syntactic or statistical
measures. For simplicity, the current paper considers onlykeyword queries (referring to text terms or user-
provided tags) and consequently uses simple measures of (IR-style) statistical similarity, but the approach could
be enriched and generalized. The second and the third approach are closely related and could be easily confused.
We refer to “social search” when explicit friendship or other social-networking relations are used, and we refer
to “spiritual search” when considering users’ tagging, bookmarking, rating, and other behaviors.

This paper discusses how these three approaches can be used in P2P query routing, and how effective they
are for delivering high-quality results. As we consider keyword queries, we will use IR quality measures like
precision and recall. We also present hybrid strategies that combine elements from both semantic and social or
semantic and spiritual search. The rest of the paper is organized as follows. Section 2 briefly reviews the state
of the art on P2P information search and its relation to social networks. Section 3 presents the Minerva system
architecture, which is our testbed and serves as a representative of the general architectures to which our work
applies. Section 4 introduces our query routing strategiesin more detail. Section 5 presents an experimental
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comparison of different strategies, using data extracted from the popular social-tagging sitedel.icio.us. Section
6 points out lessons learned and future work.

2 Related Work

One of the fundamental functionalities that a P2P information system must provide is to identify the most
“appropriate” peers for a particular query, i.e., those peers that are expected to locally hold high-quality results
for the query. This task is commonly referred to as query routing, sometimes also as resource or collection
selection. We stress that query routing is more challengingthan it may appear at first sight: the set of peers to be
contacted is not simply the set of all peers that store relevant index data. Such a set could contain a very large
number of peers and contacting all of them would be prohibitive. While there exist a number of approaches for
query routing in the literature on distributed IR — e.g., CORI [9], GlOSS [16], and methods based on statistical
language models [34] — these were typically designed for a stable and rather small set of collections (e.g., in
the context of metasearch engines). These techniques usually assume that the document collections are disjoint,
which is a rather unrealistic assumption in P2P systems where the peers are compiling their content (e.g., by
crawling the Web) at their discretion. In [5, 27] we have proposed the usage of overlap aware query routing
strategies. The proposed methods use compact data synopsessuch as Bloom filters or hash sketches to estimate
the mutual overlap between peers to avoid querying peers that provide basically the same information, which
would waste both processing power and network resources.

The statistical summaries describing a peer are usually organized on a per-term basis, indicating the expected
result quality of a peer’s collection for a given term. This limitation is considered unavoidable, as statistics on all
term pairs would incur a quadratic explosion, leading to a breach with the goal of scalability. On the other hand,
completely disregarding correlations among terms is a major impediment: for example, consider the following
extreme scenario. Assume peerp1 contains a large number of data items for each of the two termsa and b
separately, but none that contains botha and b together. Judging only by per-term statistics, state-of-the-art
query routing approaches would reach the conclusion thatp1 is a good candidate peer for the query{a, b},
whereas the actual result set would be empty. In [26, 6], we present a routing method that uses multi-key
statistics to improve the query routing performance. We propose the usage of a distributed query-log analysis
to discover frequently co-occurring keys (terms) that are candidates for being considered as additional keys in
the distributed directory. To decrease the directory load,we introduce a pruning technique to avoid considering
unnecessary key-sets.

Social networks have recently emerged in P2P systems to address several issues such as improving content
discovery [13, 8, 19], reducing latency and speeding up downloads [32, 38, 35], and designing trust models
[24, 17]. In the following, we briefly present some approaches towards P2P search.

Pouwelse et al. [32] propose Tribler, a social-based P2P overlay on top of BitTorrent. It connects peers based
on their similar “tastes” instead of considering similar files. Thus, peers exploit their social links and invoke the
help of their friends to improve content discovery and download cost. Similarly, Fast et al. [13] propose using
user interests to build social groups in a P2P network. Userssharing the same type of files are connected to each
other even though their contents do not overlap. The main goal of this approach is to capture important aspects
of download behavior by connecting peers to the potential providers of their required files.

Other social P2P networks are based on peer request traces. Apeer uses request relationships to other peers
to construct social links to them. Sripanidkulchai et al. [35] implement a performance enhancement layer on top
of the flooding-based content location mechanism of Gnutella. Each peer creates and maintains its shortcuts list
based on its request trace. Shortcuts are ranked according to some metrics such as the probability of providing
relevant content, latency of the path to the shortcut, available path bandwidth, shortcut load, etc. The work
presented by Tempich et al. [38] considers query traces to create a human social network. It defines a query
routing strategy in which peers observe which queries are successfully answered by other peers and remember
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Figure 1: Metadata Dissemination, Query Routing, and QueryExecution in Minerva.

these peers in future query routing decisions.
Borch et al. [8] present a social P2P search infrastructure which groups peers based on the similarity of

their keyword searches. The authors describe different application scenarios including distributed bookmark
sharing in which users create bookmarks, describe them using tags, and share them with friends and colleagues.
The basic idea is to send queries to peers likely to have interesting resources. Khambatti et al. [19] introduce
the notion of peer communities that consist of active peers involved in sharing, communicating, and promoting
common interests. These communities are self-organizing using distributed formation and discovery algorithms.

3 Minerva

We have developed a P2P Web search engine coined Minerva, released as open source and available under
http://www.minerva-project.org. We envision a network of peers, each with a local index and a local query
processor, that are crawling the Web independently, for example, to harvest blogs or scientific publications
according to the user’s thematic profile. Minerva maintainsa metadata directory that is layered on top of a
distributed hash table (DHT) [36, 33]. It holds very compact, aggregated summaries of the peers’ local indexes
and only to the extent that the individual peers are willing to disclose. A query initiator selects a few most
promising peers based on their published per-term summaries, e.g., by executing a distributed top-k algorithm
like [10, 28]. Subsequently, it forwards the complete queryto the selected peers which execute the query locally.
This query execution does not involve a distributed top-k query execution since each peer maintains a full-
fledged local index with all information necessary to execute the query locally. Finally, the results from the
various peers are combined at the querying peer into a singleresult list.

Figure 1 illustrates the Minerva approach. First, every peer publishes per-term summaries (Posts) of its local
index to the directory. The DHT (and its replication mechanism) determines the peer(s) currently responsible
for this term. This peer (or these peers in the case of replication) maintains aPeerListof all postings for this
term from across the network. Posts contain contact information about the peer who posted a summary together
with statistics to calculate IR-style measures for a term (e.g., the size of the inverted list for the term, the average
score for the term’s inverted list entries, or other statistical measures). These statistics are used to support the
query routing decision, i.e., determining the most promising peers for a query.

Minerva facilitates easy integration of new query routing strategies, like the ones proposed in this paper. For
instance, users’ bookmarks can be crawled and indexed, and their terms can then be posted to the distributed
metadata directory. Similarly, tags used to describe the bookmarks can be stored in the directory. This supports
semantic query routing. For the social and spiritual query routing, the Minerva framework can be extended by
keeping, at each peer, a list of peers that are related eitherby social relationship or behavioral affinity. Note that
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these lists tend to be very small, relative to the size of the network; so the approach scales up well.
In the spirit of social tagging communities, users can manually add arbitrary attribute-value annotations by

a single mouse click. For example, users might rate Web pagesor blogs with annotations such asrating=5.
Additional annotations may be automatically generated from the content, such asauthor=weikumor confer-
ence=ICDE. These annotations are also indexed and become part of the directory; so users can explicitly query
for documents withrating=5 and also combine such conditions with query keywords.

4 Query Routing in Social P2P Networks

4.1 Semantic Query Routing

The peers to which a query is forwarded are chosen based on thecontent similaritybetween the query and the
data held by the candidate target peers (or the corresponding peer synopses). The query is represented by its
keywords –termsin IR jargon –; the data of a peer can be represented by its terms or its tags or a combination
of both. With each term and each tag we can also associate someprecomputed frequency statistics, e.g., how
often a term or tag has been used by a given peer and how often itis used in the overall P2P network. Following
query-routing terminology, we refer to the total frequencyof tag or termt at peerpj as thedocument frequency
dfj(t); this is the number of bookmarked pages inpj ’s collection that contain or are tagged with term/tagt.

Semantic query routing estimates the benefit for different candidates based on the sum of document frequen-
cies for the query terms (as determined by the best entries from the term- or tag-specific directory entries fetched
via DHT lookups), and chooses the highest-ranked peers according to this measure. Alternatively, one could also
employ more sophisticated methods such as CORI [9] that uses, in addition to the document frequency, several
dampening and smoothing techniques partially based on the notion of collection frequencies, i.e., the number of
peers that have bookmarked pages that contains a particularterm.

4.2 Social Query Routing

The target peers are chosen based onsocial relationships. We assume that there is an explicitfriends relation
among peers, and we choose target peers for forwarding a query issued at peerpj to be the “best” friends of
pj, provided the degree of friendships are quantified (e.g., based on the frequency of interactions between peers
in the recent past). If there is no quantitative measure for friendship strength, then we simply choose a random
subset of friends when we want to limit the number of target peers, or all friends when there is no limit.

4.3 Spiritual Query Routing

The target peers are chosen based onbehavioral affinitysuch as high overlap in tag usage, bookmarked pages
[7], or commenting and rating activity. We could use an information-theoretic measure, the Kullback-Leibler
divergence (relative entropy) [20], on the tag frequency distributions of a peer’s bookmarked pages (possibly
combined with rating information), and would quantify the similarity for each pair of peers. We can then use
such a similarity measure to cluster peers that are spiritually close to each other. A simpler approach with the
same intention considers the overlap in the bookmarked pages among peers. This can be efficiently computed in
a P2P environment using distributed algorithms on compact synopses like Bloom filters [5, 27]. Spiritual query
routing for a query initiated at peerpi then chooses the peerspj with the highest estimatedoverlap(pi, pj).

4.4 Hybrid Strategies

All the aforementioned routing strategies can be combined into hybrid methods. Here we outline only some
straightforward approaches and leave more sophisticated combinations for future work. The goal of peer selec-
tion is to identify the top-k peers for a particular query. A hybrid approach would selectki peers with strategy
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Si so that
∑

i ki = k. The choice of the singleki values is a nontrivial problem (cf. [29]). A simple approach
would, for example, usek1 = k2, ... and a round-robin selection.

Combining the social routing strategy with a spiritual routing strategy would, for instance, decrease the risk
of obtaining mediocre results when the query does not fit withthe friends’ thematic interests in a purely social
routing strategy.

4.5 Orthogonal Issues

Besides the aforementioned query routing concepts that aimto find promising peers for a particular information
need, an overlap-aware technique [5, 27] can be employed to eliminate redundancy in the query evaluation. For
instance, it does not make sense to query both peers A and B if it is known that both have (almost) the same
information or A’s collection is a subset of B’s collection.

5 Experiments

5.1 Data Collection

We have crawled parts of del.icio.us1 with a total of13, 515 users,4, 582, 773 bookmarks, and152, 306 friend-
ship connections. In addition, we have actually crawled andindexed the actual HTML pages where the book-
marks point to, giving us the possibility to execute both term-based and tag-based queries.

Each peer in our experiments corresponds to exactly one user. The local collection of a peer consists of the
bookmarked pages, including their actual contents, and theuser-provided tags for each page.

5.2 Queries

For the workload we needed realistic queries and their association with specific users. Query logs with this kind
of information are not publicly available. Therefore, we generated queries based on the users’ tags in a way that
the queries reflect the user interests. For a particular userwe consider those tags that frequently co-occur for the
same bookmarks.

More precisely, to generate the benchmark queries, we first identified the topξ users in terms of bookmark-
set cardinalities. Then we considered those tag pairs that were used together at leastζ times and not more than
ψ times by the selected users. The first constraint is needed toeliminate rare tag pairs. The second constraint is
used to eliminate tag pairs that have a stopword character. For our experiments we choseξ = 5, ζ = 200, and
ψ = 900. Using this technique we identified 24 queries with two tags,such as “music media”, “web design”,
“mac apple”, and “tech reference”.

5.3 Quality Measures

There are no standard queries and no relevance assessments available for the pages bookmarked in del.icio.us.
We consider two different approaches for defining some notion of “ground truth”: a hypothesized ideal search
result to which our strategies can be compared.

(i) As a first approach, we use pages bookmarked by the query initiator as ground truth. Consider a multi-
keyword queryQ = q1, q2, ..., qm. The query initiator retrieves the top-k pages from each of the peers
selected during the query routing phase. Then, to estimate the quality of the retrieved pages, the initiator
compares the obtained results with the pages she has bookmarked and tagged with tagsq1, q2, ..., qm. The
rationale behind this evaluation is that the fact that a userhas bookmarked a page can be interpreted as
relevance judgment.

1http://del.icio.us

56



(ii) As an alternative approach, which is independent of the query initiator, we consider all pages that are
bookmarked in the system and tagged (by some user) with all the query keywords as relevant. The goal
for the query execution then is to maximize the number of results from this pool of relevant pages.

For the first approach, the “relevance judgments” highly depend on the query initiator. Thus, we have to
select as query initiators “power users” with a sufficientlylarge number of bookmarks. We first select a query
by choosing a frequent tag pair. Then we rank peers that have at least50 friends according to the number of
bookmarks that are tagged with the chosen pair. For each query (i.e., keyword pair) we consider the top-5 peers
as query initiators, i.e., we execute the same query five times to remove the influence of an accidentally bad
choice for one of the initiators.

The second approach allows for relevance assessment that isindependent of the query initiator, whereas the
first approach depends on the choice of the query initiator. However, the social and the spiritual routing strategies
depend on the query initiator anyway, as, for instance, executing a query related to pop music on a peer that is
primarily interested in soccer would not return good results by design.

Once a peer receives an incoming query request, it executes the query locally and returnsall bookmarked
pages that aretaggedwith the keywords in the query. In a real-world system one would try to return only
the top-k results by some meaningful ranking. However, as we deal withpersonalized search here, it is not
straightforward to apply a standard scoring model. Therefore, we let peers return all bookmarked pages that
match the query.

The same situation occurs when we merge the result lists returned by the queried peers: as there is no widely
agreed merging strategy, we assess the quality of the union of the returned results.

5.4 Strategies under Comparison

For multi-keyword queries of the formQ = {t1, .., tm} we evaluate the retrieval quality, measured by recall
(relative to the ground truth explained in the previous subsection), of the following strategies:

• Semantic Routing based on Tags:We rank peers according to the sum of document frequencies, i.e., the
score of a peerpi is given by

∑
t∈Q dfi(t) wheredfi(t) is the number of bookmarks in peerpi’s collection

that are tagged witht, cf. Section 4.1.

• Semantic Routing based on Terms:We rank peers according to the sum of document frequencies,
similar to the tag based semantic routing, but here we consider terms instead of tags.

• Social Routing: We let the query initiator send the query to the top friends where the friends are ranked
according to the number of bookmarks they have.

• Spiritual Routing: For spiritual closeness we consider the overlap in the bookmarks.

• Hybrid between Semantic and Spiritual Routing: This hybrid strategy combines the routing results
(peer rankings) obtained from the semantic and spiritual routing strategies in a round-robin manner, ig-
noring duplicates.

• Hybrid between Semantic and Social Routing:This is a combination of the semantic and the social
routing results using a round-robin selection process, ignoring duplicates.

• Hybrid between Spiritual and Social Routing: This is a combination of the spiritual and the social
routing results using a round-robin selection process, ignoring duplicates.
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5.5 Experimental Results

Figure 2 shows the average recall for the benchmark with120 queries (24 distinct queries, each issued by 5
different peers) when considering the query initiator’s bookmarks as the ground truth. The semantic routing
strategy is the clear winner. The spiritual routing strategy performs reasonably well but cannot reach the per-
formance of the semantic routing strategy. For instance, when asking 10 peers, the semantic routing strategy
achieves a recall of nearly16% whereas the spiritual strategy achieves approximately8% recall. The social
routing strategy performs worse than all other strategies.Surprisingly, the term-based semantic routing strategy
performs poorly. This is probably due to the particular nature of the queries that have been created based on the
most popular tags as many tags are not “appropriate” search terms. Examples are “Task Organizing” tags [15]
like “toread” or “jobsearch”. [15] gives a nice overview on the different functions that tags can have.

The relative order of the hybrid strategies follows that of the pure strategies: the semantic-spiritual strategy
is the best hybrid strategy, followed by the semantic-social strategy, and the spiritual-social strategy performs
worst but still better than the purely social strategy.

Figure 3 shows similar results for the second choice of ground truth with bookmarked pages that are tagged
with the query words as relevant. The results confirmed our findings from the first experiment; so no further
discussion is needed here.
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6 Lessons Learned and Future Work

Our experiments have shown that the semantic routing strategies that use per-tag peer summaries are superior to
all other strategies. The social routing strategy performed very poorly in our experiments, and it is disappointing
to see that it provided hardly any relevant results.

To understand this poor performance we have analyzed the content overlap among peers that are related
by friendship connections. For each user, we have calculated the overlap between her bookmarks and the
bookmarks from her friends. It turned out that the overlap issurprisingly small: considering only users that
have at least one friend, the mean value is about 7%, i.e., half of the peers share less than 7% of their bookmarks
with their neighbors. The minimum overlap observed was 0.03%, the first and third quartiles were 2.8% and
14.5%, respectively. Theses low numbers partially explainthe bad performance of the social routing strategy. In
our experiments, for half of the users, a recall of at most 7% would be obtained if we had asked all their friends.
Since we limited the number of friends queried to 10, the obtained recall was even lower.
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We believe that this phenomenon is due to the particular usage of the friend relationships in del.icio.us.
It seems that users establish a new friendship connection when the bookmarks tagged by the new friend are
considered as interesting, and then the user does not care anymore about tagging the same pages. This interesting
feature of such networks may need further exploration.

Note that the social routing strategy does not require any global information like the semantic strategy and
the spiritual strategy. The semantic strategy needs a global mapping from tags (or terms) to per-peer summaries
that cause some maintenance cost (to update the DHT-based directory). The spiritual routing strategy requires
continuous peer meetings to learn about thematically closepeers, although these information exchanges could
probably be piggybacked on messages that are sent anyway on behalf of user queries.

Our intention in this paper was to outline our framework for semantic, social, and spiritual query routing,
identify technical issues, and shed some light into the experimental behavior of these P2P routing strategies
within social networks. Our findings clearly dampen the optimism about social networks being able to boost
search result quality in a P2P network. More traditional content-oriented strategies were found to be way supe-
rior. However, our observations and insights are clearly preliminary at this point, and should stimulate further
research in this area.
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