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Abstract

We present an overview of the embeddability features of sQL Anywhere, a full-function relational data-
base system designed for frontline business environments with minimal administration. sQL Anywhere
supports features common to enterprise-class database management systems, such as intra-query par-
allelism, materialized views, oLAP functionality, stored procedures, triggers, and hot failover. sQL
Anywhere can serve as a high-performance workgroup server, an embedded database that is installed
along with an application, or as a mobile database installed on a handheld device that provides full
database services, including two-way synchronization, to applications when the device is disconnected
from the corporate intranet. We illustrate how sQL Anywhere’s embeddability features work in concert
to provide a robust data management solution in zero-administration environments.

1 Introduction

Database systems have become ubiquitous across the computing landscape. This is partly because of the basic
facilities offered by database management systems: physical data independence, ACID transaction properties, a
high-level query language, stored procedures, and triggers. These facilities permits sophisticated applications
to ‘push’ much of their complexity into the database itself. The proliferation of database systems in the mobile
and embedded market segments is due, in addition to the features above, to the support for two-way database
replication and synchronization offered by most commercial database management systems. Data synchroniza-
tion technology makes it possible for remote users to both access and update corporate data at a remote, off-site
location. With local (database) storage, this can be accomplished even when disconnected from the corporate
network.

In this paper, we describe a wide range of technologies that permit sQL Anywhere [2] to be used in embedded
and/or zero-administration environments. In Section 2, we outline architectural features of sQL Anywhere that
are helpful, if not essential, in embedding the database with a specific application to provide data managment
services. In Section 3, we briefly describe self-management technologies within the sQL Anywhere server to
enable its operation in zero-administration environments. These self-managing technologies are fundamental
components of the server, not merely administrative add-ons that assist a database administrator in configuring
the server’s operation—since in embedded environments there is often no trained administrator to do so. It is
important to note that these technologies work in concert to offer the level of self-management and adaptiveness
that embedded application software requires. It is, in our view, impossible to achieve effective self-management
by considering these technologies in isolation.
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2 Embeddability-enabling technologies

sQL Anywhere was designed from the outset to offer self-management features permitting its deployment as an
embedded database system. The deployment of a sQL Anywhere server and database instance can be integrated
with the application’s installation procedure; both database files and executable program files can be renamed
to fit the application’s requirements. Moreover, the server can be configured so that its operation is transparent.
Below, we highlight some of the embeddability features that enable sQL Anywhere to be used as an embedded
database.

Autostart and autostop. A sQL Anywhere server instance can be started by a simple client Api call from
the application over a shared-memory connection on the same physical hardware. Once the server is started,
additional databases can be started or stopped via SQL statements sent from any application. In turn, a server or
database can be configured to shut down automatically when the last connection disconnects.

Database storage utilizes the native file system. sQL Anywhere databases are stored as ordinary os files
and can be managed with the file utilities provided by the operating system. Each database consists of a main
database file, a separate transaction log file, and up to 12 additional files that can be placed on the same filesystem
or spread across several. Raw partitions are not supported. The benefit of this simplicity is deployment flexibility.
To image copy a database, one simply copies all of its associated files; execution of a copy utility program is
not required. Database files are portable amongst all supported platforms, including Windows CE devices, and
even if the machines are of different cpu architectures. This flexibility makes database deployment, application
development, and problem determination, particularly to handheld devices and/or remote locations, significantly
easier.

The transaction log contains logical operations. Unlike write-ahead logging approaches such as Aries
[6] that log physical operations, sQL Anywhere’s transaction log contains logical operations. In addition to
providing the basis for database synchronization operations, the forward transaction log can be translated into
equivalent sQL statements, which can then be applied to any other database instance with the same schema. This
architecture offers application vendors considerable flexibility when performing problem determination and, if
necessary, database reconstruction at remote locations.

Integrated security. sQL Anywhere provides full end-to-end security with 128-bit strong encryption of
database tables, files, and communications streams between the application and the database, as well as the
MobiLink synchronization stream. sQL Anywhere offers built-in user authentication (including support for Ker-
beros), and can integrate with third-party authentication systems. Client applications can verify the identity of a
server using digital signatures or signed certificates. In addition, application vendors can authenticate a server,
which can prevent usage of the server by other (unauthorized) applications entirely, or restrict their capabilities.
sQL Anywhere also offers Fips-certified encryption via a separately licensed security option. Further, sQL Any-
where supports encryption of business logic stored in the database to prevent reverse engineering of the OEM
application logic (stored procedures, views, triggers and so on).

Application profiling. To support problem determination and analysis of application performance problems
in the field, sQL Anywhere contains built-in application profiling that can obtain a detailed trace of all server
activity, including sQL statements processed, performance counters, and contention for rows in the database.
This trace information is captured as an application runs, and is transferred via a TCP/IP link into any sQL
Anywhere database, where it can be analyzed. This flexible architecture allows for the trace to be captured with
a focus on convenience (by storing the trace in the same database that generated it) or on performance (by storing
the trace data on a database on a separate physical machine). The architecture also permits the Application
Profiling tool to analyze and make recommendations, including index recommendations, for databases on mobile
devices running Windows CE.

Quiet operation. Both the personal and the network sQL Anywhere server can be configured to operate in
‘quiet” mode. During quiet operation, no console log is displayed, and the server does not issue startup messages
or issue prompts for service. This permits the OEM application to be in complete control of the user interface for



the application.

Active database support. sQL Anywhere supports events, using either timer-based or event-based schedul-
ing of event handlers (stored procedures), which can permit automatic handling of a variety of conditions, from
‘disk full’ errors to application disconnection. The server’s built-in SMTP support permits event handlers to issue
email notification of events where desirable.

Support for web services. sQL Anywhere contains a built-in HTTP server that allows the server to function
as a web server, as well as to permit access to web services in other sQL Anywhere databases and standard web
services available over the Internet. SOAP is the standard used for this purpose, but the built-in HTTP server in
sQL Anywhere also supports standard HTTP and HTTPS requests from client applications. As a consequence,
it is possible to embed an entire application within a database instance, using the active database components
supported by the server, along with the server’s built-in XML capabilities. If packaged in this way, deploying the
‘application’, with its database, is as simple as deploying the database instance itself; all that is required for a
user interface is a web browser.

3 Sdf-management technologies

3.1 Dynamic buffer pool management

When a database system is embedded in an application as part of an installable package, it cannot normally use

all the machine’s resources. Rather, it must co-exist with other software and system tools whose configuration

and memory usage vary from installation to installation, and from moment to moment. In this environment, it is
difficult to predict the system load or the amount of memory that will be available at any point in time.

Consequently, sQL Anywhere uses the following ap-

proach to buffer pool management: rather than attempting

05 Working o§ye;aQ to ‘tune’ buffer pool memory in isolation, the server tunes

et e i buffer pool allocation to fit the overall system require-

ments. It does this by using a feedback control mecha-

nism, using the os working set size, the amount of free

physical memory, and the buffer miss rate as the inputs
Srihie (see Figure 1). The os working set size, which is polled

every minute, is the operating system’s amount of real
memory in use by the process. Using this feedback con-
trol loop, the server’s buffer pool grows or shrinks on
demand, depending on system-wide resource usage and
the memory management policy of the operating system.
This adjustment can be done very efficiently on some op-
erating systems that permit address space to be allocated to a process independent of backing physical memory.
The variability of the buffer pool size has implications for query processing. Queries must adapt to execution-
time changes in the amount of available physical memory (see Section 3.3).

Heaps. A novel feature of sQL Anywhere is that the buffer pool is a single heterogeneous pool of all types
of pages: table pages, index pages, undo and redo log pages, bitmaps, free pages, and heap pages. To support
efficient buffer pool management, all page frames are the same size.

Data structures created and utilized for query processing, including hash tables, prepared statements, cursors,
and similar structures are allocated inside pages in a heap. When a heap is not in use—for example, when the
server is awaiting the next FETCH request from the application—the heap is ‘unlocked’. Pages in unlocked
heaps can be stolen and used by the buffer pool manager for other purposes, such as caching table or index
pages, as required. When this happens, the stolen pages are swapped out to the temporary file. To resume the
processing of the next request when it arrives, the heap is re-locked, pinning its pages in physical memory. A
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Figure 1: Cache sizing feedback control



pointer swizzling technique (cf. reference [4]) is used to reset pointers in pages forced to be relocated during
re-locking.

Page replacement strategy. As described above, all page frames in the buffer pool are the same size, and
can be used for various purposes. Each type of page has different usage: heap pages, for example, are local
to a connection, while table pages are shared. The buffer pool’s page replacement algorithm must be aware
of the differences in usage as well as those in reference locality in page access patterns. For example, it must
recognize that adjacent references to a single page during a table scan are different from other reference patterns.
sQL Anywhere uses a modified generalized ‘clock’ algorithm [9] for page replacement. In addition, we have
implemented techniques to reduce the overhead of the clock algorithm, yet quickly recognize page frames that
can be reused.

3.2 Sef-managing statistics

sQL Anywhere has used query feedback techniques since 1992 to automatically gather statistics during query
processing. Rather than require explicit generation of statistics, by scanning or sampling persistent data, the
server automatically collects statistics as part of query execution. Subsequent work by other researchers [1, 12]
has also exploited this notion of collecting statistics as a by-product of query execution.

In its early releases, sQL Anywhere computed frequent-value statistics from the evaluation of equality and Is
Null predicates, and stored these statistics persistently in the database for use in the optimization of subsequent
queries. Later, support was added for inequality and LIKE conditions. An underlying assumption of this model
is that the data distribution is skewed; values that do not appear as a frequent-value statistic are assumed to be in
the “tail’ of the distribution.

Today, sQL Anywhere uses a variety of techniques to gather statistics and maintain them automatically.
These include index statistics, index probing, analysis of referential integrity constraints, three types of single-
column self-managing histograms, and join histograms.

3.2.1 Histogram implementation

sQL Anywhere uses self-tuning histograms whose bucket pools expand and contract dynamically as column
value distribution changes are detected. The structure of bucket boundaries shifts over time to minimize error
and allocate more resolution where it is needed. As is typical, we use the uniform distribution assumption
when interpolating within a bucket. SQL Anywhere histograms combine traditional buckets with frequent-value
statistics, known as ‘singleton buckets’. Singletons are implemented as buckets ranging over single values, and
are interleaved with traditional buckets in the histogram structure. A value that represents at least 1% of the
column data or appears in the ‘top N’ most frequent values is saved as a singleton bucket. The number of
singletons retained in any histogram depends on the size of the table and the column’s distribution, but lies in
the range [0,100].

For efficiency and simplicity, the same infrastructure is used for almost all data types. An order-preserving
hash function, whose range is a double-precision floating point value, is used to derive the bucket boundaries
on these data types. The exceptions are longer string and binary data types, for which sQL Anywhere uses
a different infrastructure that dynamically maintains a list of observed predicates and their selectivities. In
addition, not only are buckets created for entire string values, but also for LIKE patterns intended to match a
‘word’ somewhere in the string.

Statistics collection during query processing. Histograms are created automatically when data is loaded
into the database using a LOAD TABLE statement, when data is updated using INSERT, UPDATE, and
DELETE statements, when an index is created, or when an explicit CREATE STATISTICS statement is exe-
cuted. A modified version of Greenwald’s algorithm [5] is used to create the cumulative distribution function
for each column. Our modifications significantly reduce the overhead of statistics collection with a marginal



reduction in quality. In addition to data change operations, histograms are automatically updated during query
processing. During normal operation, the evaluation of (almost) any predicate over a base column can lead to
an update of the histogram for this column.

Join histograms are computed on-the-fly during query optimization to determine the cardinality and data
distribution of intermediate results. Join histograms are created over single attributes. In cases where the join
condition is over multiple columns, a combination of existing referential integrity constraints, index statistics,
and density values are used to compute and/or constrain join selectivity estimates.

A variety of additional statistics are automatically maintained for other database objects. For stored proce-
dures used in table functions, the server maintains a summary of statistics for previous invocations, including
total cpu time and result cardinality. A moving average of these statistics is saved persistently in the database for
use by the optimizer for subsequent queries. In addition, statistics specific to certain values of the procedure’s
input parameters are saved and managed separately if they differ sufficiently from the moving average. Index
statistics, such as the number of distinct values, number of leaf pages, and clustering statistics, are maintained
in real time during server operation. Table statistics, in particular the percentage of a table resident in the buffer
pool, are also maintained in real time and used by the cost model when computing a table’s access cost.

3.3 Query processing

In our experience, there is little correlation between application or schema complexity, and the database size or
deployment platform. Developers tend to complicate, rather than simplify, application design when they migrate
applications to business front-lines, even when targeting platforms like hand-held devices with few computing
resources. It is usually only the user-interface that is re-architected because of the input mode differences on
such devices.

This complexity makes sophisticated query processing an essential component of sQL Anywhere. As de-
scribed in Section 3.1, the operating characteristics of the server can change from moment to moment. In
mixed-workload systems with complex queries, this flexibility demands that query processing algorithms adapt
to changes in the amount of memory they can use. It also means that the query optimizer must take the server
state into account when choosing access plans.

3.3.1 Query optimization

sQL Anywhere (re)optimizes a query* at each invocation. There are two broad exceptions to this. The first class
of exceptions is simple DML statements, restricted to a single table, where the cost of optimization approaches the
cost of statement execution. In such cases, these statements bypass the cost-based optimizer, and are optimized
heuristically. The second class is statements within stored procedures and triggers. For these statements, access
plans are cached on an LRU basis for each connection. A statement’s plan is only cached, however, if the access
plans obtained by successive optimizations of that statement during a ‘training period” are identical. After the
training period is over, the cached plan is used for subsequent invocations. However, to ensure the plan remains
‘fresh’, the statement is periodically verified at intervals taken from a decaying logarithmic scale.

Re-optimization of each query means that optimization cost cannot be amortized over many executions.
Optimization must therefore be cheap. One of several techniques used to reduce optimization cost is to limit the
size of the optimizer’s search space. The sQL Anywhere optimizer uses a proprietary branch-and-bound, depth-
first search enumeration algorithm [8] over left-deep processing tree. Depth-first search has the significant
advantage of using very little memory; in fact, much of the state information required by the algorithm can be
kept on the processor stack. In this approach, enumeration and cost estimation are interleaved.

1n this context we use the term “‘query’ to refer to not only queries but also to INSERT, UPDATE, and DELETE statements.
2|_eft-deep trees are used except for cases involving complex derived tables or table expressions containing outer joins.



The enumeration algorithm first determines a heuristic ranking of the tables involved in the join strategy. In
addition to enumerating tables or table functions, the algorithm also enumerates materialized views matching
parts of the query, and complex subqueries by converting them into joins on a cost basis [7]. Join and index
physical operators are also enumerated during join strategy generation which makes possible costing plans
with intra-query parallelism. By considering tables in rank order, the enumeration algorithm initially (and
automatically) defers Cartesian products to as late in the strategy as possible. Hence it is likely that the first join
strategy generated, though not necessarily optimal, will be one with a ‘reasonable’ overall cost, relative to the
entire search space. The algorithm is branch-and-bound in the sense that a partial join strategy is retained only
if its cost is provably less than the cost of the best complete join strategy discovered thus far.

An interesting characteristic of the branch-and-bound enumeration algorithm is the method by which the
search space is pruned during join strategy generation. The algorithm incrementally costs the prefix of a join
strategy and backtracks as soon as the cost of an intermediate result exceeds that of the cheapest complete plan
discovered thus far. Since any additional quantifiers can only add to the plan’s cost, no join strategy with this
prefix of quantifiers can possibly be cheaper and the entire set of such strategies can be pruned outright. This
pruning is the essence of the algorithm’s branch-and-bound paradigm. It is described in detail in reference [3].

Additional care must be taken when analyzing cost measures for an intermediate result. For example, a
significant component of any plan’s cost concerns its buffer pool utilization. However, measures such as buffer
hit ratios can be accurately estimated only with regard to a complete execution strategy, since in a fully-pipelined
plan the most-recently used pages will be from those tables at the root of the processing tree. Nonetheless, it
is possible to estimate the cost of computing an intermediate result based on a very optimistic metric: assume
that half the buffer pool is available for each quantifier in the plan. Clearly this is nonsense with any join degree
greater than 1. However, the point is not to accurately cost intermediate results, but to quickly prune grossly
inefficient strategies from the search space.

Another notable characteristic of the join enumeration algorithm involves the control strategy used for the
search [8]. A problem with join enumeration using a branch-and-bound approach with early halting is that the
search effort is not well-distributed over the entire search space. If a small portion of the entire space is visited,
most of the enumerated plans will be very similar. sQL Anywhere addresses this problem by employing an
optimizer governor [10] to manage the search. The governor dynamically allocates a quota of search effort
across sections of the search space to increase the likelihood that an efficient plan is found. This quota is
unevenly distributed across similar join strategies so that more effort is spent on heuristically higher-ranked
strategies. Initial quota can be specified within the application, if desired, allowing fine-grained tuning of the
optimization effort spent on each statement.

Disk transfer time model. sQL Anywhere uses a Disk
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size is 1, the 1/0 is sequential; otherwise, it is random. Significantly larger band sizes increase the average cost
of each retrieval because of a higher probability of each retrieval requiring a seek, and the increase in the travel
time of the disk arm to reach the correct cylinder. Figure 2 illustrates the default and calibrated DTT taken from
two different hardware configurations.

3.3.2 Adaptive query execution

SQL Anywhere’s query optimizer can automatically annotate a chosen query execution strategy with alternative
plan operators that offer a cheaper execution technique if either the optimizer’s choices are found to be subop-
timal at run-time, or the operator requires a low-memory strategy at the behest of the memory governor (see
below). For example, the optimizer may construct an alternative index-nested loops strategy for a hash join,
in case the size of the build input is considerably smaller than that expected at optimization time. Hash join,
hash-based duplicate elimination, and sorting are examples of operators that have low-memory execution alter-
natives. A special operator for execution of RECURSIVE UNION is able to switch between several alternative
strategies, possibly using a different one for each recursive iteration.

To ensure that SQL Anywhere maintains a consistent memory footprint, in-memory data structures used by
query processing operators are allocated within heaps that are subject to page replacement within the buffer pool.
Moreover, as the buffer pool can shrink during query execution, memory-intensive query execution operators
must be able to adapt to changing memory conditions.

Each task, or unit-of-work, within the sQL Anywhere server is given a quota of available memory by the
server’s memory governor. There are two quotas computed for each task:

¢ a hard memory limit: if exceeded, the statement is terminated with an error.

e a soft memory limit, which the query processing algorithms used for the statement should not exceed,
if at all possible. Approaching this limit may result in the memory governor requesting query execution
operators to free memory if possible.

The memory governor controls query execution by limiting memory consumption for a statement to not
exceed the soft limit. For example, hash-based operations in sQL Anywhere choose a number of buckets based
on the expected number of distinct hash keys; the goal is to have a small number of distinct key values per
bucket. In turn, buckets are divided uniformly into a small, fixed, number of partitions. The number of partitions
is selected to provide a balance between 1/0 behaviour and fanout. During the processing of the hash operation,
the governor detects when the query plan needs to stop allocating more memory—that is, it has exceeded the soft
limit. When this happens, the partition with the largest number of rows is evicted from memory. The in-memory
rows are written out to a temporary table, and incoming rows that hash to the partition are also written to disk.

By selecting the partition with the most rows, the governor frees up the most memory for future processing,
in the spirit of other documented approaches in the literature [11]. By paying attention to the soft limit while
building the hash table on the smaller input, the server can exploit as much memory as possible, while degrading
adaptively if the input does not fit completely in memory. In addition, the server also pays attention to the
soft limit while processing the probe input. If the probe input uses memory-intensive operators, their execution
may compete with the hash join for memory. If an input operator needs more memory to execute, the memory
governor evicts a partition from the consuming operator’s hash table. This approach prevents an input operator
from being starved for memory by a consumer operator.

Adaptive intra-query parallelism. sQL Anywhere can assign multiple threads to a single request, thus
achieving intra-query parallelism. There is no static partitioning of work amongst the threads assigned to a
query. Rather, a parallel query plan is organized so that any active thread can grab and process a small unit of
work from anywhere in the data flow tree. The unit of work is usually a page’s worth of rows. It is not important
which thread executes a given unit of work; a single thread can execute the entire query if additional threads are
not available. This means that parallel queries adapt gracefully to fluctuations in server load.



4 Conclusions

Virtually every new feature implemented in sQL Anywhere is designed to be adaptive or self-managing. In
addition to the embedded and self-management technologies described above, sQL Anywhere also includes a
variety of tools and technologies that are useful during the development of a database application, including
an index selection utility called the Index Consultant, graphical administration and modeling tools, and a full-
function stored procedure debugger. Going forward, we will continue to develop autonomic features that provide
greater degrees of self-tuning and self-management.
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