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Letter from the Editor-in-Chief

New and Retiring Bulletin Editors

Every two years, | appoint a new set of issue editors for thia Bagineering Bulletin. This is the single most
important thing that | do as the Bulletin Editor-in-Chiefaiin very proud of the distinguished record that these
editors have established over the years. | want to thank,tbeenand all, for the great jobs done over the years.

It is now time to thank the editors who have just completedr teems. Each has done the two issues that
our “contract” requires. These retiring editors are Gustalonso of ETH, Minos Garofalakis of Intel Research,
Meral Ozsoyoglu of Case Western Reserve, and Jignesh Pdbed tniversity of Michigan. Thank you one
and all for a fine job. Special thanks also goes to those whstaedssignificantly in the editorial process over
the past two years, Gultekin Ozsoyoglu of Case Western Reseid Dan Suciu of University of Washington.

| am very pleased to now introduce the Bulletin issue ediforghe next two years. They represent on-
going evidence that the Bulletin is held in high regard andticoies to attract outstanding members of the
database community. These new editors are Anastassia&ilahCarnegie Mellon University, Jayant Haritsa
of the Indian Institute of Science, Nick Koudas of the Unsigr of Toronto, and Dan Suciu of the University
of Washington. Parenthetically, Dan has already been alitoreof the March 2006 issue. | want to both
welcome them to the Bulletin and also thank them for joinisdgruwhat, in the final analysis, represents a great
cooperative venture to deliver timely reports on the vetgdathat is happening in the database field.

Nominations for Chair of the TC on Data Engineering

| want to call your attention to the letter following this ofrem the Nominating Committee for the election
of a new chair for the Technical Committee on Data Enginge(irCDE). The TCDE is the organization that
sponsors the publication of the Bulletin as well as the lmdtonal Conference on Data Engineering (ICDE).
The chair position has significant responsibilities and EODembers should take an interest in the election.
Please read the next letter and consider nominating sonseonR€DE Chair.

The Current Issue

When people ask questions of a web search engine, theirtaxijpads that the results produced will represent
a best effort. They anticipate scanning, with human eysjile results in order to discover the most useful and
accurate information from a potentially vast sea of posgibsults. Users of database systems have very different
expectations. When they submit a query, they expect tharieeer will be precisely what they requested and
that it will accurately reflect the situation about whichyttgare. This can be essential, as in the case where it is
not a human, but a computer, that will be interpreting anohgain the delivered results.

Unfortunately, even data in dtaabases needs to come froravgloene. And that somewhere is only some-
times other database systems. Ultimately, all data origintom outside of the database system. So what are
we to make of this data? It is, in fact, not always accurates gometimes simply imprecise, at other times
contradictory, and frequently redundant. This is wheremeeds to consider, and hopefully solve, the problem
of data quality. And it is data quality that is the subjectltd turrent issue.

Nick Koudas knows this area and the researchers, both ialemtd academic, who are actively engaged in
sorting out the very complex and demanding problems sudiogndata quality. The current issue represents a
snapshot of some of the very exciting work going on in thisatavant to thank Nick for his efforts in bringing
this issue together. | am sure that readers will find artiolesnmediate interest and will want to come back
again to the this issue to re-examine the work in this fielcatT$) indeed, a core strength of the Bulletin, giving
readers a status report on research that represents anngneffort to deal with the hard problems of our field.

David Lomet
Microsoft Corporation



Call for Nominations Letter

Election of a New Chair for the TC on Data Engineering

The Chair of the IEEE Computer Society Technical Committeddata Engineering (TCDE) is elected for a
two-year period. The mandate of the current Chair, ErichHe&l expires at the end of this year and since
this is his second term, he is ineligible to be nominated asdr dbr the next term. A Nominating Committee
for electing a chair for the period 2007-2008 consisting eft Salzberg (salzberg@ccs.neu.edu), David Lomet
(lomet@microsoft.com) and Erich Neuhold (neuhold@ipgi.fle) has been struck. The Nominating Committee
invites nominations for the position of Chair from all membef the TCDE. To submit a nomination, please
contact any member of the Nominating Committee before Augbis2006.

More information about TCDE can be found at http://ipsi.theftcde. Information about TC elections can
be found at http://www.computer.org/tab/hnbk/electimgedures.htm.

Betty Salzberg, David Lomet, Erich Neuhold
TCDE Nominating Committee



Letter from the Special Issue Editor

This issue of the Data Engineering Bulletin is devoted tottiméc of data quality. Data quality is an important
topic of vast business importance. Quality problems siggifily degrade common business practices (with
billing being a prominent example). Typical quality praibie include incorrect person or business names,
inconsistent address information, poor integrity comstsa missing keys to name a few. It is estimated that
data quality problems cause approximately 600 billionatsliof financial loss in the US alone each year. Data
quality has been in the center of research interest for niame thirty years. Although several steps have been
made towards addressing major problems and an array oftiredusols are available, fundamental problems
remain still widely unsolved.

The issue contains seven articles authored by leading tsxipethe area. The specific collection of articles
was chosen in a way to highlight current research direcfiodsta quality as well as new interesting approaches
to known problems.

The first two articles present new approaches to the problemntiy resolution The article by Bhattacharya
and Getoor addresses the problem of collective entity uéisol, namely exploring relationships or ties between
entities in a way that related entities are resolved cdllelst The article by Benjelloun et. al., is an overview of
the approach to entity resolution by the Stanford SERF pto|a this approach match predicates are considered
as black boxes and algorithms are presented to merge smtieiently.

The article by Naumann et. al., presents an interestingoagprto data fusion by considering a multi-level
approach. In particular the authors present the resultseafitesearch to merging data from different sources by
systematically tracking inconsistencies at the valudetap well as schema level. Laure Berti-Equille discusses
quality aware query processing. This is a relatively new laigtily important problem. Traditional approaches
to data quality consist of techniques to 'clean’ data in otdeenable query processing on the clean image of
a data set. Quality aware query processing aims to enably guacessing on ’dirty’ data (data with various
quality problems) and provide tradeoffs between querygssing cost and result quality.

Dasu et. al., present work in the context of the Bellman datdity tool from AT&T Research. A very
interesting direction in data quality deals with data bag®#agation for quality problems. It is highly important
to provide tools and methodologies to identify data quatitgblems, in addition to providing techniques to
resolve them once they have been identified. The Bellmanisoah important step in this area. The article
explores data mining on database dynamics. In particuleerf®rms data mining to explore database changes
as a function of time. Chaudhuri et. al., present work in thietext of the Data Debugger project at Microsoft
Research. The main goal of the project is to identify geremid robust abstractions for data cleaning operators
and to support efficient implementations of these abstmastiDoing so will enable composability of operators
(relational and non relational) to derive operator treesthe paper the authors illustrate their approach using
the record matching operation.

Finally the article by Milano et. al., deals with addressiplity problems in non relational data sources. In
particular it presents approaches for resolving idestitoe XML data taking into account the specifics of such
data and in particular the underlying document structures.

I would like to take this opportunity to thank the contribigdo this special issue once again for the time
and effort they have put in delivering the articles. | wouk@lto also thank the editor in chief of the publication
Dr. David Lomet for his availability and timely response dmhdling of all matters related to the issue. Mr.
Dimitris Tsirogiannis provided valuable assistance ireagding the issue and | would like to thank him for his
time. | hope readers will enjoy the article collection as mas | have.

Nick Koudas
University of Toronto
Toronto, Canada



Collective Entity Resolution In Relational Data

Indrajit Bhattacharya and Lise Getoor
Department of Computer Science
University of Maryland, College Park, MD 20742, USA

Abstract

An important aspect of maintaining information quality iatd repositories is determining which sets of
records refer to the same real world entity. This so calletitgmnesolution problem comes up frequently
for data cleaning and integration. In many domains, the ulyileg entities exhibit strong ties between
themselves. Friendships in social networks and collabonat between researchers are examples of
such ties. In such cases, we stress the need for collecthity solution where, instead of indepen-
dently tagging pairs of records as duplicates or non-dwgiks, related entities are resolved collectively.
We present different algorithms for collective entity feion that combine relational evidence with
traditional attribute-based approaches to improve entigolution performance in a scalable manner.

1 Introduction

There has been an increase in automated acquisition agdatioe for data repositories and information sources
and, because completely manual curation is impossiblelibudlthe smallest databases, there has been an
increasing dependence on automated techniques for nmangaiata integrity and quality of information. While
we have seen a surge in research interest in this area oviastidecade, the problems are quite challenging.
Because accuracy is critical in many applications, theneeisd for further improvement. In addition to the
attributes of records that have traditionally been useddig dleaning and integration algorithms, quite often
there may be relationships between different databased®cim such cases, the models and algorithms for data
cleaning can take such relationships into account to imgp@rformance.

Entity resolutionis an important problem that comes up frequently for clegw@nd integration. In many
databases, records refer to real world entities, and as datetbases grow, there can many different records
that refer to the same entity. For example, a social netwatklzhse can have different records with names
‘J. Doe’, ‘Jonathan Doe’ and ‘Jon Doe’ that refer to the samaespn. In the absence of keys such as social
security numbers, this duplication issue [13, 15] leads émyrdifferent problems, such as redundant records,
incorrectness of computed statistics, and several othiés. issue also comes up when integrating data from
different heterogeneous sources without shared keys assibip even different schemas [10]. Broadly, we call
such database recorggerencego real world entities, and the entity resolution problertoind the underlying
entitiesin the domain and tag the references in the database witmthieg to which they correspond.

Entity resolution is a difficult problem and cannot be solusihg exact matches on tuple attributes. First,
there is thadentificationproblem, when different representations arising from reiog errors or abbreviations

Copyright 2006 IEEE. Personal use of this material is petadit However, permission to reprint/republish this maikefor
advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
copyrighted component of this work in other works must bainbtl from the IEEE.
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refer to the same entity. In our earlier example, figuringtbat ‘Jon Doe’ and ‘Jonathan Doe’ are the same
person is an instance of this problem. Failure in identildcaaffects completeness of information. The second
issue isdisambiguation It is possible that two records with name ‘J. Doe’, the sanddress and the same age
refer to two brothers and not to the same person. This affgetssion. Early approaches to entity resolution
prescribed fuzzy attribute matches and many sophistidatdgthiques have been developed. However, attribute-
based approaches still cannot satisfactorily deal withptieblem of false attribute matches and, in general, it
may be hard to improve precision and completeness at the tsa@esing just attributes of records.

In many domains, some underlying entities exhibit strofati@nal ties to certain other entities. For instance,
people interact frequently with their close friends in aigbonetwork, while in academic circles, researchers
collaborate more with their close associates. When suslefisst between entities, co-occurrences between the
references to these entities can be observed in the datee sotial network example, we may have the records
for the best friends of ‘J. Doe’ and ‘Jon Doe’. Our goal will temake use of such relationships between
references to improve entity resolution performance. Hanehe problem is that we do not know the entities
for these related records either. So how can we use thesmnsldhen? One way is to use the attributes of
related records as well when computing fuzzy matches. Whideis an improvement, it may not always work.
For example, we do not want to merge two person records sibgaguse their best friends have similar names.
The correct evidence to use is whether their best friendsnaf&ct the same entity. This is the idea behind
collective entity resolutionwhere the entity for any reference depends on the entitiessf related references.
Computationally, it is a more difficult problem to solve thattribute-based resolution. The database cannot
be cleaned with a single-pass approach anymore because dépfendent nature of the resolutions. We need
to resort to iterative approaches, where each resolutianvik make potentially provides evidence to discover
other duplicate references. However, there is also the igmthat the resolution accuracy can be significantly
improved over traditional techniques. In this article, wegent a survey of algorithms we have proposed in
earlier work [3, 4, 5, 6] that address the computationallehgk of collective resolution and combine attributes
of records with relational evidence to improve entity resoh performance.

2 Problem Formulation

In domains where the data contains relationships betwdtaratit entity references, these may be represented
using an auxiliary table of relations. We now introduce aeg&nnotion of areference databasthat records
information about references and the relationships betilesm that are observed in the data. Then we describe
the entity resolution problem in such a reference databsiag examples to illustrate the various issues involved.

2.1 Reference Database

In the simplest formulation, a reference database congeiable of reference® = {r;}, where each reference
has an identifielR.id and a set of attribute§R.A,, ..., R.Ax}. Also, we have the unobserved domain entities
& = {e;}. For any particular reference, we denote the entity to which it maps &%r;). We will say that
two or more references ao®-referentif they correspond to the same entity. Note however that #telse is
unresolved — the references do not have any identifiers thelbde the mappind@(r;). Further, the domain
entities€ and even the number of such entities is not known. To modatioalships between references in a
generic way, we use a hyper-edge tablewith identifier H.id and attribute§H.A4; ... H.A;}. Each hyper-
edge connects multiple references. We use a mapping feble {hid, rid} to associate the referencél to
the hyper-edgéid. For convenience, we use the notatiore h to mean that a referengec R is associated
with a hyper-edgé, € H: r € h < (r.id, h.id) € M. Note that each reference may be associated with zero
or more hyper-edges.

Let us now look at a sample domain to see how it can represémtegr framework. We consider as our



motivating example a database of academic publicationsasito DBLP, CiteSeer or PubMeldWe consider
the problem of resolving the authors of the publicationscheaublication in the database has a set of author
names. For each author name, we have a reference’®R andr;.Name records the observed name of the
author in the publication. In addition, we can have attelstR.Affil andR.Email to record the affiliation and
email of each author reference if they are available in thgepaAdditionally, each publication represents a
co-author relationship among the references in it. So we laaventryh; in the hyper-edge tablgf for each
publication and an tupléh;.id, r;.id) in the mapping tableM for each reference; in a publicationh;. If a
publication also comes with additional information, sushtie, these are represented as attributés tle)
of the hyper-edge tabf&. While in general our representation allows each referémt®long to zero or more
hyper-edges, in this domain each author-name in a paperisiactl reference and therefore occurs in exactly
one hyper-edge.

As an example, consider the following four papers.

1. W. Wang, C. Chen, A. Ansari, “A mouse immunity model”
2. W. Wang, A. Ansatri, “A better mouse immunity model”

3. L. Li, C. Chen, W. Wang, “Measuring protein-bound fluxetin
4. W. W. Wang, A. Ansari, “Autoimmunity in biliary cirrhosis

These may be represented in our notation with 10 referepges. ., r1o} in the reference tabl®, wherer; is
(id 1; Name ‘Wang W’), etc. There are 4 entrigg, ..., hs} in the hyper-edge tabl# for the four papers,
whereh, is (id 1; T'itle “The mouse immunity model’and so on. The mapping talle( also has 10 entries,
one for each reference, to record which reference appearsian paper. For example, the entiyid 1; rid 1)
records that referencg appears in hyper-eddge. This is represented pictorially in Figure 1(a).

2.2 Entity Resolution Problem in a Reference Database

Given the formulation of a reference database, the ent#gluéion task is to partition or cluster the references
according to their underlying entities. To illustrate tfus our example, suppose we have six underlying entities,
which are shown in Figure 1(a) using six different shadesreférences with name ‘A. Ansari’ are co-referent,
as are all the ‘L. Li’ references. However, the two ‘C. Chearg not co-referent and map to two different
entities. More interestingly, the four references with edkVang’ map to two different entities. Referenags

r4, andrg are co-referent, whileg maps to a different entity.

A natural task in a reference database is to take all refesawith a given name and partition them according
to the entities to which they correspond. We refer to thishaslisambiguation task Consider the name ‘W.
Wang'. In our example, there are three author reference\fowang’: r1, r4, andrg. Our goal is to partition
these identically named references according to entitidsen the correct disambiguation for ‘W. Wang'’ is
{{r1,r4},{rs}} indicating that-; andr, map to the same entity amd maps to a distinct entity. The complete
disambiguation for the database would cover the otherertes as well.

Observe that the disambiguation task handles one part aewdution process. In our example, while it
finds the co-referent pairs with name ‘W. Wang’, it does natsider references whose names are not exact
matches. However, refereneg from the fourth paper is co-referent wiih, even though it has a different
recorded name. So, thg reference from the fourth paper should be included in theesantity cluster as the
rq reference. Therefore, in addition to disambiguation, wedr® ‘identify’ coreferences with different names
as well. To handle this, we define tleatity resolution task as a partitioningall references in the database

*However, this entity resolution framework is general erfotghandle application domains such as customer relatipnshnage-
ment, personal information management and others thalviemveferences, entities and complex relationships.
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Figure 1: (a) Example papers represented as referencesatedrby hyper-edges, with different entities shaded
differently (b) Two underlying groups of collaborating iiets, with their generated papers listed alongside.

according to the entities to which they correspond. Theyergsolution result for our example should return six
clusters: {{r1, 74,79}, {rs}, {re},{r7},{rs,ms,r10},{r6}}. The first two clusters correspond to ‘Wang’, the
next two to ‘Chen’, the fifth to ‘Ansari’ and the last to ‘Li".

2.3 Entity Resolution Approaches

Different approaches may be used to resolve the referenceslatabase. Here we briefly look at the intuition
behind three of the prevalent ones.

1. Attribute-based Entity Resolution: This is the traditional approach where similarity is congautor each
pair of references based on their attributes and only thage phat have similarity above some threshold are
considered to be co-referent. Many sophisticated and effiigi computable similarity measures have been
proposed for different types of attributes over the yeamweéler, attributes alone often run into problems, as in
the case of the three ‘W. Wang’ references in our example.

2. Naive Relational Entity Resolution: When relations between references are available, thimapprconsid-
ers the attributes of the related references when compsitinigarity between pairs of references. In our running
example, when computing the similarity between ‘W. Wangl av. W. Wang', it would take into account that
both have co-authors with name ‘A. Ansari’.

3. Collective Entity Resolution: While the naive relational approach improves significaotlythe attribute-
based approach, it can be misled in domains where manyesrtigive the same name and the relationship graph
is dense. In our example, the two ‘W. Wang’ referenceandrg are not co-referent, though they both have co-
authors with name ‘C. Chen’. The correct evidence to use isdiet the ‘Chen’s are not co-referent either. In
such a setting, in order to resolve the ‘W. Wang’ referenitésnecessary teesolvethe ‘C. Chen’ references as
well, and not just consider them as attributes. This is tred gbcollective entity resolution, where resolutions
are not made independently. Instead one resolution dacéfects other resolutions via hyper-edges. This
increases the computational expense of the resolutioregsdaut improves accuracy significantly in ambiguous
domains.

For the first two approaches, all that is needed is a simjlangéasure between pairs of references. Given
such a similarity measure, the algorithm for resolvingtesgiis straight-forward — those reference pairs that
have similarity above a given threshold are declared to befaent. However, collective entity resolution is
more involved. Specifically, the dependencies between iffexeht resolution decisions need to be modeled.
Also, as we have already mentioned, the algorithm needs ke maltiple passes over the references to capture
the dependencies. We next describe two approaches totealeatity resolution that we have developed.



3 Algorithms for Collective Resolution

We first describe a clustering approach to collective rasmiland then briefly discuss a probabilistic generative
model for the same problem and how we can do inference in it.

3.1 Relational Clustering

Given that the goal of entity resolution is to cluster theathase references according to their entities, we have
developed a relational clustering algorithm for entityoleion (RC-ER) [3]. Given a current set of reference
clustersC = {¢;}, it iteratively merges the pair of clusters that are the nsostlar. We associate a cluster label
r.C' with each reference to denote its current cluster memherddote that it is the similarity measure that
distinguishes the different entity resolution approachiésr the attribute-based approach, the similarity only
considers the attributes of references. For the naiveioeidtapproach, it additionally considers the attributes
of related references. The collective approach, in contcassiders the cluster labels of the related references.
The similarity of two clusters; andc; is defined as

sim(c;, ¢j) = (1 — a) x sima(ci, ¢j)+ ax simp(c,c¢j) 0<a<1 (1)

wheresim 4() is the similarity of the attributes andmpr() is the relational similarity between the references
in the two clusters. The most important and interesting espiethe collective approach is the dynamic nature
of the similarity. In contrast to attribute-based and nawkational resolution, where the similarity between
two references is fixed, for collective resolution it depemd thecurrent cluster labels of the references and
therefore changes with the labels. In our example, the aiityil of the two references ‘W. Wang' and ‘W.
W. Wang’ increases once the Ansari references are giverathe sluster label. Let us now see how the two
components of the similarity are computed.

Attribute Similarity: For each reference attribute, we assume the existence ssitesimilarity measure that
takes two reference attributes and returns a value betWagnd1 that indicates the degree of similarity between
them. In addition, if the hyper-edges have attributes, therattribute similarity of two references can also take
into account the attributes of the hyper-edges with whidy thre associated. Several sophisticated similarity
measures have been developed for names, and popular TrehBFmes may be used for other textual attributes
such as keywords. The measure that works best for eachuédtnibay be plugged in. Finally, a weighted
combination of the similarities over the different attries yields the combined attribute similarity between two
reference clusters.

Relational Similarity: For collective entity resolution, relational similaritpmrsiders the cluster labels of the
references that each cluster is connected to via the hyjyggse There are many possible ways to define this
similarity; here we discuss one of measures that we haveopea|[3, 5].

The hyper-edges relevant for a cluster are the hyper-edgesl feferences in it. Recall that each reference
r IS associated with one or more hyper-edges in the hyper-adhiie?. Therefore, the hyper-edge set{ for
a clusterc of references is defined as

cH=|J A{nwid| (hid,rid) € M Arid=rid} (2)
reRAr.C=c

This set defines the hyper-edges that connect a clugi@ther clusters, and are the ones that relational sirtyilari
needs to consider. For instance, when all the referencags irunning example have been correctly clustered as
in Figure 1(b), the edge-set for the larger ‘W. Wang’ clus€ih, ho, hy }, Which are the hyper-edges associated
with the references,, r4 andrg in that cluster.



The different clusters to which any clusteof references is connected via its hyper-edge set is cdiled t
neighborhoodVbr (c) of clusterec.

Nbr(c;) = U {¢j|¢;j=r.C} (3)
hec.H,reh
Returning to our example, the neighborhood of the ‘W. Wahgster mentioned above consists of the ‘Ansari’
and the ‘Chen’ clusters, which are connected by its edgehs®t, for the relational similarity measure between
two clusters, their neighborhoods are compared usingsdasity such as Jaccard similarity:

simpg(ci, ¢j) = Jaccard(Nbr(c;), Nbr(c;)) 4)

Recall that for two setsl and B, their Jaccard similarity is defined daccard(A, B) = #j}xﬂ g| . The similarity

can be computed and updated efficiently, in time that is tirethe average number of neighbors per cluster.

Clustering Algorithm: Given the similarity measure for a pair of clusters, a greagglomerative clustering
algorithm is used for collective entity resolution. Theaithm bootstraps the clusters, identifies the candidate
set of potential duplicates and iterates over the followsteps. At each step, it identifies the current ‘closest
pair’ of clusters ¢;, ¢;) from the candidate set and merges them to create a newralyst identifies new can-
didate pairs and updates the similarity measures for thatéw cluster pairs. All of these tasks are performed
efficiently using an indexed priority queue. The algoritremntinates when the similarity for the closest pair
falls below a threshold.

3.2 Probabilistic Group Model

In addition to the relational clustering algorithm, we halso developed a probabilistic generative model for
collective entity resolution [6], which we call the Latentridhlet Allocation model for Entity Resolution, or
LDA-ER for short. It describes how the author references in anympapght be generated. Instead of modeling
pair-wise collaboration relations between author ergjttbe novelty of the model is that it uses the notion of
collaboratinggroups of entities For our example, the six relevant entities belong to twéedéint groups, as
shown in Figure 1(b). The generative process for each pagésélects one or more groups that collaborate to
write the paper. Then each author for the paper is chosen draof these selected groups. The true name of
an author entity determines what the reference name in a paght be. In the example, papers 1, 2 and 4 are
generated by collaborating entities from group G1, whilequa is written by entities from group G2. Note that
for the author entity with true name “WeiWei Wang”, the reflece name is “W. Wang” in two of the papers and
“W. W. Wang” in another.

We have developed a Gibbs Sampling algorithm for doing @rfee in this model. Starting from an initial
assignment of groups and entities for the references, gwitdim repeatedly samples the group and entity for
each reference given those for the others until a statiadiatgibution is reached. In our example, the algorithm
is expected to predict that the ‘Wang’ references in papgBsahd 4 are likely belong to the same group, and
therefore they are more likely to map to the same entity. Tthero'Wang' reference in paper 3 maps to a
different entity, since most probably it belongs to a déf@rgroup. Also, one interesting aspect of our inference
algorithm is that number of entities does not need to specédiea parameter — it automatically determines
the most likely number of entities given the reference degab Another important aspect is that the inference
algorithm is completely unsupervised. This is significameg the scarcity of training data for this problem.

4 Experimental Results

We have evaluated our collective entity resolution aloni [3, 4, 5, 6] for the task of author resolution in
synthetic as well real-world citation databases such a=Sggr (2,892 author references from Machine Learn-
ing), arXiv (58,515 author references from High Energy Rés)sand BioBase (831,991 author references from
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Biology). Here we present an overview of our results. The fieseline A) that we compare against uses only
attributes of the references for resolution, while the sdd@+N) additionally uses attributes of neighboring or
related references. We also consider the variafiteand A+N* that take transitive closures over the pair-wise
decisions made i\ and A* respectively. For evaluating entity resolution perforcgnwe use the popular
F1-measure (the harmonic mean of precision and recall)egb#lir-wise decisions over all references.

In Table 1, we show the performance of our relational clirsgealgorithm algorithmRC-ER against the
baselines in the three datasets. The best performancediodataset is shown in bold. We can see R@tER
outperforms the baselines in all cases. Also, the improm¢roeer the baselines increases as we move from
CiteSeer to arXiv and then to BioBase. The improvement usoligctive resolution depends on how densely
the references are related to each other and also on wh#bifrad the references names are ambiguous, or
in other words, are shared by more than one entity. The sesaitfirm this since both the density of relations
and ambiguity of reference attributes in highest for BicBBagsd lowest for CiteSeer, which explains the dif-
ference in performance. We experimented with differenttatte similarity measures and we observed similar
improvements with all of them. Performance using our prdistic model LDA-ER is very similar to that of
RC-ER.

Table 1: Entity resolution performance (F1-measure) of éilgorithms on three datasets. Results are for the
entire CiteSeer and arXiv datasets and for the 100 mostérequames in BioBase.

\ | A A* A+N A+N* RC-ER |
CiteSeer[ 0.980 0.990 0.973 0.984 0.995

arxXiv 0.974 0.967 0.938 0.934 0.985
BioBase| 0.701 0.687 0.710 0.753 0.818

While Table 1 records improvements over the entire Cite8rdrarXiv datasets, the strength of collective
resolution clearly stands out when we look at specific irtanof ambiguous names. When a name or its
abbreviation is shared between multiple entities, it isltaresolve different references having that name using
attributes alone. In Table 2, we show some examples of amnbgynames from arXiv and the performance of
the attribute baselines and dubA-ER model only over references that have this abbreviated n&keecan
see that for all such cases collective resolution out-persahe baselines by very large margins.

Table 2: Entity resolution performance (F1-measure) felbA-ER model and the best baseline performance
for some example ambiguous names from the arXiv dataset.

| | ChoH DavisA SarkarS SatoH ShinH VeselovA YamamotoK YangZ a#hR Zhu H]

Best of A/A* | 0.80 0.67 0.67 0.82 0.69 0.78 0.29 0.77 0.83 0.p7
LDA-ER 1.00 0.89 1.00 0.97 1.00 1.00 1.00 0.97 1.00 1.00

We have done extensive evaluations of the different aspéaiar models and algorithms. Figure 2 shows
some sample plots. Figure 2(a) shows how performance chamigie the combination weight between at-
tribute and relational similarity for arXiv. We also expeented with synthetic data to see how different struc-
tural properties in the data affect the algorithms. Figyi® Rlots one of the trends, which shows that expected
improvements usingtDA-ER are higher when each relation covers more references oageieFinally, Fig-
ure 2(c) shows holRC-ER scales with data size once the potential duplicate pairs begn identified. We can
see that it takes longer than the attribute baseline, bigriveth is still linear.
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Figure 2: (a) Entity resolution performance usiR@-ER versus combination weight for arXiv. (b) Improve-
ment overA* using LDA-ER against average number of references in each relation. x@uton time of
RC-ER andA* for increasing number of references in the data.

5 Related Work

The entity resolution problem has been studied in manydiffeareas under different names — deduplication,
record linkage, co-reference resolution, reference r@tation etc. Most of the work has focused on traditional
attribute-based entity resolution. Extensive researchbeen done on defining approximate string similarity
measures [15, 7, 8] that may be used for unsupervised eastiution. The other approach is to use adaptive
supervised algorithms that learn similarity measures flaineled data [18]. The WHIRL system [9] has been
proposed for data integration using similarity join querier textual attributes. Swoosh [2] is generic entity
resolution framework that minimizes the number of recavkel and feature-level operations when resolving
and merging duplicates. Probabilistic techniques hava besposed for quick similarity computation between
tuples for fast text-joins [12] and for efficiently lookingp wandidate matches for incoming tuples [8].

Many recent approaches take relations into account forideggration [1, 3, 5, 14, 11, 16, 17]. Ananthakr-
ishna et al. [1] introduce relational deduplication in da&rehouse applications where there is a dimensional
hierarchy over the relations. Neville et al. [16] have shdwmw relations may be combined with attributes for
clustering. Kalashnikov et al. [14] enhance attribute Enity between an ambiguous reference and the many
entity choices for it with relationship analysis betweea émtities, such as affiliation and co-authorship. Dong et
al. [11] collectively resolve entities of multiple types pyopagating relational evidences in a dependency graph,
and demonstrate the benefits of collective resolution indatasets. Singla et al. [17] propose a probabilistic
model based on conditional random fields that exploits sindiépendencies.

6 Conclusion and Future Directions

Entity resolution is an area that has been attracting gmwitention to address the influx of structured and
semi-structured data from a multitude of heterogeneouscesu Accurate resolution is important for a variety
of reasons ranging from cost-effectiveness and reducidgnaancy in data to accurate analysis for critical
applications. We have found collective entity resolutiomé a powerful and promising technique that combines
attribute similarity with relational evidence and sigrdfintly improves performance over traditional approaches.
The improvements using relations are more dramatic in datgbwhere names are more likely to be ambiguous.
While collective resolution is more expensive than attebloased resolution, the computational cost is not
prohibitive. As future directions, we are interested indlimed entity resolution, incremental updates and in
challenging and important domains such as geo-spatiabds¢éa and others with unstructured context as in
email archives.
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Abstract

The SERF project at Stanford deals with the Entity ResaiufieR) problem, in which records deter-

mined to represent the same real-life “entities” (such asge or products) are successively located
and combined. The approach we pursue is “generic”, in thessetinat the specific functions used to
match and merge records are viewed as black boxes, whichitgesfficient, expressive and extensible
ER solutions. This paper motivates and introduces the jplies of generic ER, and gives an overview
of the research directions we have been exploring in the SEBJEct over the past two years.

1 Introduction

Entity Resolution (ER) (also referred to as deduplicatienjhe process of identifying and merging records
judged to represent the same real-world entity. ER is a kallvn problem that arises in many applications.
For example, mailing lists may contain multiple entriesresgnting the same physical address, but each record
may be slightly different, e.g., containing different dipgJs or missing some information. As a second example,
consider a comparative shopping website, aggregatinguptazatalogs from multiple merchants. Ildentifying
records thamatch i.e., records that represent the same product is chatigrimgcause there are no unique iden-
tifiers across merchant catalogs. A given product may appetiferent ways in each catalog, and there is a fair
amount of guesswork in determining which records match.iddeg if records match is often computationally
expensivee.g., may involve finding maximal common subsequencesarstwings. How tanergerecords, i.e.,
combine records that match is often atgaplication dependentor example, say different prices appear in two
records to be merged. In some cases we may wish to keep bdikrof wvhile in others we may want to pick
just one as the “consolidated” price.

In the SERF project, we study ER as a “generic database pndblé/e say we take a generic approach
because we do not study the internal details of the functimesl to compare and merge records. Rather, we
view these functions as “black-boxes” to be invoked by the éfigine. Given such black-boxes, we study
algorithms for efficiently performing ER, i.e., we develdpasegies that minimize the number of invocations
to these potentially expensive black-boxes. An importamgonent of our work is that we identify a set of
properties that the black-boxes should have in order totleadvell-defined single “answer” to the ER problem,
as well as to efficient algorithms. For example, associatieeges is one such important property: If merges are

Copyright 2006 IEEE. Personal use of this material is petedit However, permission to reprint/republish this maikefor
advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
copyrighted component of this work in other works must bainbtl from the IEEE.

Bulletin of the IEEE Computer Society Technical Committee e Data Engineering

13



not associative, the order in which records are merged magaétrthe final result. Our general framework for
ER is introduced in Section 2, as well as our main algorithm.

Except for a few works such as [HS95], most existing work onf&&uses on developing techniques to
achieve the best quality for ER, measured in terms of p@tiand recall, on some class of data or applications.
In our generic approach, such metrics are dependent ondbk-bbx functions, and our focus is rather on the
framework and algorithms in which these black-boxes are.u€d course, to define a simple coherent setting
for ER, we have to make some assumptions (e.g., that matohesmputed pairwise), hence we only capture a
subset of the (diverse) set of existing techniques for ERpaet which we believe is useful for a large number
of applications. We refer the reader to [BGMB] for a detailed review of related works.

Since ER is computationally expensive, we also developedesfies to distribute its computation across
multiple processors. Again, we made our distributed ERrélgn generic, by providing simple abstractions
that make the distribution strategy configurable, i.e.,abégp to accommodate the characteristics of data in
specific applications. In particular, our abstractions/jate a single unified way to express and leverage common
forms of domain knowledge in order to “block” unnecessarmyord comparisons. For instance, if it is known
that records representing products can only match if thigep are close enough, records can be split among
processors based on their price, in a way that greatly redhhescommunication costs, while still computing the
correct result. Our distributed ER algorithm is presente8ection 3.

Because ER is an approximate process, it is often desirald#@ach confidence values to the records, and
propagate these confidences as matches and merges arenpefdiowever, the meaning of confidences and
the way they are propagated may vary. In some applicatibeszdnfidence of a record could be interpreted as
the probability that it correctly represents an entity, ltim others, confidences may measure the precision of
data. We extend our model with confidences in a generic walgdwng to the match and merge functions the
responsibility to interpret and propagate confidences. Adllwstrate in Section 4, adding confidences implies
that some of the properties previously identified for theklbox functions do not hold anymore. For instance,
the associativity of merges is often not satisfied, becauseider in which records are matched and merged
may quite naturally affect the confidence of a derived recésla consequence, more expensive algorithms are
needed for ER with confidences. However, some optimizatieng reduce the cost of the ER computation, e.g.,
when the properties still apply for the data component ofréwerds, or if only records with confidence above
some threshold are of interest.

We conclude this paper with a discussion of current and éutesearch directions in Section 5.

2 Generic Entity Resolution

We start by defining our generic model for ER. The input of ER &t ofrecords and so is its output. We do
not make any assumption about the particular form or dateeinad to represent records.

As an example, in Figure 1 we consider records representiogupts, along the lines of the comparison
shopping scenario mentioned in the introduction. Eachymbtias a name, a price (or price range), and a
category. This example is inspired from the data used in gperments, which consists of actual product
descriptions provided to us by the Yahoo! Shopping team.

name price | category

r1 | AppleiPod| 249 | MP3 player
ro | AppleiPod| 299
r3 | iPod 270 | MP3 player

Figure 1: Product records
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2.1 Match and Merge

Our generic ER model is based on two black-box functionsigealas input to the ER computation: match and
merge.

A match function/ is a function that takes two records as input and returns d#Boovalue. Function/
returns true if the input records represent the same eatity,false otherwise. Such a match function reflects
the restrictions we are making that (i) matching decisiarstze made “locally”, based on the two records being
compared, and (ii) that such decisions are Boolean, andgssoicated with any kind of numeric confidence
(we will revisit this restriction in Section 4). In practiceuch functions are easier to write than functions that
consider multiple records.

A merge functioru is a function that takes in two records and returns a singlerde Functionu is only
defined for pairs of matching records, i.e., records knowrepsesent the same entity. Its output is a “consoli-
dated” record representing that entity. If a recend (transitively) obtained through a merge involving a relco
r’, we say that is derivedfrom ’.

When M andyp are understood from the conteXt/(ry, ) = true (resp.M (r1,r2) = false) is denoted
by r1 ~ ry (resp.ry % r2), andu(ry, r2) is denoted by(rq, ra).

To illustrate, we define sample match and merge function®ofmrcomparison shopping example. The
match function is based on product names being equal, otrtides of the records being highly similar. Such
a match function can be expressed as:

M(r1,72) = (r1.name == ro.name) V (Mpame(r1,72) A Mprice(11,72) A Meategory (71, 72))

Let us say thai\/,,.,.. computes some similarity of record names (e.g., an edit-distance) and returns true
if n > 0.8. M,,;.c computes the relative distanp@mong prices, and returns truepit> 0.9. M qeq0ry returns
true if the two records have the exact same category.

With this match function, in Figure &; ~ ry, because they have the exact same name. Howeavet,rs
because their prices are too far apart, andg: r3 because, does not have a category value.

For the merge function, let us assume that it has some wayrinatiae product names into a single name
(e.g., by relying on an external source to find the closesteeice product name), that it keeps a range for prices,
and keeps the union of category values from the base recbnésmerge function would produeg = (rq, r3):

r4 = (Apple iPod, [249-299], MP3 Player)

Observe that, unlike; andry, the obtained record; may matchrs because it has combined price and
category information fromt; andr,. This example illustrates one of the difficulties of ER: ihist sufficient to
compare base records to each other. Derived records mustiiesively compared to the other records in the
dataset.

2.2 Domination

A last notion we need to introduce before defining generic £&8omination. Intuitively, if two records; and

ro are about the same entity bytholds more information thar,, thenr, is useless for representing this entity.
We say that-; dominates ;. In general, any partial order on records could be used toeefdomination. For
each application, a different notion of domination may bitasle.

To capture the fact that domination is application speaifie,rely on the match and the merge functions to
define it: We say that; dominates-, if r; ~ r (i.e., the two records match), a , 7o) = r1. The consistency
conditions we will introduce shortly in Section 2.4 ensurattdomination is a partial order on records. In our
example, the reader can verify thatdominates-; andr.
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2.3 Generic ER

We are now equipped to define entity resolution: Given a sétmit recordsR, an Entity Resolutiorof R,
denotedE'R(R) is a set of records such that:

e Any record inER(R) is derived (through merges) from recordsin
e Any record that can be derived froRis either inER(R), or is dominated by a record IBR(R);

e No two records inER(R) match, and no record iBR(R) is dominated by any other.

2.4 Consistent ER

If match and merge are arbitrary functions, entity resolutof a set of record®2 may not exist, may not
be unique, and may be infinite. In [BGMO05], we introduce simple and practical conditions on thecmaind
merge functions, which guarantee that ER is “consisterd’, that it exists, is unique and finite. These properties
are the following:

e Commutativity:For any pair of records;, 9, 11 ~ ro is the same ag, ~ ry, and ifr; andr, match,
then(ry, ro) and(rq, r1) produce the same record.

¢ Reflexivity/ldempotencény recordr matches itself, andr, r) = r

e Representativitylf r3 = (ry,79), thenrs “represents’; andrs, in the sense that; matches any record
that matches; or rs.

e Merge associativityFor any records,, o, rs, if (r1, (ra,r3)) and{(ry,r2), r3) exist, then they are equal.
Intuitively, this property means that if there exists nplki derivations involving the same set of records,
then they should all produce the same result.

As discussed in [BGMYO05], if some of these properties do not hold, the entity resah problem becomes
much more expensive. For instance, without merge assdtjatie must consider all possible orders in which
records may match and merge. Extending ER with confidenees3sction 4) leads to such a situation.

2.5 The R-Swoosh algorithm

When the four properties introduced above are satisfied,eveldp an efficient ER algorithm, R-Swoosh, that
reduces the number of invocations to the match and mergéduasc

R-Swoosh relies on two set®, which initially contains all the input records, aiti, which maintains the
set of (so far) non-dominated, non-matching records. Rd&SWwasuccessively compares each record ito
all the records present iR’. R-Swoosh performs a merge as soon as a pair of matchingdeeisofound. The
obtained record is added f& and the pair of matching records is deleted immediatelg algorithm terminates
whenR is empty, andR’ containsER(R).

To illustrate, consider the run of R-Swoosh given in Figurd e algorithm starts with all the input records
in R, and an empty?’. At every round, one record fror is compared to the records & and moved tar’ if
no match is found. Here; andr, are successively moved #f. At roundi, r3 is compared ta; and a match
is found. The two records are immediately merged intavhich is put back intdr, while ; andr; are deleted.
The algorithm ends wheR is empty. R’ contains the result of ER.

Intuitively, R-Swoosh is efficient because it interleavestches, merges and deletions of dominated records.
R-Swoosh may end up comparing all pairs of records to eadr,dibt it eagerly performs merges and deletions
as early as possible, thereby avoiding unnecessary futatehncomparisons. In [BGMD5], it is shown that
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Figure 2: A sample run of the R-Swoosh algorithm

R-Swoosh is optimal, in the sense that no other algorithmpeaform fewer record comparisons in the worst
case.

In [BGMJT05], we also give a variant of the algorithm called F-Swodslstands for “feature”) that effi-
ciently caches the results of value comparisons when thetifanction can be expressed as a disjunction of
match functions over “features”, i.e. parts of the records.

3 Distributed ER

Even though R-Swoosh is optimal, ER is still an expensivegss, as it may need to perform (expensive)
match comparisons on each pair of records in the (often)langeit dataset. To deal with this complexity, we
investigated in [BGMK 06].ways to parallelize the ER computation across mulfipteessors.

Distributing data to processors for the ER computation iregucare, as any pair of records is a potential
match, and therefore needs to be compared. Also, recallréicatds produced through merges need to be
compared with others, and must be distributed adequately.

In general, there is no optimal, application-independé&attegy to distribute data to processors. Depending
on the application and the distribution of values, somdegsamay be more sensible than others. In particular,
it is important to exploit any domain knowledge that savesscomparisons, by reflecting it in the distribution
strategy.

As an example, in our comparison shopping application, we ma&e the domain knowledge that prices for
the same product never vary by more than, say, 20% from ordovén another. We can exploit this knowledge
by making each processor responsible for one price segmihta 20% overlap to account for prices close to
segment boundaries. However, prices may not be unifornslyiblited, in which case we should distribute the
workload of crowded segments across multiple processors.

To support such distribution needs in a generic way, we dhite two abstract functions:

e scope:captures the distribution of records to processors, byasg to each record a set of processors,
e resp: determines which processors are responsible of compatichypairs of records.

We use these functions as primitives in our distributed Ef®rthm. To guarantee the correctness of the
algorithm, the scope and resp functions need only satisfyjnple coverageproperty: any pair of potentially
matching records have scopes that intersect at least atrooessor, which is responsible for comparing them.

The D-Swoosh algorithm runs a variant of R-Swoosh at eacheptocessors. Initially, records are dis-
tributed to processors based on the scope function. Theh, macessor operates in a similar fashion to R-
Swoosh, with the main difference that processors asynohisiy exchange messages about which records are
added or deleted (again, using the scope function), andtkaepof all the records they know have been deleted.
The algorithm terminates when all processors are idle antiore messages are exchanged. The result of ER
is the union of theR’ sets at each processor.
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Figure 3 illustrates part of the computation at one of thecgssors. P, discovers that records; and ry
match, and merges them inte. It sends arudd(r7) message td%; and Py, the processors icope(rz),
and delete messages fgrandrs to the processors in their respective scopes (includimgf)tdJpon receiving
these add and delete messages, the processors updatedakit &nd R’ sets accordingly. The full D-Swoosh
algorithm is described in [BGMKO06].

Processor P; r3=rl

Figure 3: The D-Swoosh algorithm

In [BGMK T06], we also provide a “library” of scope and resp functidmsth for the case when no domain
knowledge is available, and all pairs of records must be @eth and for the case where domain knowledge of
some common forms is available. In the latter case, we aeetaldxpress and leverage necessary conditions on
pairs of matching records such as the equality on the valserok attribute (such as the category in our exam-
ple), a linearly ordered attribute with a sliding window ¢buas our price example), or an ancestor/descendant
relationship in a hierarchy. We experimentally compareddifferent schemes (both with and without domain
knowledge) on a comparison shopping dataset from Yahoo!.

4 ER with confidences

In the model we presented so far, everything is certain: rdscare exact facts, and the match function makes
Boolean decision on whether pairs of records representaime ntity. The properties of the match and merge
function essentially guarantee that there exists a uniqRiedtution. However, manipulating numerical confi-
dences (or uncertainties) is often desirable in ER. Foaimts, input records may come from unreliable sources,
and may have confidences associated with them. The matchacimoms between records may also yield con-
fidences that represent how likely the records are to reptéise same real-world entity. Similarly, the merge
process may introduce additional uncertainties, as thergnmot be a deterministic way to combine the infor-
mation from different records. In each application domée, interpretation of confidence numbers may be
different. For instance, a confidence number may represtlief” that a record faithfully reflects data from
a real-world entity, or it may represent how “accurate” aoreds.

In [MBGMO5], we extended our framework for ER with confideade a generic way by simply associating
a confidence valueonf (between 0 and 1) to each record. The match and merge fuadienresponsible for
manipulating and propagating confidence values. For instavur product records may have initial confidences
(e.g., reflecting the reliability of their sources), as shawFigure 4.
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name price | category | conf
ry | AppleiPod| 249 | MP3 player| 0.8
ro | AppleiPod| 299 0.7
r3 | iPod 270 | MP3 player| 0.5

Figure 4: Product records with confidences

The merge of; andr, may now produce,, with a confidence value assigned by the merge function:
r4 = (Apple iPod, [249-299], MP3 Playecpnf: 0.56

Here, the merge function multiplied the confidences-pandr, to generate the confidence of. This
choice intuitively corresponds to making an independesseiaption in a probabilistic interpretation of confi-
dences. Other choices may also be reasonable, such astfaimgnimum of the confidences of andr; as a
confidence fory.

When confidences are present, the notion of domination neusixtended. We say thai dominatesrs
(with confidences) if the data componentgf dominates that ofo and the confidence of; is higher than
or equal to that of5. In our example, observe thai does not dominate; nor r-, because it has a lower
confidence.

Adding confidences significantly affects the ER processab®e some of the properties introduced in Sec-
tion 2.4 are not satisfied anymore:

e No representativity: The fact that two records;, o match is inherently an uncertain operation, and
therefore the record;, produced by their merge is likely to have a lower confidenaa thothr; and
ro. Even if the data component of, “represents” that of, andry, 1o may not match a record that
or ro matches, because its has a lower confidence, an informaabmay be used by the match function.
Therefore, the representativity property may not hold.

e No Merge associativityThe confidence of a derived record may depend on the sequénoerges that
produced it. Given three records, o, r3, (r1, (re,73)) and ((ry, ), r3) may very well have different
confidence values, e.g., because one of the derivation vézsl lzan “strong” match evidence (therefore
yielding high confidence) while the other derivation folla tenuous connection.

Because representativity and merge associativity mayaidi ER must be performed using a more expen-
sive algorithm than R-Swoosh. Essentially, records ppgting in a merge cannot be deleted right away, and
dominated records can only be removed after all possiblehmatand merges have been found. In [MBGMO05],
we provideKoosh a variant of R-Swoosh which is the optimal sequential algor for generic ER when rep-
resentativity and merge associativity do not hold. In ameits Koosh also uses two sefsand R, but always
compares records iRt to all the records in?’, and postpones the deletion of dominated records Brislempty.

For the important case where the properties of Section 2.HAoth for the data component and are only
violated because of confidences, we proposed a two-phasetiatg which performs much better than Koosh.
The algorithm exploits the fact that matching on the datammment is a necessary condition for matching in
ER with confidences. It runs a first pass of R-Swoosh on theaatgonent only to partition the base records
into “packages”, and then runs the more expensive Kooshitligpon each package separately.

Another optimization we investigated was the use of thrigshto prune the search space: If the user is only
interested in records with confidence above some fixed vaheif the meaning of confidences is such that they
may only decrease upon merging records, then any recordecdistarded as soon as its confidence falls below
the threshold, because it cannot contribute to the desivaif any above-threshold record.
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5 Conclusion

Entity resolution is a crucial information integration ptem. We believe our generic approach provides a clean
separation between the quality aspects of ER, encapsuiatied black-box match and merge functions, and its
algorithmic and performance aspects, addressed by thestajiand distributed algorithms we developed. To
conclude, we would like to mention some of the research tiies we are currently investigating in the SERF
project:

e Large scale distributed ERWe are in the process of deploying our D-Swoosh algorithm darge-
scale, shared-nothing distributed infrastructure coingjof tens of commodity PCs, to run ER on the full
Yahoo! comparison shopping dataset (several Gigabyteg)hdge to understand the performance and
cost trade-offs involved in large scale distributed ER, tmdevelop optimization strategies to best adapt
the distribution scheme (i.e., the scope and resp funqtionsarticular applications and datasets..

e Negative ER and uncertaintyGoing beyond our essentially monotonic model for ER, we acerpo-
rating negative information, to express constraints ngdmnea number of applications. Negative facts
essentially lead to modeling uncertainty in the ER procass, embracing the fact that ER may have
multiple alternative solutions, possibly with a probaildistribution over them. We are building upon
the ULDB model for databases with uncertainty and lineaggHB/06]. Lineage, which keeps track of
the derivation history of records is crucial to back-trackviously made merge decisions, should new
evidence suggest to do so. We are investigating efficiemtritthgns to compute the most probable ER
answer in the presence of such negative information.

e 1/O’s and buffer management for ERVe are investigating strategies to efficiently perform ERewlithe
dataset does not fit in main memory. We are developing andiex@eting with various buffer manage-
ment strategies, and corresponding adaptations of our gdritims.

e Declarative ERWe believe ER should be specified declaratively using mattds that combine atomic
similarity functions on attribute values, and high levehstraints able to capture applicable domain
knowledge. Based on these specifications, which could bere@intered by experts or learned from a
training sample, we would like to derive an efficient “exeontplan” for performing ER, possibly tak-
ing into account statistics on the atomic match and mergekdtax “operators” through a suitable cost
model.
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Abstract

Heterogeneous and dirty data is abundant. It is stored urdiéerent, often opaque schemata, it rep-
resents identical real-world objects multiple times, dagsduplicates, and it has missing values and
conflicting values. Without suitable techniques for inting and fusing such data, the data quality of
an integrated system remains low. We present a suite of aigtbombined in a single tool, that allows
ad-hoc, declarative fusion of such data by employing schematzhing, duplicate detection and data
fusion.

Guided by a SQL-like query against one or more tables, wegadn three fully automated steps:
First, instance-based schema matching bridges schematerdgeneity of the tables by aligning cor-
responding attributes. Next, duplicate detection techesyfind multiple representations of identical
real-world objects. Finally, data fusion and conflict resttbn merges each duplicate into a single,
consistent, and clean representation.

1 Fusing Heterogeneous, Duplicate, and Conflicting Data

The task of integrating and fusing data involves the satutd many different problems, each one in itself
formidable: Apart from the technical challenges of aceassemote data, heterogeneous schemata of different
data sets must be aligned, multiple but differing repredenis of identical real-world objects (duplicates) must
be discovered, and finally the duplicates must be fused teeptea clean and consistent result to a user. In
particular this final step is seldomly or inadequately adsked in the literature. Figure 1 shows the three steps
and the inconsistencies they bridge.

Each of these tasks has been addressed in research inthvatuaast to some extent: (i) Access to remote
sources is now state of the art of most integrated informatigstems, using technigues such as JDBC, wrap-
pers, Web Services etc. Such technical heterogeneitiasasldressed in this article and we assume JDBC or
file-based access to the relational data sources. (ii) Satieheterogeneity has been a research issue for at least
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advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
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- T - Resolve inconsistencies at tuple level
Step 2: ’ Duplicate Detection ‘ (duplicates)
T - Resolve inconsistencies at schema level
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(schematic heterogeneity)
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Data sources l

Figure 1: The three steps of data fusion

two decades, first in the context of schema integration aed th automatically generate schema mappings.
Especially recently, schema matching techniques have mees progress in automatically detecting corre-
spondences among elements of different schemata. (iii)i€ate detection is successful in certain domains, in
particular in customer relationship management whereichipl customers and their contact information must
be detected, and several research projects have preseelieslited domain-independent algorithms. Other
research directions have developed domain-independenbaghes. All are usually performed as an individual

task, such as a separate cleansing step in an ETL procedere.w¢ bed duplicate detection into a domain-

independent ad-hoc querying environment. (iv) Data fudien the step of actually merging multiple, duplicate

tuples into a single representation of a real world objeas dnly marginally been dealt with in research and
hardly at all in commercial products. The particular problées in resolving value-level contradictions among

the different representations of a single real-world abjec

We have combined all these techniques under the umbrellaeofiumboldt Merger (HumMer) — a one-
stop solution for fusing data from heterogeneous sourdes\[2nique feature of HumMer is that all steps are
performed in an ad-hoc fashion at run-time, initiated by er ugiery to the sources; in a sense, we perfadn
hoc, automatic, and virtual ET1Apart from the known advantages of virtual data integra(iop-to-dateness,
low storage requirement), this on-demand approach allomméximum flexibility: New sources can be queried
immediately, albeit at the price of not generating as pédfaery results as if the integration process were defined
by hand. To compensate, HumMer optionally visualizes eatgimediate step of data fusion and allows users
to interfere: The result of schema matching can be adjusigpdes discovered as being border-line duplicates
can be separated and vice versa, and finally, resolved dafiectsocan be undone and resolved manually.

Ad-hoc and automatic data fusion is useful in many scena@atalog integration is a typical one-time
problem for companies that have merged, but it is also ofastefor shopping agents collecting data about
identical products offered at different sites. A custont@yping for CDs might want to supply only the different
sites to search on. The entire integration process, fromnfindorresponding metadata, to detecting entries
for identical CDs, and finally to fuse all conflicting data,sgibly favoring the data of the cheapest store, is
performed under the covers. In such a scenario, a schemaingmomponent is of special importance, as
many web sites use different labels for data fields or everabel$ at all.

Another application made possible only by automatic das@éofusystems like HumMer is the provision of
online data cleansing services. Users of such a servicdyssupmit sets of heterogeneous and dirty data and
receive a consistent and clean data set in response. Sucticede useful for individuals trying to compare
different data sets, but also for organizations not waningmploy complex ETL procedures for all data sets.

Finally, an important application is disaster data manag@min an area affected by a disaster, data about
damages, missing persons, hospital treatments etc. is aftiected multiple times (causing duplicates) at dif-
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ferent levels of detail (causing schematic heterogeneity) with different levels of accuracy (causing data
conflicts). Fusing such data with the help of a graphical ugerface can help speed up the recovery process
and for instance expedite insurance pay-outs or deteatanse fraud.

2 Components for Data Fusion

HumMer combines several larger research projects undeumieella. In the following sections we describe
each project in some detail. Related work is referencesnnitiently, but we point out that this article can be no
means be a complete survey for each of the vast fields of schettding, duplicate detection, and data fusion.

2.1 Schema Matching and Data Transformation

When integrating autonomous data sources, we must assanédly do not conform to the same schema.
Thus, the first phase in the integration process is the rgsolaf schematic heterogeneity. This phase proceeds
in two sub-steps: schema matching, i.e., the identificatisemantically equivalent schema elements, and data
transformation, i.e., the bringing the data under a singfarnon schema.

Schema matching the (semi-automatic) process of detecting attributeespondences between two het-
erogeneous schemata. Various approaches that explatatiffkinds of information [19], i.e., schema infor-
mation [15], instances [17], or additional metadata [14vérnbeen proposed. As we assume the databases to
contain duplicates according to our scenarios, we applpthIAS schema matching algorithm [3]: First, the
DUMAS efficiently detects a few duplicates in two (or moregligned databases and then derives a schema
matching based on similar attribute values of duplicatéss Key idea is shown in Figure 2 where two detected
duplicate tuples from different sources are used to find areehmatching.

A B CcC D E
rs\ Suzy‘ Klein ‘ f‘ (358) 243 63 21 ‘ (358) 243 63 21‘

R

83‘ KIein‘ suzy ‘ 358—2436321‘ UNIX ‘
B’ F E’ G

Figure 2: Schema matching using duplicates

Duplicate detection in unaligned databases is more diffibah in the usual setting, because attribute corre-
spondences are missing, i.e., it is not known which atteilvalues to compare. However, the goal of this phase
is not to detect all duplicates, but only as many as requioecs¢hema matching. Detectiradl duplicates is
left to the next HumMer component. DUMAS considers a tupla amgle string and applies a string similarity
measure to extract the most similar tuple pairs. From thermndtion retrieval field we adopt the well-known
TFIDF similarity for comparing records. Experimental evaluation showstti@amost similar tuples are in fact
true duplicates.

These duplicates can be used for schema matching. If twacdtgltuples have the same or a sufficiently
similar attribute value, we assume that these attributeespond. Because two non-corresponding attributes
might have a similar value by chance, we use several duptidastead of only one. Two duplicates are com-
pared field-wise using th8oftTFIDF similarity measurgg], resulting in a matrix containing similarity scores
for each attribute combination. The matrices of each datdi@re averaged, and the maximum weight match-
ing is computed, resulting in a set of 1:1 correspondencasre§pondences with a similarity score below a
given threshold are pruned. HumMer allows users to manwalty missing or delete false correspondences
simultaneously across multiple data sources.
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Like most related approaches, the matcher currently imzatpd into HumMer is restricted to 1:1 correspon-
dences. However, we have also developed a matcher thaeiscatdetect complex 1:n or m:n correspondences
based on the detected duplicates. The underlying idea snidine source or target attributes and merge their
respective matrix rows or columns in the matching step. Tigperdhm searches through the space of similarity
matrices using greedy pruning, i.e., if a merge does notongthe overall matching, that branch of the search
tree is not further considered.

In addition to complex matchings, we have also devised aichtptbased matcher for schemata consisting
of multiple tables. The algorithm starts with a few correspences and crawls though the schemata by joining
neighboring tables. In each step, additional correspareteare detected using the DUMAS matcher, which are
used in the following steps to add more tables.

Thus with the schema matching step, schematic inconsistenace detected and “marked” with appropriate
correspondences. In the next sub-step the inconsisteamesvercome by transforming the data so that it
appears under a single common schema.

The following transformationphase is straightforward because we assume only union#ypgration:
Without loss of generality, we assume that one schema isrdferped schema, which determines the names
of attributes that semantically appear in multiple sourdée attributes in the non-preferred schema that partic-
ipate in a correspondence are renamed accordingly. Aksatelceive an additionaburcelDattribute, which is
required in later stages. Finally, the full outer union dftables is computed.

If correspondences cross multiple relations of sourcergetaschema joins are necessary and a Clio-style
data transformation becomes necessary. In this paper wenagbat integration is to be performed over relations
talking about same types of objects. Only then does duplidatection and conflict resolution as described in
the next sections make sense. Any more complex transfansasihould be performed in beforehand.

2.2 Duplicate Detection

Duplicate detection is a research area with a long traditi®eginning with early work on record linkage [10],
among many others a prominent technique for domain-depédglicate detection is the sorted neighborhood
method [13]. More recently, several approached have erddlgd regard not only data in a single table, but
also data in related tables (or XML elements) to improve eou[1, 9, 21].

In [24] we introduce an algorithm that detects duplicateXML documents. More precisely, duplicate
XML elements are detected by considering not only their teodes, but also those of selected children, i.e.,
elements involved in a 1:N relationship with the currentyisidered element. We map this method to the rela-
tional world (similar to [1]) to detect duplicates in a tabiging not only its attribute values, but also “interesting”
attributes calledlescriptions from relations that have some relationship to the curraolet In this section, we
first describe how descriptions are selected. Then, wednt®the duplicate detection procedure that compares
tuples based on their descriptions.

2.2.1 Description Selection

Generally, we consider attributes interesting for dupicdetection being attributes that are (i) related to the
currently considered object, (ii) useable by our similanteasure, and (iii) likely to distinguish duplicates from
non-duplicates. We developed several heuristics to seletdt attributes in [25], based on descendant depth,
data type, content model, optionality of elements, etchénrelational data integration scenario descriptions are
determined as follows: The attributes related to the ctyeonsidered object are attributes of the integrated
table and attributes of “children tables”. We consider akloén all tables that contain foreign keys referencing
the tables matched in the previous step. For efficiency, mi the children tables to direct children only, i.e.,
no descendants reached by following more than one refeggeosonsidered.
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The default description selection proposed by HumMer issiteof corresponding attributes between the
two schemas, i.e., those that include values for tuples tooth sources, opposed to values of non-matching
attributes, which are padded with NULL values. Indeed, NWalues do not distinguish duplicates from non
duplicates and thus such attributes should not be includéuki description.

The heuristic of selecting only matched attributes as getsmns applies both to the already matched tables
and attributes from their children tables. Therefore, thiddeen tables need to be matched and integrated as
well. Currently, children tables are matched pairwiselgl Hre transitive closure over these pairwise matches is
the final result. More specifically, let tabld$ and7’ be the two matched tables, and {6t 1,...,7; x} and
{T»1,..., T, } be their respective children tables. Then, every pair dé&ll’ ;, 72 ;),1 <i < k,i <j<m
is matched. A given threshold determines if a pair of chitdiables correspond at all as shown in Figure 3. If
they do, their data in the matched attributes can be usedifdicdte detection as well.

MOVIE FILM
o TTLE  f-------- o NAME |4
YEAR _|-------- 4 DATE
DURATION RATING
ACTOR ACTORS
NAME - NAME
H  movie Ao LM
ACTRESS | ./ / [PROD-COM
NAME == ./ NAME
U moviE - v
Children Tables

Figure 3: Matching children tables to improve duplicateedébn

Once the descriptions is determined automatically, Humptevides a comfortable means to modify the
selection of interesting attributes proposed by our héasis

2.2.2 Duplicate Detection

After finalizing the selection of descriptions of an objeciples are compared pairwisely using a thresholded
similarity approach. More specifically, using a similantyeasuresim(t;,t2) that computes the similarity be-
tween two tupleg; andt,, we classify a tuple pair as sure duplicate, possible datgjcor non-duplicate, using
two thresholddl;,,,. andf,s, in the following duplicate classifier.

t; andt, sure duplicates ifim(ty,t2) > Osure
I'(t1,t2) = { t1 andty possible duplicates  #,ss < sim(ti,t2) < Ogupre
t1 andt, non-duplicates otherwise

The currently used similarity measusém() is proposed in [25] and takes into account (i) matched vs.
unmatched attributes, (ii) data similarity between madchitributes using edit distance and numerical distance
functions, (iii) the identifying power of a data item, meeesi by a soft version of IDF, and (iv) matched but
contradictory vs. non-specified (missing) data; contitadjcdata reduces similarity whereas missing data has
no influence on similarity. The number of pairwise comparssare reduced by applying a filter and comparing
only the remaining pairs. The filter used in combination waitin similarity measure is the filter proposed in [25]
that is defined as an upper bound to the similarity measuracéjéf sim(t1,t2) < filter(ti,t2) < Oposs, then
we can classify paift;, t2) as non-duplicate without computing the actual similaritgasure, which is more
complex to compute than the filter.

Pairs classified as possible duplicates are presented tesénen descending order of similarity. The user
can then manually classify the pair as sure duplicate orcuplicate. Using the descending order of similarity,
users can often conclude that after classifying severas @@ non-duplicates, the remaining pairs, which are
less similar, are also non duplicates.
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When all pairs of sure duplicates are finally available, thegitive closure over duplicate pairs is formed
to obtain clusters of objects that all represent a singlewedd entity. The output of duplicate detection is
the same as the input relation, but enriched bylbjectlD column for identification. Thus, inconsistencies at
tuple-level are resolved: The identity of each object aadritltiple representations is know. Conflicts among
duplicates are resolved during conflict resolution.

2.3 Conflict Resolution

The last step in a data integration process, atiiema matchingndduplicate detectiohas been done, is to
combine the different representations of a single real dvobject into one single representation. This step is
referred to aglata fusionand aims at resolving the still existing conflicts (uncentigis and contradictions) in
the attribute values. First we show a query language to fspfecieach attribute a functions to resolve conflicts.
Thereafter we present initial ideas to optimize queriesliring data fusion.

2.3.1 Specifying data fusion

We considedata fusionas a step in the integration process that is guided by ani@x®er. The user specifies
how the different representations and their values are usddtermining the final representation, whereas a
specific information system, like our HumMer system, cardat the fusion itself. In fusing data from different
sources, a user can follow one of several different strasetifiat are repeatedly mentioned in literature [11, 16,
18, 20, 22] and categorized in [5]. Example strategies are:

e CONSIDER ALL POSSIBILITIES Conflicts ardgnoredand all possible combinations of values (occasion-
ally creating ones that have not been present in the sousfeseh are passed on to the user, who finally
decides about which “paossible world” to choose.

e TRUST YOUR FRIENDS Specific conflicts aravoidedby taking a preference decision beforehand and
using only values from a specific source, leaving aside thgsjply conflicting) values from other sources.

e CRY WITH THE WOLVES. Choosing the value that is most often used, resultgesolvinga conflict by
taking one of the existing values and following the idea twatect values prevail over incorrect ones.

e MEET IN THE MIDDLE: Another possible way aksolvingthe conflict is in creating a new value that is a
compromise of all the conflicting values, e.g., an average sgveral numeric values.

Data fusion in the HumMer system is implemented as a relatioperator. It takes as input a number of
tables containing multiple representations of a real wolpkct and gives as output one table with exactly one
representation for each real world object. This is done bying and aggregation, hereby using a global key to
group the representations. The key needs to be providedigdie detection techniques applied before on the
data. In each group conflicts may arise in each column thattisged for grouping. These conflicts are resolved
per column by applying a conflict resolution function to ttedad Functions that can be used do not only include
the standard SQL aggregation functions (min, max, sum, but)other more elaborate functions as well, for
instance functions that not only use the conflicting valmedatermining a final value, but also other data from
the same attribute, data from other attributes or metadagévan by the query context (e.g., statistics, meta data
of sources, etc.). The HumMer system is extensible allowisgy defined conflict resolution functions. In the
following a brief list of some functions that could be used:

e MAX / MIN: Returns the maximum/minimum value of the conflicting dahugs.

e GROUP. Returns a set of all conflicting values and leaves resailtbiahe user.
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SHORTEST/ LONGEST. Chooses the value of minimum/maximum length.

VOTE: Returns the value that appears most often among the presieies. Ties could be broken by a
variety of strategies, e.g., choosing randomly.

FIRsT/ LAST: Takes the first/last value of all values, even if it isaLL value.

e COALESCE Takes the firsNON-NULL value appearing.
e CHOOSHSOURCH: Returns the value supplied by the specific source.
e MOSTRECENT. Recency is evaluated with the help of another attributetloerometadata.

The fusion operation is expressed with the help of the EBY statement as described in [4]. Defaults, such
as usingcoalesceas the default conflict resolution function or using the omfethe tables given as preference
judgement, as well as implicitly removing subsumed tupieake it easy to specify conflict resolution in an
SQL-like syntax. By issuing such auBE By statement the user is able to accomplish many of the differen
possible fusion strategies. An example for@askE By statement is:

SELECT Name, RESOLVE(Age, max), RESOLVE(Address, choose(EE_Students))
FUSE FROM EE_St udents, CS_Students
FUSE BY (Nane)

This statement fuses data two student tables, leaving nestuple per student. Students are identified by their
name, conflicts in the age of the students are resolved bygdki max (assuming that people only get older),
and conflicts in the address are avoided by choosing the sgldirem source EEStudents (implementing a
TRUST YOUR FRIENDSStrategy).

2.3.2 Optimizing data fusion

In an information integration scenario &€ By statement could be seen as a mediator, composing different
sources and shaping a consistent view on these sourcesigueuch a view results in a query tree combining
other relational operators and the fusion operator (eiguré 4). The sources used in the view may themselves
be complex queries involving other relational operatora/ak.

0 Age=20

¢Name,max(Age) ,choose(Address,EE)

EE=Name CS

STUDENT ADDRESS

Figure 4: Query on two tables EE and CS involving Fusion afetten, assuming dirty tables CS and Student,
and clean table Address (one address per name)¢ Diperator denotes fusion

For ad-hoc queries efficiency is important. To support algiebquery optimization we analyze different
properties of the conflict resolution functions, e.g., camativity, order dependance, decomposability, etc.
These play an important role when deciding whether a fusperaior can be pushed down below a join, or
a selection can be pushed down below a fusion, etc. Rulesfmmdposable, order- and duplicate insensitive
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functions, such as max and min, can be taken from the literain optimization of grouping and aggregation
([12, 23]) and used in pushing down fusion beyond joins. Wilke, rules for selection pushdown below Group
By for these kinds of functions also apply to fusion [7].

An example for such a transformation is in Figure 5, wherdyesglection and fusion decreases the car-
dinality of intermediate results. We are currently invgating rules for the more complex functions vk,
CHOOSE etc.), eventually making it necessary to use an extendatiomal algebra that is order-aware. The
rules will be included into the query optimizer of the HumMsistem. Choosing among different equivalent
plans in a cost based fashion (physical query optimizat®iurrently only supported in the HumMer system
by using a tuple-based cost model.

0 Age=20

¢Name,max(Age),choose(Address,EE)

>XName ¢Name,maa:(Age)
¢Name,maa:(Age) ADDRESS 0 Age>20
0 Age>20 T Name,Age
STUDENT CS

Figure 5: Query from Figure 4, optimized, decreasing the sizintermediate results by pushing selection and
fusion down the tree. The¢ operator denotes fusion

3 Composing the Individual Steps

The Humboldt Merger is implemented as a stand-alone Javiaiygn. The underlying engine of the entire
process is the XXL framework, an extensible library for tirij database management systems [8]. This
engine together with some specialized extensions haraldsstand performs the necessary table fetches, joins,
unions, and groupings. On top of the process lies a graphi&ed interface that drives the user experience.
HumMer combines the techniques described in the previoctsoseto achieve all phases of data fusion in a
single system. A metadata repository stores all registeoedces of data under an alias. Sources can include
tables in a database, flat files, XML files, web services, atceSve assume relational data within the system,
the metadata repository additionally stores instructimngansform data into its relational form. This section
briefly describes the architecture and dataflow within tretesy, as shown in Fig.?.

HumMer works in two modes: First, querying via a basic SQleiifa#ce, which parsesUse By queries
and returns the result. Second, querying via a wizard ggidsers in a step by step fashion: Given a set of
aliases as chosen by the user in a query, HumMer first gesdhaeelational form of each and passes them to
the schema matching component. There, columns with samagiesiare identified and renamed accordingly,
favoring the first source mentioned in the query. The resuttsualized by aligning corresponding attributes on
the screen. Users can correct or adjust the matching ré&atia transformation adds an extra sourcelD column
to each table to store the alias of the data source and pexfaifail outer union on the set of tables.
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The resulting table is input to duplicate detection. If s®uables are part of a larger schema, this component
consults the metadata repository to fetch additional sadtel generate child data to support duplicate detection.
First, the schema of the merged table, along with other sahkgt still might reside in the databases is visualized
as a tree. Heuristics determine which attributes shouldsiee @or duplicate detection. Users can optionally
adjust the results of the heuristics by hand within the seheffhe duplicate detection component adds yet
another column to the input table — an objectID column degigg tuples that represent the same real-world
object. The results of duplicate detection are visualizetthiee segments: Sure duplicates, sure non-duplicates,
and unsure cases, all of which users can decide upon indiydor in summary.

The final table is then input to the conflict resolution phageere tuples with same objectID are fused into
a single tuple and conflicts among them are resolved acaptdithe query specification. At this point, the
relational engine also applies other query predicates. fiflad result is passed to the user to browse or use
for further processing. As an added feature, data valuebeawlor-coded to highlight uncertainties and data
conflicts. Also HumMer collects lineage information for ba@lue, so that users can see the original conflicting
values and their data source. Figure 6 shows a screen shs dhal view.
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Figure 6: Screenshot of HumMer

We conclude by reiterating the observation that surprittig work has been done in the field of data fusion to
improve the quality of data. A survey of the field of duplicaletection, which would be an obvious place for
authors to at least indicate what is to be done once dupticatedetected, yielded no satisfactory approaches. In
fact, a common synonymous term for duplicate detection uglidate elimination”, which precisely describes
what many authors propose: Simply remove all but one reptatee of a duplicate group.
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In the field of data integration there are indeed a few cor@pproaches to data fusion as cited exemplarily
in Section 2.3. Those results have not yet moved to comniatatabases and applications yet, despite great
efforts of vendors to extend databases to wrap heterogsrta sources. Data fusion in real-world applications
is mostly performed manually or is hard-coded into propngtapplications or ETL scripts. We believe that
inclusion of data fusion capabilities into the DBMS kerreepromising.
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Contributions to Quality-Aware Online Query Processing

Laure BertiEquille
IRISA, Campus Universitaire de Beaulieu, Rennes, France

Abstract

For non-collaborative data sources, quality-aware querggessing is difficult to achieve because the
sources generally do not export data quality indicatorsisTaper presents a prospective work on the
declaration of metadata describing data quality and on tdeation of query processing for taking
into account constraints on the quality of data and findingaiyically the best trade-off between the
cost of the query and the quality of the result.

1 Introduction

In both centralized or distributed query applications .(@rgdecision support area or Bussiness Intelligence), a
set of interesting data sources may be potentially carelideinswer a query. But these sources are usually non-
collaborative and do not export information describingltdtal cost of their query processing, neither indicators
of their quality of service (e.g., resource accessibiligliability, security, etc.), nor information describirige
quality of their content (e.g., data accuracy, availapiliteshness, completeness, etc.). Relational query opti-
mization has traditionally relied upon table cardina$itigshen estimating the cost of query plans they consider.
While this approach has been and continues to be succedsuheed to consider the various dimensions of
data quality (such as accuracy, freshness, completeriegsioe query execution requires a particular approach.
The dual problem is to fix the query cost and search for thet‘tpeslity” result, or to fix the result quality and
optimize the query cost.

Data quality awareness when querying single or severallligtd data sources in a dynamic and distributed
environment raises several interesting questions such as:

- Selecting dynamically the adequate data source: diffatata sources may answer a global query with
different response times, query costs and various levalataf quality. How to define strategies for select-
ing adaptively the most appropriate sources for answeriggesy with suitable (or, at least, acceptable)
data quality?

- Defining semantically and qualitatively correct disttiétl query plans: the result of a global query is
classically built depending on the particular order for ¢éxecution of subquery plans. For ensuring data
quality awareness, this technique must combine in a cohegnboth information and meta-information
from the various data sourceise(, data quality metadata if available). Data quality levels @ften un-
known, heterogeneous from one source to another, more oatggegated or locally non uniforme(,

Copyright 2006 IEEE. Personal use of this material is petedit However, permission to reprint/republish this maikefor
advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
copyrighted component of this work in other works must bainbd from the IEEE.
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a source may provide excellent data reliability for one gmearea, data subset or data type but not for
the others). In this context, one of the problems is to cdranol merge the data quality indicators in a
consistent way.

- Making trade-offs between the query cost and the measurasult quality: because one may accept
a query result of lower quality (if it is cheaper or has a shioresponse time than if the query cost is
higher), it's necessary to adapt the query cost to userditguaquirements. The objective is to measure
and optimally reduce the cost and bargain query situatiomsrevthe system searches for solutions that
“squeeze out” more gains (in terms of data quality of the yuesult) than the query without data quality
constraints.

- Developing query cost models to evaluate whether the ¢egduenefits from a “quality-augmented”
query compensate for the cost of computing or predictindityumdicators and collecting feedbacks
from the source and the environment during execution timbe difficulty is to adapt existing query
processing techniques to environments where resourcalaligy, allocation, query cost and data quality
may be not decidable at compile time.

Several “static” approaches have been proposed to selealadta sources before the query processing;
they mainly use metadata describing the source contenttste, and quality [6, 7]. The work presented in
[6] studied the alternative distributed query plans for rmgdn systems. Naumann proposed a distributed query
planning algorithm that enumerates query plans in such hatyttusually finds the best plans after computing
only a fraction of the total number of plans. Upper qualitybds for partial query plans are constructed and
thereby non-promising subplans are early pruned in theesdage. This technique relies on source-specific
quality criteria and also query-specific quality criterom the selection phases in the planning algorithm. In [7],
Naumann extends this work and proposes mechanisms to filewxecution of the query and, if necessary,
to cancel it or change the query plan execution. In [2], thia@uproposes to take into account data quality
estimates when evaluating the users query and decidinge#terianner of carrying out the query (which sources
to reach, which server to use, etc).

To the best of our knowledge, the issues of data quality-emess in online query processing have not been
much investigated in the literature. In this short papercamsider data quality for per-query adaptivity of the
guery processing, and we attempt to approach the problemadityraware online query processing extending
our previous work in [1].

The remainder of this paper is organized as follows. Se@ipresents an example that illustrates the need
for ensuring data quality for online query results. Sectgostates the problems to tackle for quality-aware
query processing and briefly presents our proposed sotufmmdata quality declaration, data and metadata
partitioning and quality-aware online query processimgSéction 4, we conclude and present topics for future
research.

2 Revisited Example

Adapting the example of Kossmamal. [5], Figure 1 shows the skyline of seaside hotels of Brittéifrance)
which are supposed to be cheap and close to the beach withiasitlering data quality. Submitting his query,
the user wants to getlaig picture of hotels satisfying his preferences and then, choose thst fpmomising”
hotel to make his room reservation.

In Figure 1, the connected points represent the hotels tmirdte the others in terms of minimal price and
distance to the beach. The underlying assumption is thaigbefully trusts the quality of the data describing
the hotels. Retrieved query points are located in2tteData Space
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Consider now data quality as a “multidimensional, compled morphing concept” [3]. Quality metadata
(such as freshness or accuracy, for example) can be asshc@ta given time, to each retrieved data point
with (price, distanceps coordinates. Figure 2 shows e Quality Metadata Spaadescribing data accuracy
and freshness associated to each retrieved data point pfekimus figure. The dotted lines joining the data
points from the2-d Data Spac¢o the points in th-d Quality Metadata Spaaepresent a scoring function that
computes the score (as coordinate) for each dimension tifyg(eng., accuracy and freshness).

Because, the main idea of Skyline queries is to give insteaiasly the user the interesting options from
a potentially large set of data and, then, let the user maleciidn, one might legitimately wonder if a so-
called “interesting” points are meaningful when the addédadata are “dirty” (e.g, not accurate, not up-to-date
anymore, or even worse, not complete, or not credible,.etc.)

As the probability that a decision uses data increases,gbdau data quality increases as well.

Actually, in this example, we observe that interesting fgiwmhich are part of the initial and “quality-blind”
skyline (Fig. 2) have low scores for data accuracy and fresfinin the2-d Quality Metadata Spacef Figure
3, the optimal quality is represented as a line connectiegothints &) that dominate others points in terms of
maximal quality scores for data accuracy and freshness.cdfiesponding data points in tled Data Space
(called “quality-aware” Skyline) may not be the same re&ek points of the initial “quality-blind” Skyline of
hotels with minimal price and distance.

Consequently, answering online queries with data qualitgreness implies to compute interesting points
(and recompute them continuously) to produce first resuliskty and simultaneously check if they are also
optimal in terms of data quality. This may change the initlality-blind” skyline of the2-d Data Spacdo
produce results with optimal data quality.

3 Problems Statement and Propositions

Ensuring data quality awareness in query processing exjuo propose algorithmic, computational, and
technical solutions to the five following problems:
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1. the definition and both offline and online computatiog@fericanduser definedunctions for measuring
or predicting data quality dimensions that could be eitlpercgied or called in a declarative and flexible
way, or “hard-coded” in the query processor enabling thefahguality-aware query analysis, the prepa-
ration of alternative query evaluation plans at compilegtiend the selection of quality-aware query plans
at run time,

2. the appropriate partition of botk-dimensional data and associated quality metadata; focdlse of
skyline queries, the partioning method has to enable fadtefiicient nearest neighbor searches in the
multidimensional data and metadata spaces,

3. the multi-objective optimization of the queries both aiaddimensions and on data quality dimensions
(for finding the best trade-offs between the cost, the deldlyeoquery, and the quality of the result),

4. the adaptive query processing enabling interactiveltrgsasentation to users with possibly changing
behaviours when submitting their queries and eventuakyr trequirements or preferences in terms of
data quality,

5. the transparent, reversible and explainable resulteptason of “quality-augmented” queries, so that
these results can be understood and accepted by the users.

In our current work, we attempt to propose several solutionthese requirements for ensuring data quality
awareness in the query processing.

3.1 Declaration and Computation of Data Quality Indicators

In [1], we have proposeRdQual, a first version of a quality-extended query language combi8QL and QML
(Quality-of-Service Modeling Languagproposed by [4] and we have implemeniéQual processor version
2 upon TelegraphCQ V0.ZQual.is a generic query language extension for describing andpuiating, in a
flexible way, data and source quality contracts vVEEW Qwi t h queries.

A quality-extended queryQni t h- query) is a SFW query followed by @wi t h operator used to declare
the required quality constraints based on the notions ofityuzontract types, contract instances and quality
profiles. Table 1(a) presents examples of quality contsamets composed of a list of ten named measurable di-
mensions (e.gdat aAge for the contract type namee eshness), their corresponding dimension type (noted
di mtypel, ..., di mtypel0 for the sake of simplicity), the target of the measure that loa applied re-
spectively on values, attribute domains, records, tabtedatabase (note@dN VALUE, COLUMN, RECORD,
TABLE, DATABASE), and the identifier of the measure function that computegytrality dimension indicator.
For example, the function identified by d1 for the dimensiordat aAge computes the difference between the
current date and the date of creation of each record in tlebdsé.

The creation of a contract type associated to a current dsgaimplies the execution of the identified func-
tions (.e., the computation of the declared data quality metrics) dnreddreation of the contract instances
that correspond to the various granularity levels of tadedata. A contract is an instance of a contract
type. Table 1(b) gives examples of contract instances,emsply named r esh, accur at e, conpl et e,
and avai | abl e that respectively correspond to the previously declarauraot types nameér eshness,
Accur acy, Conpl et eness, andAvai |l ability.

The contract typeFr eshness contract has three dimensions (notet,- --, d3 as comments in Table
1(a) and respectively nametht aAge, | ast Updat e, and updat eFr equency). The type of dimension
updat eFr equency is di mt ype3 composed of a numerical value and a unitay (see Table 1(b)) and it
is computed by the function identified Iby d3 applied on each table of the considered database.

Similarly, the dimensior ai | ur eMaski ng (d8) of contract typeAvai | abi | i ty is defined on the whole
database and computed by functiond8. di m t ype8, not presented for the sake of simplicity, corresponds
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CREATE CONTRACTTYPE Fr eshness(
dat aAge dimtypel ON RECORD BY FUNCTION fidl, //dl
| ast Updat e di mtype2 ON VALUE BY FUNCTION fid2,//d2
updat eFrequency di mtype3 ON TABLE BY FUNCTION fid3); //d3

CREATE CONTRACTTYPE Accuracy(
percent ageOf Cont radi ctions di mtype4 ON VALUE BY FUNCTION fid4, //d4
Nunber Of Appr oxi mat eMat chi ng di mtype5 ON VALUE BY FUNCTION fid5); //d5

CREATE CONTRACTTYPE Conpl et eness(

CREATE CONTRACT fresh Freshness(
dat aAge < 4200 seconds;
| ast Updat e == 4500 seconds;
updat eFrequency == 3 / day);

CREATE CONTRACT accurate Accuracy(
percent ageOf Cont r adi ctions < 15%
Nunber Of Appr oxi mat eMat ching < 1 / source);

CREATE CONTRACT conpl et e Conpl et eness(

percent ageOf Nul | Val ues di mtype6 ON VALUE BY FUNCTION fid6, //d6
nunber Of Nul | Val uesPer Query di mtype7 ON VALUE BY FUNCTION fid7) ; //d7

Percent ageCOf Nul | Val ues == 8 %
Nunber Of Nul | Per Query == 2 / query);

CREATE CONTRACTTYPE Avai | abi |ity(
failureMasking di mtype8 ON DATABASE BY FUNCTION fid8, //d8
serverFailure dimtype9 ON DATABASE BY FUNCTION fid9, //d9
nunber Of Fai | ures di mtypel0 ON DATABASE BY FUNCTION fid10) ; //d10

CREATE CONTRACT avai | abl e Avai | ability(
failureMasking I'N {noExecution, response};
serverFailure == initial State ;
nunber Of Fai lures < 10 / year );

(a) Quality Contract Types (b) Quality Contract Instances

Table 3: Quality Contract Declaration

to the set of possible values amoQg ssi on, | ost Response, noExecut i on, r esponse. Creating quality
contract types, our objective is to incorporate a set of pines and data quality functions (e.d.i d1, - - -,
fi d10) that can be both computed offline and recomputed or estiataintime.

A quality profile can be created in order to specify qualityuieements and constraints by combining several
instances of contract types with a particular weight. Tablgives an example of a profile namgdal i ty
composed of the four previously declared contract inst(iCable 1(b)) with a weighted functioml GHT( ) ).

CREATE PROFI LE quality(
REQUI RE(fresh, accurate, conplete, avail able)
VEI GHT(fresh 0.4, accurate 0.3, conplete 0.2, available 0.1));

Table 4: Quality Profile Declaration

One (or several) profile(s) may be used in @ THpart of theXQualLqueries and applied on the attributes,
tables or database involved in the query. Table 3 preseatsdive “nested-loops” way to compute the revisited
skyline example with data quality awareness. Price andulit values are queried from tablet el s and the
profile namedyual i t y given in Table 2 is applied on the price and distance atetbuiith theQW TH operator.

SELECT *
FROM Hotel s h
WHERE h.region="Brittany’ AND NOT EXI TS(
SELECT *
FROM Hotel s h1l
WHERE hl.region="Brittany’ AND
h1l. di stance <= h.di stance AND
hl.price <= h.price AND
(hl.distance < h.distance OR
hl.price < h.price))
QN TH (PROFI LE(quality) ON (price, distance));

Table 5: SFW-QWITH Query example

3.2 Quality Metadata and Data Partioning

As soon as a contract type is created and instanciated faoti@dered database, quality scores are computed
for each of the targeted entitiesg(, data values, columns, records, tables of the database)th&sake of
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simplicity, in the rest of this paper, we choose to focus anrécord level among the other data granularity
levels and we consider data points as vectors dadimensional data space with the number of numerical
attributes of the record. Lét(i € [1..n]) representing the data points and; € [1..k]) be the required quality
profiles (e.g., combiningr esh, accur at e, conpl et e, andavai | abl e). Let z;; € [min;;, max;;| be the
instances of the declared contract types computed for estahpdinti on thejth required quality dimension.

Each data point has a scoring functietre;; : [min;;, max;;] — [0, 1] that gives the score value of the
data point; assigned to the quality dimensignn the range of its acceptable values. For conveniencegscor
are kept in the intervgD, 1].

The relative importance that the user assigns to each diorerssmodeled as a weighiy;, that gives the
importance of the quality dimensign(expressed in the declaration of the profile, see Table 2)a$8ame the
weights are normalized.e., 21§j§k w; = 1,Vj € [0,1]. An aggregate scoring function for data paini the
k-dimensional quality space defined by= (21, - - -, 2;) is defined as Score;(z) = 31 ;< wj - score;j(z;).

For analytical purposes we restrict our study to an addéive monotonically increasing or decreasing value
scoring function.

As an illustration based on the quality scores of severa gaints, we can represent a Kiviat graph on
a grid of equal-distanced pointsg, points with coordinates if0, 1]) such that all the vertices are both grid
points and score values for each quality dimension. Thecioenter is the point where all quality dimensions
are maximal and equal to 1. Figure 4 shows the Kiviat graphfifer data points with their corresponding
scores on ten quality dimensions (noted, - --, d10). A polygon represent the quality of a data point over
the specified quality contract types. Searching for thenogitiquality data point (for more than three quality
dimensions) correspond to find the polygon with the mininteha Pick’s theorem provides a simple formula
for calculating the areal of each obtained polygon in terms of the numbef interior points located in the
polygon and the numbérof boundary points placed on the polygon’s perimeter,Aas: i + b/2 — 1.

d1

3 Point1
Point2
@ Point3
@ Point4
O Point5

d9 ..

Figure 4: Kiviat Graph for Five Data Points iD-d Data Quality Metadata Space

Based on these considerations and faced to high-dimehslateand metadata sets, we propose a method
for partitioning data and associated quality metadata. rEpeesentation, calle@Q Hyper-Pod consists of
partitioning data that carves both tti&limensional data space into homogeneous regions (asdpyyezes) and
the k-dimensional quality metadata space into linesifor 2 or polygon areas fok > 3. TheDQ Hyper-Pod
partition method is based on two concepts, the distance fhencenter of the hypersphere and the projection
of the data quality scores that creates a line or a polygama whose center is the data point (vector) in the
multidimensional data space. The lines or areas represgetiita quality metadata compose a pod (or envelope)
upon each data hypersphere. @ Hyper-Podpartition method is defined in an Euclidean space and regjuire
an offline phase during which data vectors are first clusteredinimum bounding hyperspheres and outliers
isolated.

Consider data points in tHad Data Spaceepresenting the vectors f¢price, distance)pf the Skyline of
hotels of Figure 1:
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- For 1-d Quality Spacgthe representation @Q Hyper-Podpartitioning method is hyperspheres with or-
thogonal lines whose length corresponds to the qualityesabeach data point for the only one considered
quality dimension (see Fig. 5(a)).

- Fork-d Quality Spacék > 3), the representation @Q Hyper-Podbartitioning method is right cones with
their vertex above the center of their base (also the cefteedypersphere). Each cone of heighand
base radius oriented along the-axis, with vertex pointing up, and with the base located at0. A slant
heights; of the cone is a distance measured along a lateral face fretetbe to the apex. It supports one
quality dimension notedl, such as the score of each data paiistlocated on it, asyi, score;; € [0, s;]
with s; = vh? + 12 = 1 (see Fig. 5(c)). A polygonal area is defined for each datat pmimng its scores
coordinates per dimension located on respectively on Hre Bkeights of the cone.

- For2-d Quality Spacgthe representation @Q Hyper-Podpartitioning method is a particular case where
polygon areas are reduced to lines whose length aje it and coordinates are defined by the quality
scores coordinates on two opposite slant heights of the (s@aeFig. 5(b)).

In Figure 5, we consider the same hypersphere centeredlonith five data pointsP1,---, P5 in the three
cases (a), (b), and (c) respectively for one, two or eighlityudimensions for which scores are computed
simultaneously with the contract types creation.

3.3 Quality-Aware Online Queries

Back to the initial example, nearest neighbor search isieghjih the context of skyline queries [5]. First, let
us recall its principle and ho®Q Hyper-Podpartioning method can be used for data quality-awarenetgein
online query processing.

We assume we focus on two specific hypersphéfeand.S; that cluster data points in ti#2d Data Space
(see Figure 6). The minimum hypersphere bounding the datéspaalleds;, is centered oid’; and its radius
iS 7. dmin, denotes the minimum distance between a query ppantd C;, the center of the hypersphege.
Based on geometrical properties of these data regions,saicdh NN algorithm will first use filtering rules
and discard the hyperspheres which the minimum distancket@ueryq is greater than the farest points of
another hypersphere, as: df,in(q,C;) > dmax(gq, C;) then disguardS;. Then, the NN algorithm will rank
the hyperspheres based @g;,, the distance to the query point. For each hypersphere,istendes between
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the data points and the query point are computed and rankiedll\i-the sequential search is stopped when
dmin(q, C;) > d(q, nny) with nny the kth retrieved query points.

Figure 6: Quality-Blind NN Search

For ensuring data quality-awareness in this processingjseeheDQ Hyper-Podpartioning method and
consider the quality metadata computed for each data pbiepending on the number of quality dimensions
considered in the “quality-augmented” query, the NN alioni is adapted and applied to the appropriate
Hyper-Podrepresentation in the different cases of one, two or morétguimensions. Similarly to data points,
the query is applied the thédimensional space and tliedimensional quality space. Thus, it is a vector in
R? x R*. The adaptation of the NN algorithm mainly consists of twepst

Step 1: compute the minimal distance to the query point (withoutsodering qualityj.e., z = 0) and rank the
hyperspheres only based on the data space for retrievingetirest neighbor,

Step 1: for each hypersphere in the list, consider the quality éxs ¢-coordinate) and:

- in the1-d Quality Spacerank the data points based on the distance between eachailati’; with
x-, y-, andz-coordinates, noted; = (x;, y;, 2;) and the query = (gz, gy, q-), as:

d(g, i) = /(i — q2)% + (yi — q,)* + (21 — ¢=)? for z; andg, € R,

- in the 2-d Quality Spacerank the data points based on the lengthdefined by(z - § +
d(q,C;),0,21) and (22 - 7 + d(q,C;),0,22) with z; and 2, the scores of the data pointon the
two quality dimensionsz; € R?) in the hypershere centered 6h with radiusr and heighth and
d(q, C;) the distance between the query coordinates and the certtex bf/persphere,

- in thek-d Quality Spacevith & > 3, rank the data points based on the afige®f the polygon defined
by z = (21, ..., ) the vector of quality scores of each data pointd R).

Figures 7, 8 and 9 respectively show the three case of NNiseartsidering the quality spaces with one,
two and four dimensions. In these cases, the query requitetsiwith minimal price and distance to the beach
and maximal data quality on the declared dimensions irQMeH part of the query, that's the reason why the
quality-augmented query is reduced to a single point (€0g0), (1,1,1,1)) in Fig. 9), and the algorithm rank
the data points based on the distance between the apex oteaehn theDQ Hyper Podrepresentation and
their aggregate quality scores represented as lines ogqudy

In Figure 7, the algorithm will rank the data points insidete&ypersphere based on the distance between
the quality-augmented query point and the point defined bystiore on the considered dimension. In Figure 8,
the algorithm will rank the data points inside each hypeesptbased on the length of the lines defined by the
scores on the two considered dimensions.

In Figure 9, the algorithm will rank the data points insideteaypersphere based on the area of the polygon
associated to each data point and defined by the scores oartbas/considered dimensions.
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Figure 7: Quality-Aware NN search Considering One Qualitjmension
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Figure 8: Quality-Aware NN search Considering Two Qualitynensions

This technique can be easily extended to the cases whereadlfigygcores required in the query are defined
by the user and are not necessarly maximal. Hencepah&H part of the query will be evaluated and the corre-
sponding quality scores coordinates, line length or patygiea of the query will be computed and respectively
compared to the list of quality scores coordinates, lingtles or polygon areas that were pre-computed for the
data points clustered in the hyperspheres ofieHyper Podpartition.
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Figure 9: Quality-Aware NN search Considering Four Qudbtgnensions

4 Conclusion and Future Research

As mentioned in this short paper, providing efficient acdesaformation sources received a sustained interest
since several decades but an interesting research diréctiptimizing queries for single- and multi-source data
management systems is the use of data quality. Few appsaele been proposed to deal with the various
issues of quality-aware query processing mainly in distéd environments (HiQIQ - [7, 6]; ObjectGlobe - [2]).
These issues are particularly challenging due the chaistats of the sources, including autonomy, volatility,
amounts of data, large heterogeneity spectrun) data type (e.g., multimedia, XML, relational records, etc.
i) on database schema, anyl on the quality of data and the quality of data managemenicgsyv An initial
motivation is that the constraints on data quality may reétlee user’s needs better in such environments. And
constraints on information quality are of crucial impotarfor some critical applications (e.g., homeland se-
curity, business intelligence, etc.). A challenging reskeand development direction is to build quality-aware
guery processing infrastructures and this requires aslithigeseveral research issues as outlined in the following:

- Quality of data and quality of service extended query lamgsa Devise a declarative query language
that targets quality of data and also quality of data manageservice with the advantage that the same
quality-constrained query specification holds whateveteulying information is available.

- Computation modelIn a multi-source infrastructure, the resolution of anydétty-augmented” query
may involve an iterative process between the differentesgst We need to devise a computation model
for the interaction of the different (sub-) systems (e.ggpper/mediator systems, sources/data warehouse,
peers, Web portals/Web services/Web providers, etc.)dardo ensure data quality awareness (through
quality of data and quality of service contract negotiatimn example), not only for the query processing
but also for the entire data management and processing. chain

- Optimization modelPerformance has a prime importance in successfully deyg@yquality-aware query
processing infrastructure. It mainly relates to querymoptation. One challenge is to define appropriate
metrics to characterize and measure QoS and QoD dependitigeapplication domain, the systems
capabilities and the required performance. The differamry planning strategies focus generally on
finding feasible and optimal sub-goal orderings based onadka bindings and supported conditions
at the data sources. Proposed techniques assume a fullddgmvbf the query capabilities of every
participating source. They rely heavily on the way thatinfation sources are described and the objective
function of the optimizer (e.g., number of sources, respdimse, etc.). Using the same source description
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and quality description models may not always be possihlesaa large spectrum of data sources. The
optimization of quality-aware query processing on strredudata i(e., relational records) as well as on
semi-structured data (XML) has to be considered. XML gquadivare query processing is still at its
infancy and constitutes a very interesting trend in the figare.

Optimization heuristicsin most of the real world applications, it is quite natufatt“quality-augmented”
query should meet a number of different and potentially ecinfy quality dimensions. Optimizing a
particular objective function may sacrifice optimizatiohamother dependent and conflicting objective.
An interesting perspective is the study the quality-awarery processing problem from the perspective
of multi-objective optimization.

Quality-aware adaptive query processingnother interesting trend is the use of adaptive and dyoami
approaches for dealing with quality-aware query optinigat This is motivated by the intrinsic dynam-
ics of the distributed and autonomous sources where urgbadti events may occur during the execution
of a query. The types of actions that are considered in thpgeaches fall into one of the following
casesi) change the query execution plans in order to privilege dagditgy of query resultsij) change the
scheduling of operations in the same query execution plamdifferent concurrent query plang) intro-
duce new operators to cater for the unpredictable evers {@provement or degration of data quality),
or iv) modify the order of inputs of binary operators. Adaptivehteques have yet to demonstrate their
applicability to various real applications with large nuenb of information sources. There is also a need
to show how they react under heavy quality of data and quafitlata management service fluctuations.
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Abstract

Data analysts often work at a “distance” from the databaskeytanalyze. DBAs of production
databases generally do not give logins to data analysts, might run large disabling queries. Since
large and complex databases are often poorly documentedartalyst faces significant problems in
understanding the process of how a database is updated,eor whether the processes are correctly
implemented. The current trend of outsourcing compounésptbblem, as the outsourcing provider
has a strong incentive to reveal as little as possible abbairtoperations. In this paper, we explore
the possibility of data mining on database dynamics — thapésforming data mining to explore how
a databases changes over time. Two uses for the results &aegdality monitoring to verify that the
database is being properly maintained, and database revengjineering to give the analyst additional
insight into the structure of a very large but poorly docuteeindatabase. Our methods use summaries
of the database which are generated by our database profiistem, Bellman. This approach allows a
user with limited computational resources to mine dataldhsgmics.

1 Introduction

Database users frequently work at a distance from theirstateces, and do not know how the large and com-
plex databases they use are maintained and updated. Ireaselatgrprise (commercial, scientific, government,
or otherwise), the data producers are often in a differegamization than the data consumers and analysts.
Database management issues increase the separationeseegand their database. The DBAs of production
databases generally do not give logins to data analystspfaztincern that the analyst might run a crippling
query which interferes with ongoing operations. The curtesnd of outsourcing compounds the problem, as
the outsourcing provider has a strong incentive to revebttisas possible about their operations. As a result,
the data user lacks a crucial piece of metadata: by what ggasehe database updated? Even if the analyst
knows what the processes are supposed to be, she doesnt kmtlewthese processes are being followed. In
the case of outsourced databases, no-one in the entermsknow whether or not the outsourcing provider is
maintaining critical information correctly.

Large and complex enterprises are usually supported bgsmondingly large and complex databases. The
most difficult and time-consuming part of a data mining stigdgften the identification, acquisition, and clean-
ing of the data to be mined. Similarly, a complex and time oamgg first step in database integration is to

Copyright 2006 IEEE. Personal use of this material is petedit However, permission to reprint/republish this makfor
advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
copyrighted component of this work in other works must bainbd from the IEEE.
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understand the databases to be integrated and how they tele&ich other. The basic problem is one of com-
plexity. Production databases which support large and tmognterprises have hundreds to thousands of tables;
a large and complex enterprise will have dozens of such da¢sh These databases are often poorly and incom-
pletely documented, and existing documentation might heobdate. Even developers who are familiar with

a database can encounter problems while adding functigrialia database to support new applications due
to the complexity of the existing database (the disorderamdplexity in a database is often the result of the
continuing need to adapt an existing database to new regeins). As a result, the DBA of a large, complex
database might not be fully aware of the database updategsoor whether the process is working correctly. A
variety of work has been performed with the goal or sideetftd enabling database exploration and automatic
extraction of metadata. For example, database profilingoban studied in the literature [10] and is the basis
for some commercial database exploration systems [1, 3 Dtegration systems often include facilities for
exploring data integration query results (e.g., Pottere®V[82], and Clio [18]). Additional relevant research is
discussed in the related works section.

In this paper, we propose to aid in the exploration of a datalmy providing information about database
dynamics — that is, how the database changes over time. Qthodsefor mining database dynamics use the
kind of database summary information generated by datgiradding systems. By mining database changes
over database summaries instead of database snapshotanexpensively perform large-scale analyses of
database changes. An enterprise data warehouse might gajties of dozens of production databases together
for correlation, analysis, and data mining. End-usersnofte not have the resources to host multiple copies
of these snapshots; and in any case many organizations tlagewhich prohibit the proliferation of database
copies (for version management and data security reassimge the database summaries are small, an end-user
can inexpensively support time series analyses of datalbasees even in very large data warehouses. Further,
end-users can store the summaries while they might be prathifstom storing database copies.

There are many applications of database dynamics infoomatie roughly group them into two types. In
database data quality monitoring, we try to detect anonsatosuspicious behaviors while in reverse engineer-
ing, we try to understand properties of the database.

Database change information is useful for data quality toang. We can place a number of a-priori
constraints on the database, then watch for violations.eHtayportant tables or fields been dropped? Did the
unfilled orders table fail to get updated? Conversely, wagetla change in a table which should be static? Are
new values infiltrating a field which should have a limited dam? We can also detect possible data quality
problems by searching for deviations from past behavior.example, a previously static table or field which
exhibits a significant change can indicate either a datahgtit a change in procedures. An active entity which
fails to change can indicate a data warehouse loading probitea problem in production processes.

One common example of a reverse engineering activity is/totfind the important tables in the database.
This task is surprisingly difficult, e.g. in a poorly docunteth database with hundreds or thousands of tables.
The database explorer can use a variety of clues to find stiegetables: table and field names, documentation,
the number of rows in a table, and samples of row and field salBeveral database exploration systems provide
this kind of information [1, 10, 34], but there is still a misg piece: the update activity on the table. Is the table
regularly updated or is it static? If the table is regularpdated, what is the nature of the update — small or
large; added and deleted rows, or changes in field valuesZhWieids of a table are being updated? These
properties indicate how the table is used. For example tia séle might be a relic that is no longer in use. A
table of unfulfilled orders should exhibit large changesrirweek to week, while a table of customers should
exhibit relatively small changes.

In this paper, we explore the use of time series of databasigs;, generated by our Bellman profiling tool,
to mine information about database dynamics, which to oemlkedge has not been done before (except for
some degree in [23]). Our contributions are:

1. Evaluating the effectiveness of different types of peofiita for performing database change detection,
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2. Developing methods for mining information from profileng series, and
3. Evaluating these methods on profile time series from twdyction databases used by a large enterprise.

Our analysis techniques are deliberately simple exploratethods — the contribution of this paper is the
extraction and exploration of a novel data set. Nevertketegse techniques can find many interesting properties
of the databases we explore.

1.1 Related Work

The results in this paper use data gathered by a databadagrsfistem [13] small but informative summaries
of database contents. Commercial providers of profilingesys include Similarity Systems [34] and Ascential
[1]. For our research we use data collected by Bellman [10¢ldped and used at AT&T. These summaries
can include keys and functional dependencies [6, 20, 30,I83]1] the authors present techniques for creating
summaries based on information-theoretic clustering. él@r Bellman does not incorporate this kind of profile
data so we do not explore its use for change detection in #gsp

Database reverse-engineering is a pre-requisite for scheapping and database integration. Several
schema mapping efforts have incorporated database etipiotaols [12, 17, 18, 29, 30]. Some schema map-
ping tools also allow the exploration of the database imtign results [18, 32].

Recent work has developed tools for keyword search in a da¢ald, 3, 5, 21, 22]. Other types of advanced
search tools include regular expression indexing [8, 19ielated topic is that of approximate join for which
we refer the interested reader to the tutorial by Koudas aivd<ava [16].

Some of the results in this paper can be considered to be daitagnior data quality. Other methods include
the use of multiple independent models [27], non-parametitlier identification [26], and automated learning
to detect data quality problems [25].

Most commercial DBMSs optionally allow the logging of alleqies submitted to the system. An analysis
of the query log could provide a more direct method for rexesgineering a DBMS [28]. However, query logs
are usually not available to end-users, and their contembe difficult to interpret.

Some recent work has addressed detecting changes in dajfa4el5, 24]. These papers treat the contents
of a table (or stream) as a multivariate distribution andklfwy changes in the distribution (in [14] by measuring
distance through classification models, in [15] by pantitwise comparison, while [24] tests stationarity by
measuring distance between distributions). In [7], théenst use a sampling method to detect the frequency by
which a data source (web pages or data warehouses) change$oclis of this paper is to minimize the cost
keeping a local copy of the data up-to-date. A side effechefaigorithm presented in [7] is to estimate the rate
at which data sources change, but requires a copy of the eiatdfse most closely related work is [23], which
monitors the rate of change in text databases by measunggtldinal change in a summary (an inverted list
index). However, this study only measured table changes] asingle summary, and did not attempt to infer
properties of the table (the issue was finding a scheduleé&atihg a local copy). In contrast to previous work,
we present a method for mining database dynamics whichattrgformation about database management and
update procedures, and is the first study of its kind that wexaare of.

2 Profile Data

The profile data that we use for our study is that collectedbyBellman profiler. The basic profile data collected
by Bellman is:

e The schema of the database.

e The number of rows in each table.
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The number of distinct values of each field.

The number of NULL values of each field.

The frequency distribution of each field.

The top ten most common values of each field, and each valegsency of occurrence.

Basic profile data is collected by the commercial databasélipg systems that we are aware of [1, 34].
The commercial database profilers generally collect sondéiadal information, for example the keys and
functional dependencies in the tables. While Bellman caa ebllect key and FD data, the longitudinal data set
that we had access to did not include them (computing keydlaraional dependencies is expensive, so they
were not collected). Commercial profiling systems can atdlect row samples; Bellman does not. While it is
clear that, e.g. keys and functional dependencies are \&&fyly e.g. for data quality monitoring, we cannot
report any results about them.

Bellman also collects minhash signatures and sketchesi# gatabase entities. While these approximation
techniques are well-discussed elsewhere [10], we provimeeareview here to make the paper self-contained.

The resemblance between two sets is the size of the intens@ttthe sets divided by the size of their union.

_ |ANnB|
=140 B
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The resemblance of two sets can be approximated by a mintgatige: Let hi be a hash function defined
over the domain of setl. Let s;(A) = min{h;(a)la € A}. ThenPr[s;(A) = s;(B)] = p. We repeat
this experimentV times, and the minhash signature of a dds the collection of these experimentS{A) =
{s1(4),...,Sn(A)}. Bellman collects minhash signatures over multisets,(thg.multiset of values of a field),
providing an opportunity to collect an approximation to frequency distribution of the multisetd/ (A) =
{m1(A),...,mn(A)}, wherem;(A) is the number of times that; ' (s;(A)) occurs inA.

Bellman also makes use of random vector projection sketdletd” be ad-dimensional vector, and ad
by k dimensional matrixk < d. Then the sketch of V is

SK(V)=V X (6)

Where SK(V) is ak-dimensional vector. Thé, distance between two vectovs andV, can be approximated
by
Ly(V1,V2) = Lo(SK(V1), SK(V2)) (7)

New fast sketch techniques, e.g. the count-min sketch @Jetbeen proposed, but they have not been
incorporated into Bellman at the time of our study.
The sketch and signature profile data that Bellman collscts i

e The minhash signature of value each field.
e The minhash signature of the values of the rows of each table.
e The minhash signature of the set of 3-grams of each field.

e The sketch of the frequency vector of the multiset of 3-grafresach field.
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3 Experimental Setup

Bellman is used on a variety of projects within AT&T, providi a source of data for our experiments. One
project in particular is a data warehouse consisting ofeopif production databases, to be used for intensive
data mining analyses. Currently, this data warehouse icent® databases updated weekly, with a total of 2899
tables. We selected two of these databases, which we caldMNamo study. We chose these particular two
because among the large and complex databases in the weeeltbey were the most reliably updated and
the best understood by the local analysts (but the docutiemtar these databases was quite meager). These
databases also represent the distance problem that thestanf@ce, as corporate policy forbade the analysts
from making a local copy (for version management and datargggeasons), and the management of these
databases had been outsourced.

We arranged with the Bellman developers to collect snapsbicdhe weekly profiles, timestamped with the
profile collection time, for two of the fifteen databases. #d time of this writing, the first database (A) contains
385 tables and 3522 fields, while the second database (NBiner808 tables and 3547 fields. We collected 33
profile snapshots, allowing for 32 successive weeks of coisgadata.

We supported our experiments by making a pre-analysis ofi#lti@, computing time series of table and
field self-resemblances by value, by g-gram, and by g-grataice; and also summaries of changes in other
field statistics. Databases A and N contain more than 42Gomilows and represent about 100 Gbytes of
data; computing their profiles requires about 8 hours of agmg time (on a 2.8 GHz, 2-processor server) and
results in about 500 Mbytes of profile data. Computing thersany tables requires about an additional hour
of compute time, after which all queries used to generatel#ite in this paper ran in real time. Since the data
warehouse is profiled weekly anyway, the results in this pppavide database dynamics information almost
"for free”.

4 Experiments

In this section, we explore the efficacy of different typespuaifile data to detect various types of changes in a
database. This section is divided into subsections bas#itedgpe of change we are trying to detect.

We do not examine the use of schema information in this papé#hough schema information is quite
useful for detecting added or dropped tables or fields, tetethese changes is straightforward (this kind of a
data quality alerting facility was added to Bellman withthet need for research). We note that we found many
examples of added and dropped tables and fields in the coluose study.

This study is limited by the types of databases we study, ytpest of profile data collected on them, and
the local knowledge about these very complex databaseslfbaining the data used for the experiments was a
multi-year effort). The results of the experiments indictte type of information that can be found by mining
database change information. Different applications hale different characteristics, so one cannot expect
the precise results of this study to be universally appl&abtill, databases A and N show remarkably similar
behavior, and provide an indication of what one might findtimeo databases.

4.1 Database Change Detection

In the context of a data warehouse receiving weekly updatesnportant question is, did the database refresh
occur successfully? Although it would seem that this is goggnquestion to answer (e.g., look at the server logs),
in a large enterprise there can be complications. The dateahwase we studied is managed on a shoestring
budget by an organization remote from its users. The datislaee accomplished using automated scripts, and
the DBAs do not have the resources to analyze the loadingepsocThe database load might fail for many

reasons: the backup image was not transferred from the giodulatabase, resource limitations such as lack
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of disk space, a failure in an ETL process, and so on. So, sheofeevaluating the quality of the database refresh
falls to the users.

There are two types of profile data which naturally suggestitiey can be used to measure a table change:
the change in the number of rows in the table, and the resectlaf the row values of a table to themselves
(table self-resemblance). Self-resemblance would seebe tthe more sensitive of the two tests, as it can
detect changes to a table made using row updates only. Howesepproximate the table self-resemblance
using minhash signatures, which cannot reliably detectlsthanges. To evaluate these two methods, we
collected 12249 week-to-week comparisons of profile datéhf® A and N databases. We counted the number
of table changes detected using combinations of row cowarigdnand a table self-resemblance of less than 1.
A summary is in Table 6.

Row count and self resemblance256 (18.4%)
Row count only 2857 (23.2%)

Self resemblance only 2520 (20.6%)
Row count or resemblance | 3121 (25.5%)

Table 6: Number of table changes detected.

By plotting the number of changes over time, we can trackegaje database behavior. In Figure 1, we
plot the week-to-week fraction of the tables in database #h wichange detected by self-resemblance, change
in row count, and both. Figure 2 shows the same chart for datahl.
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Figure 1 : Tables with a detected change.  Figure 2 : Tabldsawitetected change.

One striking feature of these databases is that most of kiestare static — only 20% to 30% of the tables
in Database A and 20% to 40% of the tables in Database N chamgeneek to week. We found this property
to hold for all of the 15 databases in the data warehouse. efdrer; looking for changing tables can be an e
ffective way to reverse engineer a database. We exploréaghis further in Section 4.2.

In addition, Figure 1 indicates a data refresh problem iraDase A for its 6/21/05 data point. Using self-
resemblance indicates no week-to-week change, while ueimgount does. Further investigation shows that
while the average percentage change in the row count (cfgalhose row count changed week to week) is
5.9%, the row count change during that week is only .4%. W ledinfirmed a data refresh problem.

A comparison of the changed tables detected by self-resgrodland row count indicates a subtle but

48



distinct change in database dynamics when we compare piet@post-6/21 behavior. The fraction of tables
which change increases dramatically in Database N. Iniaddielf-resemblance accounts for a larger number
of detected changed tables. For example, in Database N hanges are detected by self-resemblance than by
row count after 6/21, but fewer before 6/21. We confirmed tlzdh loading procedures were improved during
this period in response to user complaints.

4.2 Table Change Detection

The results from Section 4.1 suggest that row counts arergigne better indicator than self-resemblance
for detecting changed tables. However, in that section weamarily interested in determining whether or not
tables did change. In this section, we will also be intekst¢he degree by which the table changed. Therefore,
we need to determine which measure is more sensitive intdejebe degree of change. In Figure 3, we plot
the degree of table change detected using table self-rémeoabvs. the degree detected using row counts for
the 3121 instances where we detected any table change uiagraethod. Unsurprisingly, self-resemblance
is almost always a more sensitive indicator of change (assthy the fact that almost all data points are below
the diagonal).

Fraction change detected

0.8 4

By row count
o
o

o
~

By resemblance

Figure 3 : Fraction of change detected in tables using rowtcand resemblance.

We can try to classify the type of updates to a table by thestation of the fraction of change detected by
row count to the fraction of change detected by self-resandd. If the change is primarily due to insertions or
deletions, the resemblance change and the row count chngkl e strongly correlated as indicated by the
diagonal line in Figure 3. If the change is due primarily taates, the row count should stay the same while
the resemblance should show a large change — as indicatée Iwptizontal line in Figure 3. Changes due to a
mixture of inserts, deletes, and updates should lie betwesse two lines.

Next, we can characterize how a table changes: Is it mosthate, inserts or deletes, or a mixture. Is the
mixture consistent? We collected the 2520 instances wiadle self-resemblance indicates a week-to-week
change in a table. Next, we computed the ratio of the fraatitemge in row count to the fraction change in

self-resemblance:
|count gjq — countpeqy|

— ®)

We next analyzed this data on a per-table basis, for the sablefs with at least four week-to-week changes
(80 tables in database A, 66 tables in database N).

ratio =
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We computed the coefficient of variation (square root of treamsquared error divided by the mean) for
the fraction change ratio, and found a wide range of coeffisieTo limit our scope to well-behaved time series,
we selected those tables with at least four changes deledinibesemblance and a coefficient of variation less
than .75 (an arbitrary value that we selected by eyeball).awdeft with 46 tables in database A, 60 tables in
database N.

In these 106 tables, we found 26 with a ratio of 5% or less, andith a ratio of 85% or greater (Figure 4
shows the distribution of the ratio, by sorting tables onrtbhkange ratio). Since we chose these tables because
their change ratio time series is reasonably well behavedimd that we can distinguish between these tables
based on the types of updates they normally receive. For geamonsider the change ratio time series for
the three tables in Figure 5. One tabteifio < .05) changes primarily through updates, anothett{o = .5)
through a mix of inserts, deletes, and/or updates, and e {hutio > .85) primarily through inserts (we
verified that its size increases, not decreases, over time).

Distribution of change ratios Row count to self-resemblance change ratio

1.4 25
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tables date
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Figure 4 : Row count vs self-resemblance change.  Figure mn@iratios for three tables.

We can also classify tables by the degree to which they chiiogeweek to week. We selected the tables
which changed at least six times as indicated by self-relemod, computing the change to be p. The result
is 63 tables in Database A and 60 tables in Database N. Nextomputed the trimmed coefficient of variation
for these tablésand selected those whose coefficient of variation is .75%. & he result is 54 tables from
Database A and 48 tables from Database N.

These tables show a wide variation in the fraction by whiakytbhhange week to week, as is shown in
Figure 6. 22 of the 102 tables change by an average of 1.5%®pkr week, and 13 of the tables change by
85% or more. Figure 7 shows the week-to-week fraction of ghdor a table with small, medium, and large
week-to-week change, respectively (the large-change taht added in July 2005).

Yet another way to classify tables is by whether or not thad te recycle their rows. We call a table which
recycles its rows convergent, while a table which tendséater new rows divergent. We look for convergent ta-
bles by comparing the time series of four week resemblanaegds to an estimate of the four week resemblance
change computed using 1-week resemblance changes. Weaitesthe 4-week resemblance by the product of
the previous four 1-week resemblances, and the 4-week eHangne minus the four week resemblance.

We found that this simple estimator generally works wellaflis, we found that most tables are divergent.
For the 63 tables in Database A and 60 tables in Database Nwiaiee at least six changes indicated by
resemblance, we computed the ratio of the actual four-wéekge to the estimated four-week change. For

IFor this analysis, we ignore zero change< 1) data points, because they might indicate only a failuretesh.
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Distribution of week-to-week table change
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Figure 6 : Fraction of change week-to-week.  Figure 7 : Smadidium, and large week-to-week change.

each table, we counted the number of times that this ratio s less. We selected the tables with a count of
six or higher as the convergent tables. We found 10 convetgbles in database A, and 6 convergent tables in
database N.

Figure 8 shows a comparison between the estimated and detuedk resemblance changes in a divergent
table. This table actually shows a change in its behaviorfo8e5/9/2005, the actual change is somewhat
less than the estimated change (about 77% of estimated &haimgve our somewhat arbitrary 70% threshold).
On 5/9/2005 and after, the estimated change closely trdeksidtual change. Figure 9 shows estimated and
actual four-week changes for a convergent table. Its behavdifferent than that shown in Figure 9, as actual
percentage change is persistently about half the estinchttbe — indicating that this table tends to recycle its
rows.

Divergent table Convergent Table
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Figure 8 : Divergent table, 4-week changes.  Figure 9 : Cgavdrtable, 4-week changes.

There is one more type of information we can use for clasgjfyihanges in tables changes in the g-grams
of their rows considered as strings. Recall from Sectiorawle have two types of g-gram information: g-gram
resemblance and g-gram distance. To evaluate these métriesich of the 123 tables with at least six changes

51



detected by value self-resemblance, we computed the ritinee aveek-to-week change detected by value self-
resemblance to the change detected by g-gram self-resecebland to the change detected by g-gram distance.
The result is shown in Figure 10.

Neither g-gram resemblance nor g-gram distance is a goadcrfmt determining that a table has changed.
However, the distribution of ratios for g-gram resemblasgggests that this ratio can classify tables based on
the rate at which they change their textual content (the p@&akoth charts are due to only two tables). The
changes detected by g-gram resemblance versus g-gramcaisiee only moderately correlated: we found an
R? value of only .33 when performing a linear regression betwthe two variables, and that only after removing
two outliers. Since row g-gram resemblance is more segditidetecting textual changes, we recommend it as
the better mechanism for classifying this kind of table g®an

Ratio of table change detected, as compared to value
resemblance

35
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tables

Figure 10 : Row value change versus row g-gram change.

4.3 Field Change Detection

For detecting changes in fields, we have a wealth of infoilgnatin addition to the value and g-gram resem-
blances, and g-gram distance information, we have the aufuihie number of distinct items, the count of the
NULL values, the top-10 values, and an approximation to teguency distribution of the values of the field.
We limit the scope of our experiments to fit within page limatsd minimize reader fatigue. We will use value
self-resemblance and frequency distribution informatimicharacterize the nature of the updates to the tables,
and g-grams, count distinct, count NULL, and top-10 infatiorato discover unusual events.

In Section 4.2, we search for “hot” tables — those that getaitgutl— and found that a small fraction of the
tables in the database get updated from week to week. A haixtemnsion is to search for “hot” fields. That is,
can we identify a small collection of fields in a table whiclcaent for the updates? For every occasion in which
a table shows a table self-resemblance change, we computiathion of that tables fields which also show a
value self-resemblance change. We plot this fraction fer2li32 week-to-week table changes in Figure 11. We
find that in a large number of tables, the values in only a seedlbf fields have value changes on 130 occasions,
there are no value changes in any fields. Conversely, on Z&bmns, 90% or more of the tables fields show a
value resemblance change.

Next we can ask whether there are fields of a table that aresfatty “hot”, in terms of value resemblance
change. We selected the 123 tables which showed a tablesselfablance change on six or more occasions
and analyzed the number of times each of their fields show agehaWe only considered those fields which
exist in every observation (there was a small but significamhber of added and dropped fields). The result
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Figure 11 : Fieldswith a value resemblance change.  FigureFiglds with persistent changes.

is in Figure 12. Although there are a significant number ofas@ns in which none of a tables fields show a
resemblance change, there are no tables whose fields petlsisiever, or even rarely, change. However, for
most tables there is a subset of hot (frequent value chamgedad fields (infrequent value change).

Is there significance to the set of fields whose values areh@iging? In most databases there is a large
collection of fields with only a few values, e.g. Male/FemaDame would expect that values in these fields do not
change. To answer this question, we correlated the numtmhstaict items in a field to its resemblance change
during the occasions where the fields table has a week-t&-mresemblance change. We plot the distribution all
of fields, for those fields which do not have a resemblancegaand for those which have a high resemblance
change (larger than or equal to the table resemblance chamdgegure 13. As expected, fields with large
changes tend to have significantly more distinct values tisaral, and fields which do not change tend to have
significantly fewer distinct values than usual. Howeveeréhis a significant fraction of fields with few distinct
values but a large resemblance change, and also of fieldsnaitly distinct values but no resemblance change.

We can use the change in the distribution of a fields values m®ra sensitive metric. Of the 34727
field/occasions under consideration, the self-resemblasd.0 in 20327 of the fields, but the distribution is
identical in only 6555 of these. A failure for a field to changeistribution strongly suggests that its table is
changed by updates on other fields. Are there fields whichigpenly do not change their distribution? We col-
lected 1474 fields which occur six times or more in tabksd which show a resemblance change, and counted
the number of times when each of these fields showed zero elhamgsemblance and distribution. We plot the
results, in terms of frequency of no change, in Figure 14. W& 90 fields which never change, and 144 fields
which do not change 80% of the time or more when their tablegés. These non-changing fields occurred in
24 of the 207 tables which showed six or more resemblancegelsan

For the remainder of the field change data (g-gram resendglaagram distance, number distinct, number
null, top-10), we search for significant changes in the fi&ltk collected field change data such that the fields
table showed a week-to-week change and for which we couldfijeld statistics, table row counts, g-gram
resemblance, and g-gram distance. The result was 18078 rows

e We compared the week-to-week change in the number of NULlLegbf each field, and divided by the
(ending) number of rows in the table. We found 59 occurremceghich the number of NULL values
changed by 20% or more.

2\We need this restriction because some fields were addedetedeluring the course of the study.
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Figure 13 : Distribution of field count distinct values.  Figul4 : Frequency on non-change.

e We compared the week-to-week number of unique values offegldhand divided by the (ending) num-
ber of distinct values. We found 407 occasions in which thalmer of unique values changed by 20% or
more.

e We computed the number of top-K values which were common weekeek and divided by the number
of top-K values at the end of the week. We found 1308 occuaiirt which 20% or more of the top-K
values changed.

e We found 630 occurrences in which the week-to-week g-graamblance indicates a change of 20% or
more.

e We found 186 occurrences in which the week-to-week g-gratadce is .2 or more.

Unsurprisingly, these indicators of unusual behavior irellfare strongly correlated.

4.4 Time Series Analysis

Since we have a time series of table change data, we can wgkddr tables which change in similar ways. If
the changes are strikingly similar enough, we might evepettsthat there is a similar process which updates
the tables. To do this, we need to cluster tables based ontiima series. For this experiment, we use the
week-to-week table self-resemblances.

A common approach to clustering time series involves sunangrthe time series using summaries such
as Fourier transforms and clustering the resulting fixedtlemectors. However, model based clustering can fail
when the assumptions are not true. We know very little about tables are expected to change from week to
week; therefore we use the fast, simple, and nonparameéibad to cluster the time series, described in [11].
This method computes simple nonparametric summaries dirtteeseries, and then clusters time series based
on their summaries.

In this specific instance, we use the following three desarip average resemblance, the number of times
the resemblance is less than 1.0, and the smallest resaraliad. the biggest change). We then run a fast
k-means clustering algorithm (FASTCLUS from SAS) with 1@ &0 clusters. While seemingly simple, the
technique is very fast and effective, resulting in clusteet clearly identify different types of behavior. The
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"goodness-of-fit” criteria provided by the software (e.gs@uare of 0.98) all indicate that clustering was effec-
tive in explaining the variability of the three clusteringribbutes. Note that our aim here is to create approximate
groupings which explain behavior, rather than exact, ogityntseparated clusters. The approximate clusters en-
able us to partition the data into smaller pieces for furésamination of the peculiarities of individual time
series.

Since Database A and Database N show similar behavior, weentmate on Database N. We found that
20 clusters produced many singleton clusters (i.e., cagtwutliers), so we chose to examine the 10-cluster
results. Figure 15 is a bubble chart showing the minimummééance and number of detected changes axes for
database N (the bubble size indicates the size of the cluster

We picked a few of the 10 clusters to show as representatifgure 16 shows a low-activity cluster,
while Figure 17 shows a high activity cluster, demonstratimat clustering technique does tend to group similar
behaving time series. In Figure 18, the tables are mostlysgent, but many of them show a significant change
at week 27. These tables all show an anomalous change odsmmlgnitude at the same time period, suggesting
that there is a similar process behind this update.
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Figure 15 : Clusters in Database N's value resemblance #mess  Figure 16 : Low activity cluster.

For our final experiments, we attempt to find anomalous behavihe week-to-week table self-resemblances
using time series analysis. We use the table self-rese®ilane series and search for anomalous table updates.
At first we tried to capture the structure in the resemblaime series using linear regression models of various
sorts. However, the data was not amenable to such model® dhight correlations and singularity issues. We
then switched to a control chart type of approach, modifigghty to meet our needs.

We computed a set of four-step moving averages for each &mess We then computed the average and
standard deviation of these moving averages to serve astralcezierence line of the control chart and basis
for the confidence or error bounds respectively. We usedy2ailimits, and flag an alert whenever the self-
resemblance is outside these bounds. Analogously, we afeputed the median of the moving averages and
10th and 90th quantiles to serves as error bounds. Howeedngelieve that these bounds are less reliable than
the mean and standard deviation based ones due to the liamtednt of data.

The control chart technique raised at least one alert onstlhedf of the time series. Many of these alerts
indicated an anomalous update to a table; Figure 19 showsasnpde. There were also many alerts as shown
in Figure 20. Here the most extreme alert indicates a fatlurgodate the table.
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5 Conclusions

A common problem faced by database users and maintaindyat isftunderstanding what is in the database. A
production database for a complex enterprise is generdjlyita complex thing itself, separated from the end-
user, and often outsourced. Frequently, even the DBAs ofabdae dont completely understand its operations,
sometimes leading to disastrous mistakes in maintenartca@yrades.

Data warehouse maintainers and users have even fewer cesdhan the DBAs for understanding what
is happening in a database. In fact, this project was metivay problems encountered in using a large data
warehouse used for cross-database analysis and data mimpayticular to determine whether or not weekly
database refreshes to the (remotely managed) warehousesueessful.

Recent research has developed new tools for exploring thiemts of complex databases. In particular,
database profiling has been developed both in researchsediodl as commercial offerings. These tools provide
a wealth of information about the structure and contents sxiagpshot of a database. However, an important
dimension of information is missing the database dynamitst is, what parts of the database are changing,
and in what way are they changing.

Data warehouse maintainers and users typically do not hasess to query logs of production databases,
which can provide direct evidence of database dynamicsntsliaing historic snapshots of database contents
in a data warehouse is often not feasible in a large fedevedeehouse, and analyzing large database snapshots
for differences can be prohibitively expensive. A data Wwarese maintainer might perform periodic database
profiling on the data warehouse contents, to provide medamathe warehouse users and to screen for data
quality problems. Historic database snapshot profilesigecan excellent data source for data mining to discover
database dynamics. Being small but informative summarffiela@mbase contents, they are easily stored and
mined even on inexpensive equipment, and can reveal trardigabases changes.

In this paper, we explore possibilities of mining databasgpshot profiles. Because of the novel nature of
the data set, our analyses use deliberately simple expigrachniques. Nevertheless, we are able to extract
from our sample databases a significant amount of reverseaeatgng and data quality information, including:

e Baselines for changes to a database.
¢ Identification of hot tables.

e Classification of changes to tables by a variety of criteneluding rate of change, insertions vs. updates,
and convergent versus divergent change.

¢ Identification of hot fields within a table.
¢ Identification of suspicious changes to a field.
¢ Identification of tables with correlated updates.

e Identification of suspicious updates to a table.

Because of the wealth of information which can be extractwdree from a database profiling system, the
Bellman developers are using the results of this study torestd browsing and alerting functionality to the
Bellman system.

5.1 Future Work

A great deal of future work is possible; in particular wherafic domain knowledge is available. Our particular
interest is to make a deeper exploration of the meaning of whacan discover. For example, can we correlate
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the anomalous events we found in Section 4.3 with particiéaéa quality problems. Conversely, if we identify
data quality problems, can we correlate them to events vbdén the database change data?

Our access to this kind of domain-specific information way Vienited (and formed part of the motivation
for this research). We hope that the results of this reseaiitimotivate the development of database change
detection systems which, when put into production use bjestimatter experts, can yield more detailed exper-
imental results.
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1 Introduction

Data cleaning is an essential step in populating and maintadata warehouses. Owing to likely differences
in conventions between the external sources and the taatgeivhrehouse as well as due to a variety of errors,
data from external sources may not conform to the standantisegjuirements at the data warehouse. Therefore,
data has to be transformed and cleaned before it is loadedhiatwarehouse so that downstream data analysis
is reliable and accurate. This is usually accomplisheduincan Extract-Transform-Load (ETL) process.

Typical data cleaning tasks include record matching [10,613, 14, 16], deduplication [16], and column
segmentation [5, 1] which often go beyond traditional ietzl operators. This has led to development of util-
ities that support data transformation and cleaning. Software falls into two broad categories. The first
category consists of verticals such as Trillium [20] thatyide data cleaning functionality for specific domains,
e.g., addresses. By design, these are not generic and hamaet de applied to other domains. The other
category of software is that of ETL tools such as MicrosoftLS&grver Integration Services (SSIS) [22] and
IBM Websphere Information Integration [23] that can be eloéerized as “horizontalplatformsthat are appli-
cable across a variety of domains. These platforms provisigita of operators including relational operators
such asel ect, project andequi -j oi n. Acommon feature across these frameworkextensibility—
applications can plug in their own custom operators. A datasformation and cleaning solution is built by
composing these (default and custom) operators to obtaiparator tree or a graph. This extensible operator-
centric approach is also adopted in research initiativel as Ajax [13] and Morpheus [11].

While the second category of software can in principle supg@ditrarily complex logic by virtue of being
extensible, it has the obvious limitation that most of theaddeaning logic potentially needs to be incorporated
as custom code since creating optimized custom code fordiedming software is nontrivial. It would be
desirable to extend its repertoire of “built-in” operattmesyond traditional relational operators with a few core
data cleaning operators such that with very less extra eeglean obtain @ich varietyof data cleaning solutions.

In our Data Debugger project, we seek to achieve the aboue Goas, we aspire to identify key primitive
data cleaning operators and then ensure their efficientimghtation on horizontal ETL engines such as SSIS.
Thus, we adopt the approach of developing a domain-neutnaddwork of generic data cleaning operators. We
believe that decomposing a data cleaning solution intoleinmpell-defined operators makes it easier to compose
data cleaning operators with each other and with othert{oel and non-relational) operators. In particular, it
will be possible to easily customize and to analyze the dvéasa cleaning solution.

Copyright 2006 IEEE. Personal use of this material is petadit However, permission to reprint/republish this maikefor
advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
copyrighted component of this work in other works must bainbtl from the IEEE.
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While this is the long-term goal of our project, we illusgatur approach with the record matching operation
in this paper. Section 2 goes over prior approaches to tbislggm and we examine our solution in Section 3.
We conclude in Section 4 with a brief discussion of next steps

2 Record Matching: An Overview

The record matchingproblem forms the basis for record linkage (e.g. [10, 12,,6,4)) and identifying ap-
proximately duplicate entities in databases (e.g., [1B]is is a very important problem in data cleaning. We
illustrate our approach for developing data cleaning smhgtusing this problem.

Record matching is the operation of joining “similar” dateor example, consider a sales data warehouse.
Owing to likely errors in the data such as typing mistakefeinces in conventions, product names and cus-
tomer names in sales records may not match exactly with dedarthe master product catalog and reference
customer registration tables, respectively. For exantwierecords “[Microsoft Corp.,, Redmond, WA, 98052]"
and “[Microsoft Corporation, One Microsoft Way, RedmondAV88052]” are not equal even though they iden-
tify the same organization.

The record matching problem has been considered in sevamaids such as web informatics [3, 15] and
genome sequencing [17]. At the core of this problem, acrdssomains, is the concept of a measure that
can be used to compare records, callesinailarity function The similarity function returns a value between 0
and 1, a higher value indicating that the two records areecltisbeing the same. A value of 1 indicates exact
equality. A similarity join between two relation® and S returns all pairs of records, one each frdtnand
S, such that the similarity function when applied to them isager than a threshold [12, 16, 10]. By setting
this threshold to a “high” value, we find all pairs that we camsider to be matches. Examples of similarity
functions include edit distance, cosine similarity, Jadcmilarity and the recently proposed generalized edit
distance [6]. Recent work on record matching [2] has alsp@sed the use of information beyond the text of
records in order to determine whether they are duplicatesexample of this use of contextual information is
to determine whether two state names (say “Washington” svl)'are the same by checking similarity of the
co-occurring sets of cities present in these states. Natdltese notions of similarity apply independent of the
textual content in the records. We informally use the teroxdccurrence similarity function” to apply to these
notions of similarity.

Each of the above similarity functions has a unique chariatite and it is well-known that no single sim-
ilarity function is universally applicable across all dansmand scenarios [18]. For example, the characteris-
tics of an effective similarity function for matching procta based on their part names, where the errors are
usually spelling errors, would be different from those rhatg street addresses because even small differ-
ences in the street numbers such as “148th Ave” and “147ili &seecrucial, which would be different from
similarity functions for matching person names based oir #minds. In fact, techniques based on machine
learning for combining several similarity functions haveeh shown to be effective and is an active area of
research [18, 21, 4, 19].

A general purpose data cleaning platform has to efficiengbpsrt this whole variety of notions of similarity.

A naive implementation is to apply the similarity predicaféer the cross product between the input relations.
Obviously, this approach is prohibitively expensive whiea input relations are large.

Several prior technigues provide efficient implementatifor specific similarity functions [14, 9]. Naturally
this option is tedious and it does not enable us to get to a geareral solution. Alternativelglockingheuristics
have been proposed as a replacement for cross productsdddnésito first “group” potential candidate dupli-
cates together and then apply similarity joins among snmalljgs of candidates. Candidate groups are identified
by grouping all records which match exactly on “approxinmiag” attributes. These approximate key attributes
may either be user-specified [16] or be artificially genatatia heuristic signature generation schemes [20].
These techniques are heuristic in nature. They do not redgsguarantee that all pairs of records which sat-
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isfy the similarity predicate will be returned. Thus, theé@épendence between the operator specification and the
implementation is lost.

We are left with the challenging option of supporting a foatioihal primitive which can be used as a building
block to implement a broad variety of notions of similaritQur approach to record matching is driven by the
desire to support a wide variety of standard similarity tiores like Jaccard similarity with (IDF) weights on
tokens, edit similarity. We also consider the generalizéd similarity function [6], which builds upon edit
distance and jaccard containment measures with (IDF) wemhtokens, and has been shown to provide better
matches in several scenarios. More importantly, we wanuppart all of these functions using a uniform
abstraction so that we may then focus on efficient suppothferabstraction. We achieve this using the SSJoin
operator described in the next section. Our second goatlistiriguishes us from the above approaches based on
blocking is to separate, as in the case of relational opes,atoe operator specification from its implementation.
Our implementation of similarity join returns all resulesquired to be returned by its specification.

3 Record Matching Using the SSJoin Operator

As noted in Section 2, our goal is to efficiently support a fdational primitive which can be used as a building
block to implement a broad variety of notions of similarifyne SSJoirprimitive proposed in [7] and discussed
below enables such a general implementation. The idea iotehstrings as sets and perform a set-similarity
join over these sets (hence the name S(et)S(imilarity)Jdim this way, most of the the effort in a similarity
join can be done by the SSJoin operator. The benefit of anegffiimplementation of the SSJoin operator
simultaneously translates to a variety of similarity fuois.

OrgName 3-gram | Norm OrgName 3-gram | Norm
Microsoft Corp mic 12 Mcrosoft Corp mcr 11
Microsoft Corp icr 12 Mcrosoft Corpg cro b e
Microsoft Corp cro 12 Mcrosoft Corg ros 11
Microsoft Corp cor 12 Mcrosoft Corg cor 11
Microsoft Corp orp 12 Mcrosoft Corg orp 11

R s

Figure 1: Example sets from strings

We now describe the SSJoin operator. The operator workssetthand intuitively finds all pairs of sets that
have a high overlap. We refer to the size of the intersecteiwéen two sets,, s to be their overlap similarity,
denotedOwverlap(sy, s2). While our discussion below focuses on unweighted setsdifrission extends to
weighted sets as in [7].

We assume that sets are represented in First Normal Fornmobigigsevery element in a separate record.
Consider relationg?(A, B) andS(A, B) whereA and B are subsets of columns. Each distinct vaiyes R. A
defines a group, which is the subset of tuplestinvhere R.A = a,. Call this set of tuplesSet(a,). Simi-
larly, each distinct value; € S.A defines a sefet(as). The simplest form of the SSJoin operator joins a pair
of distinct values(a,, as), a, € R.A anda, € S.A, if the projections on columiiB of the setsSet(a,) and
Set(as) have a high overlap. The formal predicat&iserlap(mp(Set(a,), mp(Set(as))) > o for some thresh-
old a. We denoteQuverlap(rp(Set(ar), mp(Set(as))) as Overlapg(a,,as). Hence, the formal predicate is
Overlapg(ar,as) > . We illustrate this through an example.

Example 1: Let relation R(OrgName, 3-gram) and S(OrgName, 3-gram) shown in Figure 1 associate the
strings “Microsoft Corp” and “Mcrosoft Corp” with their 3-gams. DenotingdrgNameby A and3-gramby B,
the SSJoin operator with the predicat®verlapg(a,,as) > 10 returns the pair of stringg“Microsoft Corp”,
“Mcrosoft Corp”) since the overlap between the corresponding sets of 3-giafis

In general, we may wish to express conditions such as: thdapveimilarity between the two sets must
be 80% of the set size. Thus, in the above example, we may wiahsert that the overlap similarity must be
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higher than 80% of the number of 3-grams in the string “Miofo€orp”. We may also wish to be able to assert
that the overlap similarity be higher than say 80% of thessifdboth sets. We now formally define the SSJoin
operator as follows, which addresses these requirements.

Definition 1: Consider relationst(A, B) andS(A, B). Let pred be the predicat@\, Overlapg(a,,as) > e;,
where eacle; is an expression involving only constants and columns fristheeR. A or S. A (but not both). We
write R SSJoin%“ S to denote the following result{(a,,as) € R.A x S.A|pred(a,,as) is true}. We also

denotepred as{ Overlapg(a,,as) > €;}.

We illustrate this through the following examples based muie 1, where the third columNormdenotes
the length of the string. In general, thermcould denote either the length of the string, or the cardinaf the
set, or the sum of the weights of all elements in the set. &ksgenilarity functions use the norm to normalize
the similarity.

Example 2: As shown in Figure 1, let relation®( OrgName, 3-gram, N orm) and S(OrgName, 3, N orm)
associate the organization names with (1) all 3-grams inheaiganization name, and (2) the number of 3-
grams for each name. The predicate in the SSJoin operatobearsed to capture different notions of similarity
by varying the predicate specification.

e Absolute overlapQverlapg(a,,as) > 10 joins the pair of stringg“Microsoft Corp”, “Mcrosoft Corp” )
since the overlap between the corresponding sets of 3-gisfis

¢ 1-sided normalized overlapdverlapg({a, norm),, (a, norm)s) > 0.8-R.norm joins the pair of strings
(“Microsoft Corp”, “Mcrosoft Corp” ) since the overlap between the corresponding sets of 3-gisalits
which is more than 80% of 12.

e 2-sided normalized overlapdverlapg({a, norm),, (a, norm)s) > {0.8 - R.norm,0.8 - S.norm} also
returns the pair of stringg“Microsoft Corp”, “Mcrosoft Corp” ) since 10 is more than 80% of 12 and 80%
of 11.

3.1 Exploiting SSJoin for Similarity Joins

First, note that the above definition of SSJoin can be dirarded to capture notions of similarity based on co-
occurrence [2] where it has been shown to be very effectivelémtifying approximate duplicates. We illustrate
with an example below.

Example 3: Suppose we have two tables, say from different sources aieing integrated, of author names
joined with the titles of the papers, say with the schearaITLE, ANAME >. Since we want a unified view of
all authors, we are interested in identifying author namiest tare likely to represent the same author. Now,
if the naming conventions in the two sources are entireffewdint, it is quite likely that the textual similarity
between the author names is only a partial indicator of trednilarity. We are forced to rely on alternative
sources of information for identifying duplicate authortigas. In this instance, we can use the set of paper
titles associated with each author to identify authors. Tea is that if two authors are the same, then the set
of paper titles co-occurring with them must have a large @ager

The notion of set overlap can also be used to capture vartdng similarity functions—edit distance, jac-
card similarity and generalized edit similarity as showt7h The way the SSJoin operator is used for string
similarities is outlined in Figure 2. Let Rbasé) and Shasgd) be relations wherel is a string-valued attribute.
The goal is to find pairgRbaseA, Sbased) where the string similarity, according to a specific sinifjafunc-
tion, is above a threshold. We first convert the strings Rbdse) and Shasgd) to sets, construct normalized
representation&(A, B,norm(A)) andS(A, B,norm(A)), and then perform an SSJoin between the normal-
ized representations. The SSJoin predicate, especiallguériap threshold’, is chosen so that all pairs whose
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UDF check for string
similarity

SSjoin

R (A, B, norm(A)) S (A, B, norm(A))

String to set String to set

Rbase (A: String) Sbase (A: String)

Figure 2: String Similarity Join usin§SJoin

string similarity is greater than areguaranteedo be in the result of the SSJoin. Hence, the SSJoin operator
provides a way to efficiently produce a small superset of tineect answer. We then compare the pairs of strings

using the actual similarity function, declared as a UDF imith database system, to ensure that we only return

pairs of strings whose similarity is abowe

Note that a direct implementation of the UDF within a datab&stem without SSJoin is most likely to lead
to a cross-product where the UDF is evaluated for all paitsks. Hence, this is an impractical approach. On
the other hand, an implementation using SSJoin exploitsupport within database systems for equi-joins to
result in a significant reduction in the total number of gfrcomparisons. This results in orders of magnitude
improvement in performance [7]. Ajax [13] proposed a matghprimitive based on a user-specified similarity
function. First, this focuses purely on record level simiygand hence cannot capture co-occurrence similarity
functions. Further, they do not identify any common featwaeross all similarity functions they support. Hence,
they run the risk that their implementation would reduce toass-product followed by a UDF check and hence
would also be impractical.

We now illustrate how similarity join with respect to editsthnce can be performed using SSJoin. The
edit distance between strings is the least number of editatipas (insertion and deletion of characters, and
substitution of a character with another) required to ti@mns one string to the other. For example, the edit
distance between strings ‘microsoft’ and ‘mcrosoftljghe number of edits (deleting ‘') required to match the
second string with the first.

We illustrate the connection between edit distance andavéinrough the following example.

Example 4: Consider the strings “Microsoft Corp” and “Mcrosoft Corp”The edit distance between the two
is 1 (deleting 'i"). The overlap similarity between theirgdams is 10, more than 80% of the number of 3-grams
in either string.

The intuition is allg-grams that are “far away” from the place where the edits pddee must be identical. Hence,
if the edit distance is small, then the overlapg@grams must be high. This intuitive relationship betweeih ed
distance and the set gfgrams can be formalized as follows [14].

Property 2: [14] Consider stringsr; and o2, of lengths|oy| and |o2|, respectively. LetQGSet (o) de-
note the set of all contiguous g-grams of the string If oy and o, are within an edit distance af then
Overlap(QGSet (o1), QGSet (02)) > maxX(|o1],|o2|) —qg+1—¢€-q

Thus, in the above example, the edit distance is 1, and Ryopeasserts that at least 9 of all the 3-grams from
the two strings have to be common. Based on this property,amgraplement similarity join based on edit
distance using SSJoin, as detailed in [7].

3.2 Top-K Similarity Join

Consider the example where we want to match a product nanmssilesitransaction reported by a reseller against
the standardized set of products in a product reference.tbbthis context, we know that the incoming products
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have to match with those in the reference table. If there inord in the reference table which does not match
exactly with an input product name, we want to match it with thest matching” record in the reference table.
This operation has been shown to be very effective in dealitiginput errors [6, 20]. The intuitive notion of
match quality can again be quantified using a similarity fiomcand thus this operation is like the similarity join
between the input relation and a reference table. Howewékeuthe similarity join where a user specifies the
threshold, we want the most similar record or in generalfheost similar records to each record in the input
relation.

Observe that we stipulate one of the two relations involved @ference tableand for each record in the
other relation we want th& most similar records from the reference table. Thus, thesaimon is inherently
asymmetric unlike the similarity join, which can be symneifrthe similarity function is. As with the similarity
join operator, we ideally want to be able to support the Kosimilarity join operator over many similarity
functions discussed earlier. Currently, we support andfimiesed implementation (with probabilistic guarantees)
of this operation for the generalized edit similarity in SQ&rver Integration Services 2005. We call this specific
implementation théuzzy lookugransform. Other details of this implementation are disedsn [6].

4 Conclusions

In this paper, we discussed the Data Debugger framework dta deaning. The main goal is to identify
generic and robust abstractions for data cleaning opsradmid to support efficient implementations of these
abstractions within the platform. We are now able to comghbsee operators with other relational and non-
relational operators to derive operator trees.

We illustrated the Data Debugger framework for the speciioblem of record matching, which is only one
important operation in data cleaning. Deduplication (alated entity resolution) [16, 8], which partitions a
relation into groups of records based on their pairwiselatiities, is also an important data cleaning operation.
Another operation is one which takes an attribute value agdents it into constituent attribute values [5, 1].
Commercial address cleansing tools (e.g., Trillium) redavily on this operation, which they call “parsing”.
We want to extend the Data Debugger framework to these atiy@ortant data cleaning operations.
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Abstract

The object identification problem is particularly difficdtir XML data, due to its structural flexibility.
Tree edit distances have been used to perform approximampaasons among XML trees. However,
such distances ignore the semantics implicit in elemergltabnd nesting relationships of XML data.
Furthermore, the use of tree edit distances for unordereddythat would be more suitable for this task,
is computationally infeasible. In this paper, we define a destance for XML data, thetructure aware
XML distance that overcomes these issues, and present a polynomiaithlgato calculate it.

1 Introduction

The object identification problens a central problem arising in data cleaning and data iategr, where dif-
ferent objects must be compared to determine if they refdrdésameaeal-world entity even in the presence of
errors such as misspellings.

As the spread of the XML format as a data model increases gtbe to develop effective strategies for XML
object identification grows. As a data model, XML is half a wastween completely semistructured models,
in which nothing is known in advance about the structure efdata, and structured ones, like the relational
model. XML documents often represent complex, nested débsvever, they are usually required to conform
to some kind of structural specification, expressed in sehlmguages like DTD and XML Schema. Hence,
their structure, though flexible, usually exhibits a certdégree of regularity.

Flexibility is one of the major issues in XML object identditton. XML data representations may allow
for optional values, and lists of values whose length is mawn schema-wise. Functions for approximate
XML data comparisons must thus be able to cope both with €abthe level of textual data values and with
this structural flexibility. The hierarchical nature of XMlata has lead to the usetoée edit distancdgl]) to
compare XML documents for various purposes, like approteni¥I D matching and detection of differences in
versions of XML documents ([3]). Some proposals also addites object identification problem ([4]).

Tree edit distances in their original form give great impade to topological features of trees, but are not
well suited when node labels and their nesting have sensaatid data structure is somewhat regular. The
proposals cited above adapt or extend tree edit distandemttie XML documents, but ignore this problem.
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advertising or promotional purposes or for creating newledlive works for resale or redistribution to servers ottdisor to reuse any
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Another issue is that, due to the infeasibility of tree edtahce measures for unordered trees([18]), such
proposals are usually based on versions of tree edit dstamordered trees. Notice that, while the XML data
model is indeed ordered, the presence of unbounded lisloés and optional elements in the data motivates
for the adoption of unordered comparisons when looking f@reximate matches. As an example, consider an
element defined by the following DTD element definition:

<! ELEMENT SHOP ( NAME, ADDRESS?, PHONENUM) >

Here, an object representing a shop may contain zero or mfweepnumbers. The order in which phone
numbers are listed is irrelevant, or however unspecifietlvembjects representing the same shop might contain
the same set of phone numbers in different order. Requiniagaiements correspond to each other in an ordered
way may lead to miss some of the similarities among thosectshj&\Ve believe that unordered comparison are
much more suited than ordered comparisons to perform ajppatex matches in data-oriented XML.

We are currently investigating how to overcome these isslidéss paper presents the first results of our
ongoing research. In particular, we propose a novel distameasure for XML data, thetructure aware XML
distance and present an algorithm to compute it. This distance cepisthe flexibility which is usual for
XML documents, but takes into proper account the semantiggidit in structural information. It allows for
comparison of XML data as unordered tree, and is thus péatlgusuited to identify objects that may differ
also for the order of the data values they contain. Nonetkelgifferently from other distances for unordered
trees, it can be computed in polynomial time. The structuvara XML distance can be used as the basis for
approximate comparisons in an XML object identificationmieawork.

The rest of this paper is organized as follows. In Section Zeveew some related work. In Section 3 we
first motivate the introduction of a new distance, showinghvexamples how approaches based on classical
tree edit distance fail to respect the semantics of XML d#fa.then define formally the structure aware XML
distance. In Section 4 we present an algorithm to calculsalistance on two XML trees and review its time
complexity. In Section 5 we draw some conclusions, and dessome issues we plan to consider in our future
work.

2 Related Work

Theobject identificatiorproblem has been extensively studied for relational dait# ¢ive name of record match-
ing or record linkage problem), but the correspondent grmolfor semi-structured data has only recently drawn
some attention. Most proposals for XML object identificatarestructure obliviousin the sense that they rely
on some kind of flattening of document structure to performmgarisons. In [16], XML objects are flattened
and compared using string comparison functions. In the D@GIM framework([15]), data is extracted from
an XML document and stored in relations callggject descriptionsTuples of two object descriptors contain-
ing data with the same XPath are classified as similar or adiatiory using string edit distance, and object
descriptions similarity is assessed taking into accoumtriimber of similar and contradictory tuples. The ap-
proach in [13] is similar, but objects have, beside flat abjiescriptors, also nested objects caliedcendants
Comparisons among objects are performed level by level ioteim up fashion, and approximate similarity
results at lower-levels are considered when comparingctso@ upper levels. In particular, the similarity of two
objects is influenced by how many of their descendants aneosegl to be similar. Notice that, in contrast to
this approach, the distance we define in this paper takesatmunt the entire structure of an XML tree at once.
Structure awarepproaches proposed for XML object identification rely cstalice measures based on the tree
structure of XML, liketree edit distance¢see [1] and below in this section). In particular, the atghaf [4]
integrate string comparison functions into the classie &dit distance for ordered trees to compute approximate
joins on XML documents. The paper is mainly concerned withriséics to filter unneeded comparisons, based
on efficient computation of bounds for the distance.
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It is worthwhile to notice that tree edit distances have besgd to measure similarity of XML documents
also in proposals not directly related to object identifarat As an example, in [3] the authors use a version
of tree edit distance that allows moving entire subtreesrder to detect changes in hierarchically structured
documents. In [9], an analogous version of edit distanceési to cluster XML documents by similarity.

The notion oftree edit distancdor ordered trees has been introduced in its most widely knfawm by
Tai ([14]), though a restricted version already appeared 1. Since then, the problem has been extended to
unordered trees ([18, 12]) and many variations have begropeal (see e.g. [5, 17, 10]). Most versions of the
edit distance problem allow polynomial-time algorithmghe case of ordered trees, but become NP-hard in the
unordered case([18]). Theee alignment distan¢fb]) is a restricted version of edit distance. In tree afigant,
trees are first made isomorphic (ignoring node labels) viigirtsertionof nodes labelled witlspacesand then
overlayed. A cost function is defined on pairs of labels amddbst of an alignment is the sum of the costs
of opposing labels. Awptimal alignmenis an alignment of minimum cost. Differently from the distarwe
propose in this paper, tree alignment considers insertbnedes and overlays nodes with different labels. The
alignment problem has polynomial cost for ordered treespbbuomes NP-Hard for unordered trees. In [10] a
structure respecting edit distanée presented. Despite the similarity with the name of théadise introduced
here, the proposal in [10] is a tree edit distance, with theeddconstraint that disjoint subtrees are mapped to
disjoint subtrees, and does not take into account the s@&wanftstructure, as in our case. We refer to [1] the
reader interested in a survey on various versions of tréedetiances.

3 A Structure-Aware Approach to XML Obiject Identification

Approaches to solve the object identification problem galhemake use of some kind of distance function to
detect the similarity of two objects. In record matchinghteiques proposed for the relational model, attribute
values are often compared usistging comparison function$8, 6]). XML documents can be modelled as node
labelled trees. This hierarchical, tree-like nature fietithe proposal of similarity measures that integrategtri
comparison functions wittree edit distancef[1]). Tree distances have been introduced to measuretstalic
similarity among trees. However, they are not fully able éptare the semantics of XML data, as they do not
keep into account the semantics and structural relatipasiinong XML elements.

In this section, we first show some weaknesses that clagsetit distances suffer when used to compare
XML data, and then define a new notion of distance for XML d#&te,structure-aware XML distances the
basis of an approach to XML object identification.

3.1 Tree Distances

Given a set of edit operations on labelled trees (i.e. nosgerfions, deletions and relabellings) and a function
that assigns a cost to each operation,ttbe edit distancdetween two trees is defined ([14]) as the minimum
cost sequence of tree edit operations required to transfoanree to another. Other variants of this notion have
been proposed in the literature, including versions whditoperations are allowed on entire subtrees.
Comparison of XML data based on tree distances has beengmdfor various purposes ([4, 3, 9]). As an
example, in [4] the authors adapt the tree distance definegeaib perform approximate XML joins by adding
comparisons of text node labels based on a string compafisartion. With respect to other proposals for
XML object identification, this approach has the advantaigkeeping into account the tree structure of XML
data. However, the use of tree edit distance for this purpasesome drawbacks. The following examples
illustrate two of them. First, consider the XML data treepresented in Figure 1(a). Tre?@ represents the
same data as tre®, and also contains some additional information. Tajenstead, represents different data.
However, as it can be easily verified, the tree distance lmtagandc) is greater than the distance between
a) andb). Let us now consider the example shown in Figure 1(b). Heperaon can be represented with its
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a) movie b) dog d) person

title awards name owner

“Lassie” “Oscar” “Lassie” “Oscar”

“Ela”  “Paul"  “Ada’  “John” “Mark’ “Carl’

e) person

parents

“Lassie” “Oscar” “1994” “D. Petrie” “T. Guiry” “H. Slater” “Ela” «John” “Mark”

@ (b)

Figure 1: Two issues in classical tree edit distance-baddt @omparisons

parents and an optional list of friends. When measuring igtamce between the two tregsande), a minimal
distance is obtained by deleting from trédethe entireparentsubtree, relabelling nodeiendsinto parentsand
matching its leaves to two of the nodes of tharent subtree of tree). This behaviour clearly violates the
semantics implicit in node labels. These problems, in &fdib the need of performing unordered comparisons
efficiently, motivate the introduction of a new distance meaa for XML data.

3.2 XML Structure-aware Distance

In this section, we first give an intuitive description of approach to distance measurement, and then we
formalize the distance itself. Our aim is to overcome théf@ms highlighted in the previous section by taking
into full account the presence of structural informatiorXiL data.

The above examples show that, when comparing XML trees, d gboice is to match subtrees that have
similar structure and that are located under the same paih fihe root. These can be indeed interpreted as
clues of the same semantics. If two trees have exactly the sémicture, and only differ by the textual values
present on the leaves, we caverlaythe trees so that nodes with the same path match. When reuwtigrlays
are possible, then we choose one such that the distance a@extngl values on the leaves is minimal. If the
two trees have different structure, due to the presencedifiadal information, we can match those subtrees
that exhibit the least distance on leaves, and ignore thgecannot be matched. Intuitively, we are trying to
realize an overlay as above by deleting extra subtrees thadtdmatch well. In the remainder of this section we
formalize these intuitions, and use them to define a newrdistéor XML data.

An overlay O of two data treed’ and7; is a non-empty set of couples of nodes fréand7; with the
following properties. Lev;, v, € T;,n; € (T; — leaves(T;)),i = 1,2:

if (v1,v2), (v],v5) € O, thenvy = v} iff vy = vh;
if (v1,v2) € O, thenpath(vy) = path(vs);
(n1,m2) € O iff vy, vy S.t.ng = parent(v1) A ng = parent(ve) A (vi,v9) € O.

Where,path(v) denotes the sequence of node laielgl(root) ... label(v) encountered when traversing the
tree from the root to node v. Kvi,v2) € O we say that v and wnatch If a node is not matched with any
other node, we say that it deleted Informally, an overlay matches nodes frdmto nodes froni/; one-to-one,

so that nodes or leaves are matched only if they have the satihdrpm the root. Two nodes can be matched
iff they are ancestors of two leaves that are matched. Nttigethis implies that, if a node is deleted, all its
descendants are also deleted. It also implies that an gveflavo trees exists only if there exist two leaves
Iy € Ty andly € T5 with the same path from the root. We say that two treecaneparabléaf they have at least
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one overlay. An overlay of two trees iscompletef there is no other overlag’ such thatD c O’. In the rest
of this paper, when we refer to an overlay, we implicitly assuhat it is a complete overlay.

Let sdist(s1, s2) be a string comparison function. dfis a leaf node, we denote withzt(v) its string value.
The cost of matctior two nodesy, w is:

| sdist(text(v), text(w)) if v,w are leaves
How =1 "0 otherwise

The cost of an overlay Gs defined ad’o = >_, ,yco Hvw- An overlayO of two trees isoptimal if it is
complete and there is no other complete ovetlygsuch thaf'o < I'p.

The structure aware XML distancef two comparable XML tree§’ andT5; is defined as the cost of an
optimal overlay ofl} and75. In Section 4, we describe an algorithm that measures tbhetste aware XML
distance among two trees. Differently from other treeatises, the distance defined here can be computed in
polynomial time, even if the trees are unordered. Therefiblie distance is suitable for object identification,
which requires a high number of pairwise comparisons amiaegt

Notice that, when applied to the trees in the example givewealthis distance works as expected. Tr@es
andb) in Figure 1(a) are incomparable, while the distance of tedesdc) is zero. In the case of Figure 1(b),
the distance only considers the differences among thoseddhat is meaningful to compare, giving as a result
the least distance between names present under the padeds

4 Structure Aware XML Distance Measurement

In this section, we introduce an algorithm to measure thecsire aware XML distance defined in Section 3.
Before presenting it in details, we describe some propedfeoverlays that are useful to understand how the
algorithm works. We denote with;, 7, two comparable data trees, with, 7 their roots, and withy;, w;, i €
[1,deg(r1)],j € [1,deg(r2)] the children ofr; andrq, respectively. Furthermore, given a nodewe denote
with T'(v) the tree rooted at.

Let O be an overlay of}, T5. It can be easily shown that {, w) € O, then the seO, ,, = {(y,z) €
Oly € T(v),z € T(w)} is an overlay ofl'(v) and T'(w). Therefore, O can be writte® = (ry,72) U
(Utw,w;9€0 Oviw;)- 1t follows that the cost of) is the sum of the costs of all the overlags, .. Itis also
immediate to see tha? is optimal only if the overlay$),, .,, are all optimal.

A complete overlay off’; and7, can be obtained by first matchimg with r, and then matching a children
of 1 with a children ofry until no more matches are possible. Notice that nodes canabehed only if they
have the same label. Nodes that are not matched are delé&ad,with all their descendants. i andw;
are matched, then an overlay is built fBtv;) and7'(v;) by applying the same process, recursively, up to the
leaves. From the above considerations, it follows thatrdeoto obtain an optimal overlay, the children/of
andry must be matched so that the sum of the costs of optimal oweftaysubtrees rooted at matched nodes
is minimal. In other words, an algorithm must choose, amdhgossible assignments of subtrees rooted at the
children ofry to subtrees rooted at the childrenref one that minimizes the sum of the distances of all couples
of subtrees.

Algorithm 1 analyzes two comparable trees recursivelytiatafrom the roots. If the roots are leaf nodes,
a distance measure for their associated text values isnegtur Such function is denoted by the procedure
compareStrings() in the algorithm. Otherwise, the algorithm considers thkildren, and computes a distance
for each couple of subtrees rooted at children with the sael | recursively. After all distances have been
calculated, the algorithm must assign each node to anothis with the same label, minimizing the overall
cost. This is an assignment problem and can be solved usiagedion of the well-known Hungarian Algorithm
([71,[2]). In the algorithm, this task is performed by a dallprocedurefind Assignment(). In particular, given
a matrix of distances, the procedure returns a set of assigtsntontaining couples of indices of assigned
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Algorithm 1 Structure AwareX M LDist(1y,Ts)
if isLeaf(r1) andisLeaf(r) then
returncompareStrings(text(ry), text(ry))
else
structDist := oo
for all lin labels(children(rl) U children(ry)) do
for all v; € children;(ry) do
forall w; € children;(r) do
children;Distancelt, j| = Structure AwareX M LDist(T (v;), T (w;))
end for
end for
assignment; := findAssignment(children;Distance]])
forall (h,k) € assignment; do
if structDist = oo then
structDist := 0
end if
structDist := structDist + children;Distancelh, k]
end for
end for
returnstructDist
end if

nodes. For ease of presentation, in the algorithm we dehetset of all children of node v having laklelith
children;(v). Results of distance calculations for a certain set of aaiichaving label are stored in an array
namedchildren; Distance. The distance is initially set too, and reset to 0 only in the case that there is at least
one assignment of root children.

In order to understand the cost of the algorithm, let us ctamsa case in which all the leaves of the tree have
the same path, and the data trees are complete. We consstemadi calculation among two treés and 5.

We denote withieg; anddegs their respective degrees and with, L their sets of leaves.

Let 77, T3 be two subtrees df; andT5 rooted at level, and letr], ), be their roots. In order to compute
their distance, we must choose a match among the childref aridr;, such that the the sum of distances for
corresponding subtrees is minimal. Assuming that we haeady calculated all pairwise distances, we need to
solve an instance of the linear assignment problem. The &timgalgorithm gives a solution in cubic time, so
the cost of an assignment@¥ (deg; + degs)?).

To compute all distance measurements, we proceed bottostarfing from the leaves and calculating all
pairwise distances among all nodes at each level. At léyglh — 1, before performing the assignment phase
we must compute distances among textual values. These @wguted in constant time (w.r.t. the size of the
trees). At upper levels, we already know the distances amodgs at lower levels, so we just need to perform
the assignment phase. In total, the assignment phase eteelpf;| — |L1|) x (|T2| — |L2|) times. Thus, the
overall cost iSO((|T1| — |L1|) x (|T2| — |L2|) x (degy + dego)?

When there is more than one path for leaf nodes, the calonlasi less expensive. For example, if the
sets of children of two nodes are partitioned according &ir tlabel in two sets of equal cardinality s, in order
to compute the distance among the two nodes the algorithivhaxie to calculatés® + s2) distances among
children, instead tha(s + s)?, and calculate two assignments at the cosD(f2s)?) instead of a single one at
costO((4s)").
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5 Conclusions

XML data has tree-like nature and flexible structure. Thesdures have lead to proposals for XML object

identification that exploit tree-edit distances to perf@pproximate comparisons among XML trees. However,
tree edit distances suffer from certain drawbacks, sineg ignore the semantics implicit in the element labels

and nesting relationships. Furthermore, while tree-dista for unordered trees are better suited to perform
approximate comparisons of XML data, their use is companatly infeasible. In this paper, we have defined

a new distance for XML data, th&ructure aware XML distancehat overcomes these issues. The distance
compares only portions of XML data trees whose structurgesigsimilar semantics. Furthermore, it performs

comparison on unordered trees, without incurring in higmgotational costs. We have presented an algorithm
to measure the distance between two trees, and discussednipdexity, that is polynomial.

In our future work, we will perform experiments to determihe effectiveness of our distance as the basis
of an object identification approach. We also plan to ingegé other interesting issues related to the use of tree
distances for XML comparison. As an example, in [4] the ardlsuggest the use of ontology based techniques
to evaluate the cost of relabelling element nodes. How tarua the effects of string- comparison-based and
ontology- based cost evaluation seems far from trivial.
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