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Letter from the Editor-in-Chief

The Data Engineering Conference ICDE’06

The next International Conference on Data Engineering (ICDE’06) will be held in Atlanta in April, 2006. This
conference is the flagship conference of the IEEE Technical Committee on Data Engineering. Atlanta is a great
venue, and April is a wonderful time to visit the city, with balmy weather and with magnolias and peach trees
in bloom. This year’s conference is sure to be of very high quality as submissions continue to be very very
high. The result is a very selective conference with high quality papers. Please look for more information about
ICDE’06 in the next issue, where additional information about the conference will be available and when a visit
to the web site can provide a preview of the technical program.

The Current Issue

When the database field first started up, THE problem to solve was business data processing. That kept the
database community fruitfully employed for around 20 years. Over that course of time, business data processing
evolved to include not just OLTP and payroll, but decision support, OLAP, data warehouses, data mining, etc.
These new directions in business data processing truly kept the database field on its toes over the years.

More recently it has become harder to view databases as only a solution for business data processing. While
this area continues to evolve, databases have been used to help tackle other areas as well. The interesting thing
about the current issue is that techniques that have attacked these other areas also have overlap with the newer
requirements of business data processing. So even as we as a community go off in new directions, many of the
things that we do continue to be relevant to the original application area that gave our field its start.

This preamble has surely given the game away for what comes next. Location data management is one of the
newer areas of database research. And it has applications in new application areas (mobil phone services come
to mind). But the technology also can be turned around and applied to traditional business data processing for
inventory control, i.e. you use the technology to keep track of where your inventory is. This kind of application is
particularly relevant as just-in-time inventory management increasingly becomes the normal mode of operation.

So location data management looks to have a lively future, not just as a research area, but also as an area
with real-life application. It is this kind of real-life relevance that has long distinguished the database field. So I
was pleased when Jignesh Patel, this issue’s editor, suggested location data management as a topic. Jignesh has
pulled together an issue that includes both academic and industrial efforts in this area, demonstrating the wide
interest generated in this area. I want to thank Jignesh for the fine job he did on the issue, which should stimulate
even more interest in this area.

David Lomet
Microsoft Corporation
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Letter from the Special Issue Editor

Over the last decade we have witnessed a convergence of various technological forces that have produced a
wide-range of location-tracking technologies. Examples of such technologies include the use of Global Posi-
tioning System (GPS) devices and Radio Frequency Identification (RFID) technology to tag and track physical
objects as they move around in physical space. Rapid advances in semiconductor technologies and efficiencies
achieved from producing these location-tracking devices in large volumes have made it possible to manufacture
these devices for a small cost, making mass deployments of such devices possible. These location-tracking
technologies are enabling a new class of location-based applications that require managing traditional databases
and dynamically changing location information. Examples of such location-based application include using lo-
cation information in vehicle navigation and emergency response, the use of RFID tags for tracking objects in
retail supply-chain systems, and the use of location-based information in mobile e-commerce. Managing such
location-information poses a number of new challenges for database management systems. The focus of this
issue is on the database methods and applications related to location data management.

The first article by Mokbel and Aref presents the PLACE database server which treats the sequence of
continually changing location information from a moving object as a spatio-temporal data stream. The PLACE
system combines data stream management methods and spatio-temporal query processing methods to produce
an efficient database server for handling location-based queries and triggers.

The second article by Cao, Wolfson, Xu, and Yin, presents the MOBI-DIC platform which combines peer-
to-peer methods and spatio-temporal data management. Mobile object in their system collaborate to allow
searching for local information from mobile devices and also enables the discovery of spatio-temporal resources
(such as the currently available free parking slots).

Sending location information from a mobile device to a backend server can consume valuable (and limited)
power resources on the mobile device. The third article by Hu and Lee presents a power efficient scheme for
updating the location of moving objects.

Recognizing the commercial importance of supporting location-based query processing in the DBMS, Or-
acle already provides various spatial expressions and rules for supporting location-based services. The next
article by Yalamanchi, Kothuri, and Ravada, presents these features which are available in Oracle 10g.

The final article by Krumm and Shafer lays out various practical issues with representing, generating, and ef-
ficiently querying location information. This article presents the data management issue for supporting location-
based services based on a number of actual examples of such applications.

Location-based applications and notification services are likely to revolutionize the way in which we track
physical objects and use dynamic location-based information as we move around in physical space. The five
articles presented in this issue provide an overview of some of the challenges and the opportunities in expanding
the scope of database management systems to include management of location information. Location-based
technologies are predicted to continue it tremendous growth for the next decade and are likely to become even
more pervasive in the future. In other words, this area presents significant research and commercial opportunities
for the database community. Hopefully, this issue will continue to feed existing interest, and perhaps stimulate
new interest, in the database community for this emerging class of application.

Jignesh M. Patel
University of Michigan

Ann Arbor, MI
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Abstract

In this paper, we overview the PLACE server (Pervasive Location-Aware Computing Environments);
a scalable location-aware database server developed at Purdue University. The PLACE server extends
data streaming management systems to support location-aware environments. Location-aware envi-
ronments are characterized by the large number of continuous spatio-temporal queries and the infinite
nature of spatio-temporal data streams. The PLACE server employs spatio-temporal query operators
that support a wide variety of continuous spatio-temporal queries. In addition, the PLACE server
is equipped with scalable operators that provide shared execution among multiple continuous spatio-
temporal queries. To cope with intervals of high workload of data objects and/or continuous queries,
the PLACE server utilizes object and query load shedding techniques to support a larger number of
continuous queries with approximate answers.

1 Introduction

The wide spread of location-detection devices (e.g., GPS-like devices, RFIDs, handheld devices, and cellular
phones) results in location-aware environments where massive spatio-temporal data streams are continuously
sent from these devices to database servers. Location-aware environments are characterized by the large numbers
of continuously moving objects and moving queries (also known as spatio-temporal queries). Such environments
call for new scalable database servers that deal with the continuous movement and frequent updates of both
spatio-temporal objects and spatio-temporal queries.

In this paper, we overview the PLACE server (Pervasive Location-Aware Computing Environments) [AHP03,
MXA+04b, MXHA04]; a scalable location-aware database server developed at Purdue University. The PLACE
server combines the advanced technologies of spatio-temporal databases and data stream management systems
to support efficient execution of a large number of continuous spatio-temporal queries over spatio-temporal
data streams. The PLACE server is equipped with spatio-temporal pipelined query operators that interact with
traditional query operators (e.g., join, distinct, and aggregates) to support a wide variety of continuous spatio-
temporal queries. Furthermore, the PLACE server employs incremental evaluation, shared execution, and load
shedding techniques to support large number of concurrent spatio-temporal queries.

Copyright 2005 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering
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Figure 1: The PLACE Server.

As given in Figure 1, the PLACE server extends the NILE data stream management system [HMA+04]
and the PREDATOR database management system [Ses98] to support: (1) Continuous spatio-temporal queries
over spatio-temporal data streams (i.e., streams of moving objects) [MXHA04]. (2) The concept of predicate-
based window queries [GAE05]. (3) Incremental evaluation of continuous spatio-temporal queries [MXA04a].
Incremental evaluation is achieved through updating the query answer by positive and negative updates. A
positive/negative update indicates that a certain object needs to be added to/removed from the query answer.
(4) Scalable execution of a large number of continuous spatio-temporal queries [MA05b, MXA04a]. (5) Load
shedding techniques for spatio-temporal data streams [MA05b].

The rest of this paper is organized as follows. Section 2 discusses the challenges of dealing with spatio-
temporal streams. The spatio-temporal pipeline query operators are presented in Section 3. Sections 4 and 5
give a brief highlight of the shared execution and load shedding features of the PLACE server, respectively.
Finally, Section 6 concludes the paper.

2 Spatio-temporal Data Streams

Although there are numerous research efforts that deal with data streams (e.g., see [GO03] for a survey), the
spatial and temporal properties of data streams are addressed only recently in [CM03, HS04] to solve geometric
problems (e.g., computing the convex hull) and in [EMA05, TPZL05] to develop spatio-temporal histograms.
On the other side, research efforts in spatio-temporal databases (e.g., [CEP03, MGA03, PCC04]) rely mainly on
indexing and/or storing the incoming data in disk storage, which is not suitable for the streaming environment.
Up to the authors’ knowledge, the PLACE server provides the first attempt to furnish query processors in data
stream management systems to support continuous queries over spatio-temporal data streams.

2.1 Managing the Scarce Memory

With the infinite nature of spatio-temporal data streams, it becomes essential to develop in-memory algorithms
and data structures to support the efficient execution of continuous queries. The PLACE server optimizes the
scarce memory resource by keeping track of only those objects that are considered ”significant”. A moving
object P is considered significant if there is at least one outstanding continuous query Q that shows interest
in P . Thus, once a new incoming data object Pnew is received, we go through all the outstanding continuous
queries to check if there is any query that is interested in Pnew. If no query shows interest, we ignore the arrival
of Pnew. Moreover, due to the continuous movements of both objects and queries, we monitor the status of all
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the stored objects. If a significant stored object becomes insignificant at any time, we immediately drop it from
memory.

2.2 Uncertainty in Continuous Spatio-temporal Queries

Storing only significant objects may result in having uncertainty areas in continuous spatio-temporal queries.
We define the uncertainty area of a query Q as the spatial area that may contain potential moving objects that
satisfy Q, with Q not being aware of contents of this area. Uncertainty areas may result in erroneous query
results in both moving and stationary contiguous spatio-temporal queries.

• Moving queries. Figure 2 gives example uncertainty areas that result from moving range queries. Fig-
ure 2a represents a snapshot at time T0 where point P is outside the area of query Q. Thus, P is not
physically stored in the database. At time T1 (Figure 2b), Q is moved to cover a new spatial area. The
shaded area in Q represents Qs uncertainty area. Although P is inside the new query region, P is not
reported in the query answer, simply, because P is not stored in the database. At T2 (Figure 2c), object P
moves out of the query region. Thus, P is never reported at the query result, although it was physically
inside the query region in the interval [T1, T2].

• Stationary queries. Figure 3 gives an example uncertainty area in stationary k-nearest-neighbor queries
(k = 2). At time T0 (Figure 3a), the query Q has P1 and P3 as its answer. P2 is outside the query spatial
region, thus P2 is not stored in the database. At T1 (Figure 3b), P1 moves far from Q. Since Q is aware of
P1 and P3 only, we extend the spatial region of Q to include the new location of P1. Thus, an uncertainty
area is produced. Notice that Q is unaware of P2 since P2 is not stored in the database. At T2 (Figure 3c),
P2 moves out of the new query region. Thus, P2 never appears as an answer to Q, although P2 should
have been part of the answer in the time interval [T1, T2].

2.3 Avoiding Uncertainty by Caching

In PLACE, we avoid uncertainty areas in continuous spatio-temporal queries using a caching technique. The
main idea is to predict the uncertainty area of a continuous query Q and cache in-memory all moving objects
that lie in Q’s uncertainty area. Whenever an uncertainty area is produced, we probe the in-memory cache
and produce the result immediately. A conservative approach for caching is to expand the query region in all
directions with the maximum possible distance that a moving object can travel between any two consecutive
updates. Such conservative approach completely avoids uncertainty areas where it is guaranteed that all objects
in the uncertainty area are stored in the cache.

3 Spatio-temporal Operators

In the PLACE server we encapsulate query processing algorithms inside physical pipelined query operators that
can be part of a query execution plan. By having pipelined query operators, we achieve three goals: (1) Spatio-
temporal operators can be combined with other operators (e.g., distinct, aggregate, and join operators) to support
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incremental evaluation for a wide variety of continuous spatio-temporal queries. (2) Pushing spatio-temporal
operators deep in the query execution plan reduces the number of tuples in the query pipeline. This reduction
comes from the fact that spatio-temporal operators act as filters to the above operators. (3) Flexibility in the
query optimizer where multiple candidate execution plans can be produced.

The main idea of spatio-temporal operators is to keep track of the recently reported answer of each query Q
in a query buffer termed Q.Answer. Then, for each newly incoming tuple P , we perform two tests: Test I - Is
P part of the previously reported Q.Answer? Test II - Does P qualify to be part of the current answer? Based
on the results of the two tests, we distinguish among four cases:

• Case I: P is part of Q.Answer and P still qualify to be part of the current answer. As we process only
the updates of the previously reported result, P will not be processed.

• Case II: P is part of Q.Answer, however, P does not qualify to be part of the answer anymore. In this
case, we report a negative update P− to the above query operator.

• Case III: P is not part of Q.Answer, however, P qualifies to be part of the current answer. In this case,
we report a positive update to the above query operator.

• Case IV: P is not part of Q.Answer and P still does not qualify to be part of the current answer. In this
case, P has no effect on Q.

Similarly, whenever a query reports movement, it classifies in-memory stored objects into four categories
C1 to C4 as follows:

• C1 ⊂ Q.Answer and C1 satisfies the new Q.Region. Such objects are not processed where they keep
their status as part of the query answer.

• C2 ⊂ Q.Answer, C2 does not satisfy the query region. For each data object in C2, we report a negative
update.

• C3 �⊂ Q.Answer and C3 satisfies the new Q.Region. For each data object in C3, we report a positive
update.

• C4 �⊂ Q.Answer and C4 does not satisfy Q.Region. Such objects are not processed where they keep
their status as they do not belong to the query answer.

3.1 Generic Pipelined Query Operators

PLACE utilizes a unified framework (e.g., see [MA05a]) to deal with continuous range queries as well as con-
tinuous k-nearest-neighbor queries. In addition, there is no distinction between stationary and moving queries
where both of them are treated similarly. The main idea for dealing with moving queries is to treat data and
queries similarly. Thus, data as well as queries have the ability to change their location and size over time. For
k-nearest-neighbor queries, a kNN query is represented as a circular range query. The only difference is that the
size of the query range may grow or shrink based on the movement of the query and objects of interest. Once
the kNN query is registered in the PLACE server, the first incoming k objects are considered as the initial query
answer. The radius of the circular region is determined by the distance from the query center to the current
kth farthest neighbor. Then, the query execution continues as a regular range query, yet with a variable size.
Whenever a newly coming object P lies inside the circular query region, P removes the kth farthest neighbor
from the answer set (with a negative update) and adds itself to the answer set (with a positive update). The query
circular region is shrunk to reflect the new kth neighbor. Similarly, if an object P , that is one of the k neighbors,
updates its location to be outside the circular region, we expand the query circular region to reflect the fact that
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P is considered the farthest kth neighbor. Notice that in case of expanding the query region, we do not output
any updates.

3.2 SQL Syntax

As the PLACE server extends both PREDATOR [Ses98] and NILE [HMA+04], we extend the SQL language
provided by both systems to support spatio-temporal operators. A continuous query is registered at the PLACE
server using the SQL:

REGISTER QUERY query name AS
SELECT select clause
FROM from clause
WHERE where clause
INSIDE inside clause
kNN knn clause
WINDOW window clause

The REGISTER QUERY statement registers the continuous query at the PLACE server with the query name
as its identifier. A continuous query is dropped form the system using the SQL DROP QUERY query name.
The select clause, from clause, and where clause are the same as those in the PREDATOR [Ses98] database
management statement. The window clause is the same as that in the NILE [HMA+04] stream query processor
to support continuous sliding window queries [HFAE03]. The inside clause may represent stationary/moving
rectangular or circular range queries. Moving queries are tied to focal objects. As the focal object reports
movement update to the server, we update the query region. A rectangular range query can have one of the
following two forms:

• Static range query (x1, y1, x2, y2), where (x1, y1) and (x2, y2) represent the top-left and bottom-right
corners of the rectangular range query.

• Moving rectangular range query (′M ′, ID, xdist, ydist), where ′M ′ is a flag to indicate that the query is
moving, ID is the identifier of the query focal point, and xdist and ydist are the length and width of the
query rectangle.

A circular range query has the same syntax except that we define only the radius instead of (x, y). Similarly,
the knn clause for continuous k-nearest-neighbor queries may have one of the following two forms:

• Static kNN query (k, x, y), where k is the number of neighbors to be maintained, and (x, y) is the center
of the query point.

• Moving kNN query (′M ′, k, ID), where ′M ′ is a flag to indicate that the query is moving, k is the number
of neighbors to be maintained, and ID is the identifier of the query focal point.

4 Shared Execution

In a typical spatio-temporal application (e.g., location-aware services), there are large numbers of concurrent
spatio-temporal continuous queries. Dealing with each query as a separate entity would easily consume the
system resources and degrade the system performance. Figure 4a gives the pipelined execution of N queries
(Q1 to QN ) of various types with no sharing, i.e., each query is considered a separate entity. The input data
stream goes through each spatio-temporal query operator separately. With each operator, we keep track of a
separate buffer that contains all the objects that are needed by this query (e.g., objects that are inside the query
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Figure 4: Overview of shared execution in the PLACE server.

region or its cache area). With a separate buffer for each single query, the memory can be exhausted with a small
number of continuous queries. Figure 4b gives the pipelined execution of the same N queries as in Figure 4a, yet
with the shared pipelined query operator [MA05b]. The problem of evaluating concurrent continuous queries is
reduced to a spatio-temporal join between two streams; a stream of moving objects and a stream of continuous
spatio-temporal queries. The shared spatio-temporal join operator has a shared buffer pool that is accessible
by all continuous queries. The output of the shared query operator has the form (Qi,±Pj) that indicates the
addition or removal of object Pj to/from query Qi. The shared query operator is followed by a split operator
that distributes the output either to the users or to the various query operators.

5 Load Shedding

Even with the shared execution paradigm in PLACE, the memory resource may be exhausted at intervals of un-
expected massive numbers of queries and moving objects (e.g., during rush hours). To cope with such intervals,
the PLACE server is equipped with a self-tuning approach that tunes the memory load to support a large number
of concurrent queries, yet with an approximate answer. The main idea is to tune the definition of significant
objects based on the current workload. By adapting the definition of significant objects, the memory load will
be shed in two ways: (1) In-memory stored objects will be revisited for the new meaning of significant objects.
If an insignificant object is found, it will be shed from memory. (2) Some of the newly input data will be shed at
the input level.

Figure 5 gives the architecture of self-tuning in the PLACE server. Once the shared join operator incurs
high resource consumption, e.g., the memory becomes almost full, the join operator triggers the execution of
the load shedding procedure. The load shedding procedure may consult some statistics that are collected during
the course of execution to decide on a new meaning of significant objects. While the shared join operator is
running with the new definition of significant objects, it may send updates of the current memory load to the
load shedding procedure. The load shedding procedure replies back by continuously adopting the notion of
significant objects based on the continuously changing memory load. Finally, once the memory load returns to
a stable state, the shared join operator retains the original meaning of significant objects and stops the execution
of the load shedding procedure. Solid lines in Figure 5 indicate the mandatory steps that should be taken by any
load shedding technique. Dashed lines indicate a set of operations that may or may not be employed based on
the underlying load shedding technique.
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6 Conclusion

In this paper, we presented the PLACE (Pervasive Location-Aware Computing Environments) server; a database
server for location-aware environments developed at Purdue University. The PLACE server combines the recent
advances in spatio-temporal query processors and data stream management systems to provide a location-aware
database server that efficiently execute large number of concurrent continuous spatio-temporal queries over
spatio-temporal data streams. The PLACE server is realized by extending both the PREDATOR database man-
agement system and the NILE stream query processor to support the following main features: (1) New physical
spatio-temporal query operators that can interact with traditional query operators in a large query plan. (2) Incre-
mental evaluation through the concepts of positive and negative updates. (3) Shared execution of large number
of concurrent continuous spatio-temporal queries. (4) Load shedding techniques to cope with time intervals of
high workload of incoming data objects and/or queries. (5) Unified framework for a wide variety of continuous
spatio-temporal queries.
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Abstract

In this paper we examine management of databases distributed among moving objects. The objects
are interconnected by a Mobile Ad Hoc Network. Several inherent characteristics of this environment,
including the dynamic and unpredictable network topology, the limited peer-to-peer communication
bandwidth, and the need for incentive for peer-to-peer cooperation, impose challenges to data manage-
ment. In this paper we discuss these challenges in the context of a database that represents resource
information. The information is disseminated and queried by the moving objects in search of resources.
We are currently building such a resource discovery engine called MOBI-DIC: MOBIle DIscovery of
LoCal Resources.

MOBI-DIC will enable quick building of matchmaking or resource discovery services in many ap-
plication domains, including social networks, transportation, mobile electronic commerce, emergency
response, and homeland security. For example, in a large professional, political, or social gathering,
the technology is useful to automatically facilitate a face-to-face meeting based on matching profiles.
In transportation, MOBI-DIC incorporated in navigational devices can be used to disseminate to other
similarly-equipped vehicles information about relevant resources such as free parking slots, traffic jams
and slowdowns, available taxicabs, and ride sharing. In mobile electronic commerce, MOBI-DIC is
useful to match buyers and sellers in a mall, or to disseminate information about a marketed product.
In emergency response, MOBI-DIC can be used by first responders to support rescue efforts (locate vic-
tims, and match responder capability with needs) even when the fixed infrastructure is inoperative. In
homeland security, sensors mounted on neighboring containers can communicate and transitively relay
alerts to remote check-points.

1 Introduction

Mobile local search is a procedure in which a mobile user searches for local resources, i.e. resources that are
in geographic proximity to the user. In many situations, the local resources that are of interest to mobile users
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(a) Mobile ad hoc solution to local search. The (b) Infrastructure based solution
nodes are sensors, PDA’s, laptops, cell phones. to mobile local search.

Figure 1: Two mobile local search solutions.

are only available during a limited period of time and these resources themselves may be mobile. For example,
a cab driver wants to find a customer near by. The customer may be moving and she is available only until she
hires a cab. Similarly, the current traffic speed on a road segment, the available parking slots around a driver,
the available workstations in a large convention hall, are temporarily valid or available resources. We call these
spatio-temporal resources.

Mobile local search for spatio-temporal resource is a special case of resource discovery (see e.g. [6, 9])
and publish/subscribe [14] applications, in the sense that the resources or events are spatio-temporal and limited
in geographic scope. However, these characteristics make them less amenable to a centralized or hierarchical
solution using the infrastructure. The reason is that installing a server in many local areas, and accessing these
servers through the cellular infrastructure may be expensive. Furthermore, the temporary nature of the resources
makes update and query response time critical, which again necessitates a large number of servers.

Therefore, in our project we explore a peer-to-peer (P2P) approach to local search that does not require
a central server or a wireless infrastructure. However, when the infrastructure is available, the proposed P2P
paradigm can augment it to make the search more efficient.

In our proposed approach (see Figure 1), a set of moving objects (denoting processors and sensors, some
of which may be static) form a mobile ad-hoc network. Some moving objects are consumers and some are
resources, and they communicate with each other via short-range wireless technologies such as IEEE 802.11,
Bluetooth, or Ultra Wide Band (UWB). With such communication mechanisms, a moving object receives re-
source information from its neighbors, or from remote objects by multi-hop transmission relayed by intermedi-
ate moving objects. The cellular and mobile ad hoc approaches can be combined into an architecture in which
resource-information disseminated in a mobile ad-hoc network augments the infrastructure by covering the areas
that are not be covered by the hotspots, and it enhances the local search capability offered by the hotspots in
areas that are covered by the infrastructure. In other words, the P2P approach can also be used to communicate
among the leaves of a hierarchical cellular architecture (see Figure 1(a), further enhancing the search capability.
In Figure 1(b), rectangles are leaves of a possibly fixed hierarchical infrastructure, each of which controls an
area called a ”cell”.

We are currently building a software platform that supports mobile search and discovery of spatio-temporal
resources in mobile ad-hoc networks, possibly in conjunction with the existing infrastructure. We call this
platform MOBI-DIC (MOBIle DIscovery of loCal resources). MOBI-DIC is based on a local communication
paradigm in a peer-to-peer network. Conceptually, the paradigm consists of neighbors exchanging reports, where
each report is a resource description or a query. When a moving object m receives new reports, it incorporates
them into its local reports database, and broadcasts the new reports database to its neighbors. Upon receiving
the broadcast from m, each neighbor incorporates the received reports into its own local reports database, and
broadcasts the new reports database. Thus reports transitively spread across network nodes. With this local
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broadcasting, the size of m’s local database may continuously increase as new reports are generated. In order to
limit the broadcast volume, we employ relevance functions that prioritize reports. Each moving object broadcasts
only the k most relevant (top k) reports during a local broadcast. In other words, ranking is used to control
flooding. We call this paradigm rank-based broadcast (RBB).

It is important to note that rank-based broadcast reduces communication of unimportant and spam informa-
tion. Furthermore, the user is shielded from unimportant, unwanted, and spam information by his/her query; in
other words, the user is notified by his/her processor only of information that satisfies the user’s query.

Compared to existing resource discovery protocols which rely heavily on constructed routing structures
(see e.g. [6, 9, 14]), rank-based broadcast adapts better to high mobility and variance in network connectivity.
Indeed, in a highly dynamic network that is susceptible to partitions, the constructed routing structure may easily
become obsolete; whereas rank based broadcast does not rely on global structures, and a node does not need to
know the global network topology. Furthermore, with the appropriate relevance function, rank-based broadcast
provides spatial and temporal proximity awareness. In other words, the relevance of a report, and consequently
its transmission probability, decays as it becomes older and it travels away from its point of origin.

MOBI-DIC will enable quick building of matchmaking or resource discovery services in many applica-
tion domains including social networks, transportation, mobile electronic commerce, emergency response, and
homeland security. For example, in a large professional, political, or social gathering, the technology is useful
to automatically facilitate a face-to-face meeting based on matching profiles. In transportation, MOBI-DIC in-
corporated in navigational devices can be used to disseminate to other similarly-equipped vehicles information
about relevant resources such as free parking slots, traffic jams and slowdowns, available taxicabs, and ride shar-
ing. In mobile electronic commerce, MOBI-DIC is useful to match buyers and sellers in a mall, or to disseminate
information about a marketed product. In emergency response, MOBI-DIC can be used by first responders to
support rescue efforts even when the fixed infrastructure is inoperative; it will match specific needs with exper-
tise (e.g. burn victim and dermatologist), and help locate victims. In homeland security, sensors mounted on
neighbouring containers can communicate and transitively relay alerts to remote check-points.

In summary, MOBI-DIC provides mobile users a search engine for transient and highly dynamic information
in a local geospatial environment. MOBI-DIC employs a unified model for both the cellular infrastructure and
the mobile ad hoc environments. When the infrastructure is available, it can be augmented by the mobile ad hoc
approach.

2 Concepts and Model

In MOBI-DIC there are moving objects and resources (also called events in publish-subscribe terminology).
Each moving object m may generate resource descriptions for resources it learns or produces. A resource
description for a resource R is denoted by a(R). Each resource description a(R) has a set of attributes. In
addition to application specific attributes, all the resource descriptions for spatio-temporal resources have two
common attributes, namely resource-time, and resource-location. Resource-time is the time when the resource
description is generated. Resource-location is the location of R. If R is a mobile resource, then the location is a
(possibly uncertain) trajectory that gives the current location as a function of time.

Each moving object m may also generate queries (or subscriptions in publish-subscribe terminology) which
express m’s interests in certain types of resources. A query may be associated with a function that computes
the matching degree between the query and a resource description. We term a query and a resource description
collectively as a report.

Each moving object m has a database that stores the reports that it has generated or has received from other
moving objects. This is called the reports database. m is called the producer of the reports that it generates, the
consumer of the reports that it is interested in receiving, and the broker of the reports it neither generates nor is
interested in receiving. Each report has a relevance at location l and at time t that is determined by a relevance
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Figure 2: (a) Moving object A broadcasts its top two reports which are reports 1 and 4. (b) After receiving from
A, object B incorporates the received reports, re-ranks, and broadcasts the top two (shadowed). The same for C.

function. The relevance of a report determines the priority of the report relative to other reports in the database,
in allocating the available bandwidth of a particular broadcast. The relevances of all the reports are calculated
for a specific location point and a specific time point, when it is determined that a broadcast has to be performed
at those coordinates.

Observe that communication in mobile ad hoc networks is unreliable and disconnection may occur at any
time, particularly in highly mobile environments such as vehicular networks. Furthermore, due to collisions
in a dense environment, and due to energy considerations, the bandwidth available to each moving object may
be limited. Therefore we postulate that ranking of reports is important, so that the most important reports are
transmitted first. Therefore we propose a paradigm, rank-based broadcast (RBB), in which each moving object
m periodically sorts the reports in its local database according to the relevance function, and broadcasts top k
to its neighbors (i.e. the moving objects within the transmission range from m). The frequency of broadcasting
and the size of each broadcast (i.e. k) depend on the available bandwidth and power. Figure 2 gives an example
of the rank-based broadcast procedure.

Before ending this section we comment on the relationship between the RBB and flooding protocols. When
energy and bandwidth are abundant, then RBB naturally reduces to flooding in the sense that each moving object
caches all the reports that it receives, and relays them to each other moving object that it encounters. However,
observe that as new resources are generated, it becomes increasingly unlikely that a moving object has enough
power and bandwidth to relay all the reports it has ever received. Then a prioritization mechanism, such as that
provided by RBB, becomes critical.

3 Results from Preliminary Work

In our prior work [29, 28, 26, 25, 27, 30, 31] we analyzed the way a report is propagated in geospace and time,
the benefit of information dissemination in capturing competitive resources (i.e. resources that can be used
by only one user at a time, such as a parking slot), how well the average local database reflects the status of
physical resources, and how our approach compares with the central server model and with existing work on
publish/subscribe in wireless ad-hoc networks.

3.1 Pattern of Report Propagation

In [29] we studied a simple situation where there is only one resource type in the system and the relevance is
determined solely by a spatio-temporal function. With this function, the relevance of a report decreases as the
time elapsed from its creation (i.e. age) increases, and as the distance from the resource increases. Our results
show that when the memory of each moving object is limited and there are enough resources in the system, then
the propagation of a report diminishes as the age and the distance increase; flooding is thus automatically limited
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to spatial proximity to the resource, and temporal proximity to the initial transmission-time of the report by the
resource. Furthermore, the spatial and temporal boundaries automatically adapt depending on the number of
resources in the system, the traffic density and speed, and other parameters that dictate the amount of storage,
processing power, and bandwidth that should be allocated to each resource. For example, if the number of
resources is small, each report will stay in the system longer, and spread farther.

3.2 Benefit of Resource Information

We analyzed the value of resource information in terms of how much time is saved when using the information
to acquire competitive resources compared to when not using the information (see [28]). The results show that
using information always reduces acquisition time compared to blind search (i.e. the information is not used).
The value of information varies depending on the number of resources in the system, the traffic density and
speed, and the wireless transmission range etc. In some cases by using the resource reports acquisition time is
cut by more than 75%. We also developed information usage strategies to alleviate the herding effect, which
occurs when a number of users all receive the same report and all decide to go to the same resource.

3.3 Accuracy of Information

We define the accuracy as the percentage of time when the report at a certain rank position is valid (i.e. the
report correctly reflects the actual availability status of the reported resource). We evaluated by simulations the
accuracy of information under different system environments (see [26]). The results show that in most situations,
the accuracy of the first rank position is more than 85%.

We also compared by simulations the mobile ad-hoc approach and the central server approach in terms of
accuracy. We found that with very reasonable object density and wireless transmission range, the accuracy
of mobile ad-hoc approach reaches that of the central server approach. This indicates that the mobile ad-hoc
approach could serve well as an alternative to the central server approach but with much less operational cost.

3.4 Comparison with Publish/Subscribe in Wireless Ad-hoc Networks

We compared RBB with Publish/Subscribe Tree (PSTree), a publish/subscribe algorithm designed for wireless
ad-hoc networks (see [14]). We compared the two algorithms in terms of two aspects: (1) communication
efficiency, namely the total relevance of resource descriptions that is delivered to consumers for each unit of
bandwidth consumed; and (2) the total relevance of the resource descriptions delivered to consumers, regardless
of communication cost,. The results show that in most cases RBB outperforms PSTree, in both communication
efficiency and total relevance. We found that in a high mobility environment, since the network topology changes
frequently, PSTree has to consume a lot of communication to update the routing structure. Furthermore, if the
topology changes frequently, then relevant reports are lost anyway. However, RBB does not rely on global
structures in the network, only on statistical information which is used to determine the relevance of a report.

4 Summary of the On-going Research

We are studying the following problems in this project:

1. Performance Measures. We are designing performance measures suitable for local search in a mobile
ah-hoc network.

2. Report Ranking. We are investigating techniques that rank the reports in a local database. These tech-
niques provide a total rank in terms of relevance-to-neighbors for the reports across all the resource types,
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including queries, stored in a moving object’s reports database. The key issue is how to quantify the
relative contributions of different attributes to the utility of a report.

3. Rank-based Broadcast. We are studying variants of the rank-based broadcast conceptual model. These
variants differ in their strategies of when to broadcast and what to broadcast.

4. Query Answering. We are studying how to deliver the match discovered at a broker to the query originator.

5. Power Management. We are incorporating power conservation mechanisms to RBB for mobile devices
such as PDA and sensors.

6. Heterogeneous Environments. We are studying the RBB paradigm in environments where devices have
different short range wireless capabilities, such as 802.11 and Bluetooth.

7. Augmenting the infrastructure. We are investigating methods for integrating mobile ad-hoc networks with
cellular network.

8. Incentive Mechanisms. We are studying incentive mechanisms that stimulate moving objects to cooperate
in report dissemination.

9. Security. We are studying solutions to various attacks from malicious or selfish parties. The solutions
should minimally compromise privacy, and make minimum assumptions concerning tamper-resistant
components.

10. Report Language. We are developing a language for the expression of resource description and queries.

11. Evaluation Tools. In order to evaluate our approach, we are developing three types of tools, including
analytical models, a simulation testbed, and a proof-of-concept prototype.

5 Relevant Work

Resource Discovery and Publish/Subscribe Literature. The existing methods of resource discovery can be
categorized into two types. Methods of one type are those relying on dedicated directory agents, e.g. SLP, Jini,
Salutation, and UPnP. However, it is not clear how to make these agents available and accessible in a mobile ad
hoc environment. Another type of resource discovery methods uses the peer-to-peer paradigm, however these
solutions are based on fixed peers embedded in the infrastructure.

Resource discovery and publish/subscribe in mobile ad hoc networks are usually implemented by building
a routing structure for resource information (see e.g. [6, 9, 14]). Most of this work uses the ”pull” mode, where
a moving object searches the network for resources. As we have shown in the preliminary work, pull can be
inefficient, particularly when the network topology is highly dynamic.

Work has also been done on data dissemination in mobile peer-to-peer networks [20, 21]. These methods use
the gossiping/epidemic communication paradigm. However, they consider dissemination of regular data objects
rather than spatio-temporal resources, and they do not rank the resources for determining what to broadcast.

Social Serendipity ([7]) is another related project. However, it focuses exclusively on social networks,
whereas MOBI-DIC proposes a more general local search platform. Furthermore, the data dissemination and
matchmaking in MOBI-DIC are totally decentralized, whereas Social Serendipity uses a central server approach.
Data Broadcasting. In data broadcasting [1, 2], data is periodically pushed from a server to a group of clients
over a broadcast or multicast link. The major issue is how to schedule broadcast content to minimize the access
time and tuning time of the client community. For example, the data disks [1, 2] scheme broadcasts hot (popular)
data items with higher frequency than cool (unpopular) data items. We use the same idea in RBB. However, since
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we have a mobile ad-hoc environment and there are no dedicated servers, we enable the awareness of popularity
by disseminating queries; In other words, we broadcast both data and queries. We divide the bandwidth capacity
between resource descriptions and queries. Furthermore, in our model the importance of a resource description
depends not only on its popularity, but also on many other factors such as its age and the resource location.
Mobile Ad-hoc Networks. The work in this area mainly concerns with sending a message to a specific destina-
tion given by the network address ((see [22] for a survey). In our case the network addresses of the destinations
(i.e. consumers) are not known a priori. There is a body of work that deals with geographic routing (e.g. [15]) in
which a message is routed from a source node to a geographic location or area. However, in most of the existing
works in this area, message delivery is possible only if the source and destination are connected, namely there
exists a path from the source to the destination. Li [18], Chen [5], and Vahdat [23] are among the first few works
on routing in disconnected ad hoc networks. They either do not fit our context (e.g. [18] requires a moving
object to actively move to reach the next object), or are too aggressive on bandwidth consumption (e.g. [23] uses
flooding).
Mobile-to-mobile and Mobile-to-roadside Communication. CarTALK 2000 [4], VICS [24], and FleetNet
[8] are projects aimed at designing, testing and evaluating co-operative driver assistance systems based upon
vehicle-to-vehicle communication in order to improve the overall safety and convenience of the traffic partici-
pants. Infostations [10] is a mobile-to-roadside communication system that smartly allocates wireless channel
depending on the positions of moving objects relative to infostations (i.e. hotspots). Our project can be con-
sidered an application that provides data management capabilities (data collection, organization, integration,
modeling, dissemination, querying) on top of the underlying communication system provided by these systems.
Incentive Mechanisms. Incentive mechanisms have been studied in mobile ad-hoc networks (see e.g. [3, 33])
for stimulating intermediate nodes to forward messages to a given destination (rather than resource dissemina-
tion). We expect to be able to draw on existing ideas in this area. Incentive mechanisms have also been studied
for static peer-to-peer networks (see e.g. [17]). In this case the static nature of the problem is often relied upon
heavily, for example, by ’punishing’ a user that is found noncooperative over time. Such a longer-time perspec-
tive is missing in our mobile ad-hoc environment, which may rarely involve the same pair of moving objects in
an exchange.
Static Sensor Networks. A database approach has been applied to static sensor networks in Cougar [32],
TinyDB [12], and direct diffusion [16]. Our distributed query processing relies on opportunistic interactions
between mobile nodes, and is totally different.
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Abstract

We study the problem of monitoring the changes of predicates on the spatial relations between objects,
which is fundamental for many monitoring and tracking applications. As the location update problem is
the core of object monitoring, we develop a cost model on the power consumption and propose a family
of energy-efficient location update schemes. In these schemes, upon each location update the server
sends back additional information about the predicates so that the client can defer the next update until
it is about to change the predicate value. As a result, the updates are less frequent than the traditional
periodic or dead-reckoning schemes without undermining the monitoring accuracy.

1 Introduction

With the flourishing of location and tracking sensors, monitoring the positions of moving objects becomes a
reality. This paves the way for the mass deployment of all kinds of location-aware applications. However, the
problem of when or how often the location sensors should report the locations of the objects they are monitoring
or tracking has been ignored. These reporting activities are known as “location updates”. A large number of
location updates not only incur huge network traffic, but pose heavy burden on the servers that manage the
location data. In addition, frequent location updates exhaust the sensor power supply quickly, which is a serious
issue in mobile and sensor networks. On the other hand, an insufficient number of location updates lead to severe
monitoring error.

In the literature, the predominant location update paradigm is the “periodic” scheme, which schedules the
updates at regular intervals. However, this scheme cannot scale to large populations and the optimal interval
values must be tuned for different systems. It is also inefficient in terms of its monitoring accuracy versus the
number of location updates it incurs. In this paper, we first propose the problem of monitoring spatial predicates.
These spatial predicates, aligned with those defined in the Open Geospatial Consortium reference model [3],
are defined as Boolean assertions on the topological, metric, or directional relations between spatial objects.
We then develop the cost model of power consumption for this monitoring problem and propose a family of
location update schemes that reduces this cost. As the dynamics of these spatial predicates are interesting
to many location-aware monitoring services (e.g. fleet tracking, combat troop tactics) and are also regarded

Copyright 2005 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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as the primitives of spatial queries, these schemes serve as a general solution to a wide range of monitoring
applications. These schemes take the same approach that, along with each location update the server sends back
additional information (more specifically the safe regions) about the spatial predicates being monitored so that
the client can delay the next update until it is about to change the predicate value. In other words, these schemes
achieve fewer number of updates without undermining the monitoring accuracy.

The rest of the paper is organized as follows. Section 2 formally defines the spatial predicates and relates
them to spatial queries. Section 3 proposes the notion of safe regions and the operations on them. Following the
system model in Section 4, we develops the cost model of power consumption in Section 5 based on which the
family of update schemes are presented.

2 Spatial Predicates

Definition 1: A spatial predicate is a Boolean assertion on the topological, metric, or directional relations
between two spatial entities a and b. It is denoted as a◦b, where ◦ stands for one of the relations in the following
categories:
1. topological relations: “contains” (�), “overlap” (⊗), “disjoint” (�), “within” (�), etc;
2. metric relations: “nearest to” (�), ”farthest to” (���), “neighboring” (�), etc;
3. directional relations: “north of” (�), “south of” (�).
Furthermore, a is called the subject and b is called the observer of the predicate.

The subject corresponds to a moving object, whereas the observer could be either moving or stationary. By
this definition, all conventional spatial queries can be expressed as a combination of these spatial predicates. For
example, a nearest neighbor query corresponds to some “nearest to” predicates in which the query point is the
observer and a neighborhood object is the subject; a window query corresponds to some “within” and “overlap”
predicates in which the query window is the observer; and a spatial join between two datasets corresponds to
the predicates in which each object in the second dataset serves as the observer. The formal correspondence of
these queries to the spatial predicates on the moving object dataset S are listed below.

Example 1: 1) Range query with range q: Range(q) = {s ∈ S|s � q = trueAND (s � q ∨ s ⊗ q) = true}
2) Nearest neighbor query with query point (or query object) q: NN(q) = {s ∈ S|s � q = trueAND s �
q = true}
3) Distance spatial join for S and another dataset R within distance threshold δ: Dist Join(S,R, δ) =
{(s, r)|(s � (r

⊕
δ) ∨ s ⊗ (r � δ)) = true, r ∈ R, s ∈ S}, where � stands for the Minkowski sum [4].

As such, continuously monitoring these spatial queries is equivalent to monitoring the changes of the corre-
sponding spatial predicates. Besides spatial queries, many location-aware applications require the notification
of certain spatial events, which can be expressed as spatial predicates. The following is a typical example.

Example 2: In a mobile ad-hoc network, mobile client s is the parent of client a, b and c in the routing tree (see
Figure 1). In the physical transmission layer, s must reach a, b and c. As such, in case any child moves beyond
the effective transmission range δ of s, the routing topology of a, b, c and s must be rebuilt. Monitoring this
event is equivalent to monitoring the spatial predicates i � (s

⊕
δ) for each i ∈ {a, b, c}. The event is triggered

when any of these predicates becomes false.

3 Safe Region

The notion of safe region has been explored in the area of moving object monitoring [6, 8]. We apply the same
notion but provide a set of formal definitions and operations on the safe regions. To simplify the presentation,
we assume that a moving object is represented by a point.
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Figure 1: An Example of Monitoring Spatial Events in A Mobile Ad-Hoc Network

Definition 2: The safe region of a moving object a at time t0 with respect to the spatial predicate a ◦ b, denoted
as SR(a ◦ b, t0), is defined as the largest connected region within which a ◦ b does not change its value, i.e.,
∀s ∈ SR(a ◦ b, t0), s ◦ b = a(t0) ◦ b, where a(t0) denotes the location of a at time t0.

The movement of b or other moving objects may change SR(a◦b, t0) (e.g., another object becomes “nearest
to” b). Figures 2(a) and (b) show the safe regions (the shadowed areas) of object a with respect to the spatial
predicate “easternmost” at time t0 and t1.

c

d

b

a

(a) At Time t0

c

d

b

a

(b) At Time t1

Figure 2: SR(a ◦ E) at t0 and t1

3.1 Operations on Safe Regions

In this subsection, we introduce the set of operations on safe regions, namely, computation, approximation, and
combination. In the sequel, we focus on the “within” (�) predicate only, but the same rationale applies to the
other predicates.

3.1.1 Computation

For a�b, if the observer b is a stationary region, SR(a�b, t0) = b if a(t0)�b = true; otherwise SR(a�b, t0) =
D − b, where D is the universe of the space. However, if b moves over time, SR(a � b, t0) is a function of b’s
location. To decouple its dependence on b’s movement, let φb denote the maximum velocity of b. We have the
following theorem:

Theorem 3: If a(t0)�b(t0) = true, SR(a�b, t0) ⊆ b(t0)�Cφb·t; otherwise SR(a�b, t0) ⊆ D−(b(t0)�Cφb·t),
where Cφb·t denotes the circle centered at the origin and with radius φb · t, and � is the Minkowski subtraction.
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Figure 3: Three Cases of Combining Two Bounded Boxes

3.1.2 Approximation

To reduce the storage and computational cost of an arbitrary-shaped safe region, we approximate the arbitrary
shape with a shrinking rectangle (or the complement of an expanding rectangle) with respect to the elapsed time
t. The rectangle is called the bounded box of the safe region, and is denoted by BB(a ◦ b, t0). At any time t,
BB(a ◦ b, t0) ⊆ SR(a ◦ b, t0). The bounded box is organized as follows:

Definition 4: Let the 4-tuple 〈xlow, xhigh, ylow, yhigh〉 denote a rectangle R, with the tuple elements represent-
ing the four bounding edges of R. BB(a ◦ b, t0) is a 3-tuple: 〈complement,Rt0 ,V〉, where Rt0 is the initial
bounded box at t0, V is its shrinking/expanding velocity on the four edges, and complement is a Boolean
designating whether the bounded box is shrinking or expanding.

To compute the approximation for BB(a � b, t0), we replace C with its minimum bounding box in Theo-
rem 3, and then compute the Minkowski sum or subtraction.

3.1.3 Combination

The bounded boxes of two safe regions, BB(a ◦ b, t0) and BB(a ◦ c, t0), can be combined (denoted as “+”)
to form a new bounded box in which the movement of object a does not change the values of both spatial
predicates. The combination can be extended to more than two safe regions, which is denoted as “∨”.

To decide the complement value of the combined box, we distinguish three cases: (1) combining two
normal boxes, (2) combining two complementary boxes, and (3) a normal box combining a complementary one.
Figure 3 illustrates the operation. For case (1), the combination is a normal box, and its Rt0 is the intersection
of the two original Rt0’s, and its V is the maximum of the two original V’s. For case (2), the combination is
complementary, and its Rt0 is the minimum bounding box of the two original Rt0 ’s, and its V is the maximum
of the two original V’s.1 For case (3), the result is defined as a normal box, and its Rt0 is the difference between
the normal’s and the complementary’s Rt0 ’s,2, the speed of its V is the maximum speed of the two original V’s,
and the direction of its V is opposite to that of the original normal V.

4 The Abstract System Model

In this section, we describe the system model under which our location update schemes are developed. The
model is abstract in that it makes no assumption on the underlying network infrastructure. Figure 4 shows the
relations between the mobile clients (MC), the location server (LS) and the location-aware services (LAS): the
LASs register the spatial predicates at the LS; and the MCs update their locations to the LS, which reports to the
LASs when the monitored values change.

1By maximum, we mean the velocity that has the maximum speed.
2If the difference is not a rectangle, Rt0 is defined as the maximum bounded box of the difference.
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We make the following assumptions and notations on the MC’s behavior:

• The MC measures its location and determines the necessity of a location update every tm unit of time.
• The location update is sent through an uplink channel, which costs a constant power consumption costu.
• The LS then sends to the MC through a downlink channel the approximated and combined bounded boxes

for the safe regions with respect to all the spatial predicates being monitored.3 The power consumption to
receive a bounded box is costd.

• The power consumption for the MC to test if it is inside a bounded box is costc. As such, if n bounded
boxes are sent to the MC, it needs n · costc in every tm time units to make the location update decision.

5 Energy-Efficient Update Schemes

Conventional periodic or distance-based location update schemes [7] are not optimal in terms of update fre-
quency. Better schemes should take into account the locality of the monitored spatial predicates so that the
clients perform updates only when some predicate value might change. In its simplest form, the server sends
back to the client the safe region of each predicate with respect to its current location so that the MC can check
locally if its movement changes the value of some predicate. However, this approach incurs significant band-
width and CPU overhead as the client has to test if it moves out of any safe region. In what follows, we present
a family of energy-efficient schemes that approximate the safe regions with their bounded boxes, and they differ
in their ways of combining these boxes.

More specifically, we first compute the safe region and then the bounded box of each predicate. All the
normal bounded boxes are simply combined to form a single normal box BB∗. The proposed schemes differ
in how they treat the complementary boxes. In short, a complementary box BBc can be either discarded (if
BB∗ + BBc = BB∗), combined with BB∗, left alone, or combined with other complementary boxes. The
tradeoff is the accuracy of the approximation and the power consumption in receiving and testing these boxes.
The proposed schemes aim to minimize the average power consumption rate before the next location update. We
target the power consumption not only because this is one of the major issues in mobile and pervasive computing,
but also because the reduction of location update cost in terms of power consumption also addresses other major
issues such as bandwidth and response time. In the following, we first develop the power consumption model
and then propose the schemes.

3There are three reasons why the safe region information is sent as the LS’s response to the MC’s location update. First, this is the
only time when the LS has the exact knowledge about the MC’s current location, so the safe region(s) best suits MC’s need. Second, we
do not assume a broadcast channel in this architecture because the power consumption of listening on this channel is forbiddenly high.
Third, a request-response communication incurs less connection overhead than two independent one-way communications.
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5.1 The Power Consumption Model for Mobile Clients

Let n denote the number of bounded boxes sent to the client and td the average elapsed time until the next
location update. The average power consumption rate before the next location update, denoted as costt, is
defined as:

costt =
costu + n · costd + n · costc ∗ td

tm

td
=

costu + n · costd
td

+
n · costc

tm
, (1)

where tm, costc, costd and costu are constants as defined in Section 4.
To derive td, we make the following assumptions on the objects’ movement:
• The object can freely choose a random moving direction and speed.
• It does not change the direction and speed until the next location update.
• The average speed is φ.
In other words, a moves along a straight line starting from its current updated location a(t0). On the other

hand, td also depends on the bounded boxes, which change with time. Thus, at any given time t, the average
elapsed time until the next update td(t) is:

td(t) =

∫ 2π
0 |kdt(θ)a(t)|dθ

2πφ
, (2)

where θ is the angle between the moving direction and the positive x-axis, kdt is the first intersection point of
this line with the boundary of BB∗(t) and all BBc(t). Obviously td is a solution to the following equation of t:

t = td(t) (3)

To solve td efficiently using Equation 3, we propose an approximation of td(t).

Lemma 5: Given a connected region R and an inner point p, if for any θ, the line from p with an angle θ to the
x-axis intersects R’s boundary only once (the intersection is denoted as kd(θ)), then∫ 2π

0
|kd(θ)p|dθ ≈ 2 · Area(R)

δ(R)
,

where δ(R) is the average distance between two points in R.

We replace p with a(t) and replace R with BB∗(t) − ∨cBBc(t) in the lemma, and obtain the following
approximation of td(t) from Equation 2:

Theorem 6:

td(t) ≈ Area(BB∗(t) − ∨cBBc(t))
πφ · δ(BB∗(t) − ∨cBBc(t))

To compute td(t) in Theorem 6, we apply the Monte Carlo method to compute Area and δ of BB∗(t) −
∨cBBc(t). First, we randomly pick K fixed points in BB∗.Rt0 as seeds. For each seed p, let p.te[i] denote the
elapsed time from t0 to the time when p becomes outside an individual BB∗ or BBc box i, and p.te denote the
smallest value p.te[i] among all i. As such, p.te is essentially the elapsed time from t0 to the time when p leaves
BB∗(t) − ∨cBBc(t).

Each seed p accounts for an area of size Area(BB∗.Rt0)/K . p contributes this portion of area to the area
of BB∗(t)−∨cBBc(t) only when t ≤ p.te. Similarly, δ(BB∗(t)−∨cBBc(t)) = 2

∑
p,p′ |pp′|/K(K − 1) and

each p contributes to δ only when t ≤ p.te. As t increases, more and more p’s stop contributing to Area and δ.
Therefore Area(BB∗(t)−∨cBBc(t))

πφ·δ(BB∗(t)−∨cBBc(t))
, i.e., td(t), is a staircase function. As td is the solution of Equation 3, it is the

intersection point of functions td(t) and t.
An example of this method is illustrated in Figure 5. Figure 5(a) shows the BB∗, BBc and the four seeds

p1 through p4, and the grey area is BB∗(t0) − ∨cBBc(t0). Figure 5(b) shows the corresponding td(t) function
computed through Theorem 6. td is its intersection point with function t, which is 5.
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Figure 5: The Monte Carlo Method to Compute td

5.2 The Greedy Split Scheme (GSS)

From Equation 1, minimizing costt is equivalent to finding a tradeoff between n, the number of BBc’s sent to
the client and td. At one extreme, all BBc’s can be sent individually (i.e., maximizing n) while at the other
extreme, all of them can be combined into one BBc (i.e., minimizing n). The family of update schemes takes
a moderate approach and divides BBc’s into groups. Each group of BBc’s is combined into one BBc and sent
to the client. In this and the next subsections, we present three of the family members with different grouping
algorithms.

The GSS scheme initially considers all BBc’s as one group and greedily divides it into subgroups. The
scheme applies the nodes splitting algorithms in R-tree or R*-tree [5, 1]. The splitting of a group continues until
it contains only one box or a further split cannot reduce costt.

As for the time complexity, each splitting takes linear or quadratic time (depending on the splitting algorithm)
of C , the number of BBc’s. It also requires O(K) to compute the td with an incremental Monte Carlo method.
As the maximum number of splitting is at most C − 1, the overall time complexity of the GSS scheme is
O(C(C + K)) for the linear splitting algorithm and O(C(C2 + K)) for the quadratic algorithm.

5.3 The Greedy Sort–Merge Scheme (GSM)

The GSM scheme first sorts all the BBc’s by some “Space Filling Curve” [2] according to their spatial locality.
Then it linearly scans from the first box (BBc[0]) to test if it should combine with the next box (BBc[1]). The
two boxes are combined if the costt for the combined box is smaller; otherwise BBc[1] starts a new group.

As for time complexity, the initial Monte Carlo method to compute td takes O(K(C + K)) time. Further,
each test on combining involves an incremental Monte Carlo method that costs O(K) time. Since the maximum
number of such tests is C − 1, the overall time complexity of the GSM scheme is O(K(C + K)).

5.4 The p-Means Clustering Scheme (PMC)

The p-Means clustering scheme (PMC) applies a clustering approach: it first chooses some centroid BBc’s as
the initial clusters. Then it tests each of the remaining BBc’s if it should be combined with the nearest BBc

cluster or should become a new cluster. The initial set of clusters should be chosen to be the dominant part of td
so that the scheme is stable. From the Monte Carlo method, the more p’s whose p.te values are determined by a
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BBc, the more significant this BBc is in contributing to td. As such, we denote the significance of a BBc as the
number of such p’s and the initial BBc clusters are the most significant boxes.

As for time complexity, the selection of the initial BBc clusters takes O(K(C + K) + ClogC) time. In
the worst case, the test on each of the remaining BBc’s needs O(C + K) time. Therefore, the overall time
complexity is O(C(C + K) + K2).

6 Conclusion and Vision

To minimize the power consumption cost of location updates, we proposed a family of update schemes for
spatial predicate monitoring. Our contributions are:

1. We proposed the problem of spatial predicate monitoring and showed its correspondence to spatial query
monitoring.

2. We developed a precise cost model of power consumption for the monitoring problem.
3. We proposed a family of location update schemes that reduce the power consumption based on the cost

model.

We foresee the ever-increasing demand of moving object monitoring, and in particular monitoring techniques
that can tolerate uncertain or imprecise results. The tradeoff between the precision and the cost of the monitoring
is critical in mobile ad-hoc and sensor networks and calls for more research efforts. We also envision the mass
deployment of dedicated (moving) location sensors that can form ad-hoc networks and monitor other moving
objects. This leads to a more challenging monitoring problem in which various factors such as the sensor
movement, the sensing frequency and the update frequency should be considered.
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Abstract

In this paper, we present Oracle technologies for handling spatial events and specifying arbitrary spatial
rules. The framework allows construction of arbitrary expressions involving spatial predicates, indexing
them using an expression filter index, and incorporating them as conditions within an event-condition-
action (ECA) rule. This framework provides a seamless integration of multiple components within Oracle
and provides a rich set of functionality for location-based service applications.

1 Introduction

Recent advances in mobile positioning technologies such as GPS, and A-GPS have simplified and reduced
the cost of automatic location acquisition thereby enhancing the use of location in a wide variety of appli-
cations. Examples of such applications include location-based services, routing and tracking of shipments,
luggage or similar items, and supply chain management using RFID. Of these, location-based services (LBS)
use location explicitly. Simple examples include geocoding, mapping, and routing (driving directions) [HB04].
Advanced applications combine positioning and location-based analysis with an event alerting/management
systems. [JC+04] lists several categories of LBS applications such as traffic coordination in the presence of
bottlenecks, safety-related services and location-aware content delivery services. Specific examples in the last
two categories are:

• Secure-Zone Monitoring: Secure regions around important places of interest could be defined using spatial
buffering functions. These regions can later be used in screening flights entering those regions for security
violations.

• Car Buyer Subscription Service: An interested buyer can register for a service and specify preferences for
his ideal car using attributes of the car (model, price, etc.) and the distance he will travel to obtain the car.
When a car enters the market, the potential list of buyers whose preferences are met by the car being sold
is notified.

In order to enable the above types of location-based service applications, event management functionality
capable of handling spatial events and preferences defined on such spatial events is required. In this paper, we
describe a framework for managing spatial events inside an Oracle database. This framework can be easily
deployed in a variety of location-based service applications including the ones described above.

Copyright 2005 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
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2 Spatial Event Management in Oracle 10g

To support location-based service applications, Oracle provides a generic framework as illustrated in Figure
1. The framework consists of the Rules Manager component, the Spatial and the Expression filter engines, a
visualization component called Mapviewer and an alerting component.

The Rules Manager allows users to define rules inside an Oracle database. A rule is modeled using event,
condition, and action semantics [WC96]. The spatial and expression filter components enable the condition
part of a rule, and the alerting component enables the action part of a rule. Events triggering the rule can be
regular database events such as triggers. Some of these events can be triggered due to the positioning aspect of a
mobile user. The Oracle Application Server (Wireless) component supports GPS positioning and network-based
positioning interfaces such as MLP, ParlayX provided by mobile operators. Location-based service applications
can make use of these different technologies available in the Oracle Database and Application Servers. In this
paper we describe the overall framework for managing spatial events using the spatial, expression filter and
rule manager components of the Oracle Database Server. In the next few sections, we describe each of these
components in more detail.

Wireless
Provider IF
(GPS, 
 Sprintf BMF
MPC,...)

Spatial/

Locator

Expression
Filter

Rules Manager

Mapviewer Positioning
Proxy

Oracle Database 10g

Oracle Application Server 10g

Location−Based Service Applications

Figure 1: Framework for Spatial Events in Oracle.

3 Oracle Spatial

In most applications, location-based services heavily rely on GIS-type functionality. The Spatial engine of
Oracle provides the required GIS functionality for location-based services. The functionality includes:

Data Model for Location data: Spatial defines a data type called SDO GEOMETRY to store locations of data
items. Users can create tables with columns of type SDO GEOMETRY and index such columns using
specialized indexes such as R-trees, or Quadtrees [KRA02]. Such indexes facilitate fast responses to
location-based queries.

Query and Analysis: Relational operators such as < are used to compare numeric or string attributes of a
table. For the SDO GEOMETRY columns, Spatial provides specialized operators to perform location-
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based filtering, query, and analysis. Commonly used operators include (but not limited to) the following:

• SDO WITHIN DISTANCE: This operator identifies all rows of a table where the corresponding
location data are within a specified distance of a query location. This operator can be used to identify
the restaurants in 2-mile radius of a user’s current location.

• SDO RELATE: This operator identifies all rows of a table where the corresponding location data
interacts in a specified way with a query region. The types of interaction allowed with this operator
include - inside, contains, covers, and anyinteract. If a mobile user has a preferred region of interest,
this operator can be used to identify the restaurants in this preferred region.

• Others: OGC and SQL/MM recommend a list of other spatial functions. A majority of these
functions/operators are supported by Oracle Spatial and are listed in detail in the documentation
[Ora10g].

Geocoding: Oracle Spatial provides functions to convert user’s addresses to geographic locations (usually
specified as <longitude, latitude> coordinates). Such conversion is called geocoding in GIS parlance.
Reference data used in geocoding is obtained from third-party vendors such as NAVTEQ.

Routing: Spatial provides APIs to compute routes between a starting and an ending location. The route
includes driving directions from the starting location to the ending location.

4 Expression Filter

Traditional databases support storing data values in relational tables and finding interesting data values using
a conditional expression in the WHERE clause of a SQL query. Recently, an inverse paradigm has generated
considerable interest in the database community. This paradigm stores the conditional expressions in a relational
table and these expressions are matched with a transient data item specified in a SQL query [YSG03]. The
Expression Filter feature [OraA10g] in Oracle database provides appropriate functionality in this paradigm.
For instance, in a Car-Buyer Subscription Service, Buyers’ interests in cars can be captured as conditional
expressions that are stored in a column of Expression data type in a relational table(Table 1).

Customer id Zipcode .. Interest

1 32611 .. Model=‘Taurus’ and Price < 15000 and Mileage < 25000
2 03060 .. Model=‘Mustang’ and Year > 1999 and Price < 20000
.. .. .. ..

Table 1: Customer table specifying conditional expressions in the Interest column.

Each expression column is associated with an object type that defines necessary metadata (attributes used in
the expressions and their data types) for the expressions. For the previous application, a Car4Sale object type
with Model, Mileage, Year, and Price attributes is configured as the metadata for the expression column.

The Car-Buyer Subscription Service can be modeled to monitor cars as they go on sale. For this purpose, a
car, represented as an instance of the Car4Sale object type, can be matched with the expressions in the Interest
column of the Consumer table using the following query.

SELECT customer_id FROM Customer
WHERE EVALUATE(Customer.interest,

AnyData.convertObject
(Car4Sale(‘Mustang’, 19000, 25000, 2001))) = 1;
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The EVALUATE operator, provided by the Expression Filter feature, facilitates evaluation of conditional
expressions (stored in the Interest column) for a data item using standard SQL statements. A specialized index
can be defined on the column storing expressions to speed up the above query.

CREATE INDEX cstidx ON Customers(interest) INDEXTYPE IS EXFSYS.EXPFILTER;

For the purpose of indexing expressions, the predicates in the expression set are grouped based on the
commonalities in the predicates and stored in a relational table called the predicate table [YSG03]. A subset
of the predicate groups are identified as indexed predicate groups based on the frequency and selectivity of
corresponding predicates. Indexes are used for the evaluation of such predicate groups. Non-indexed predicate
groups are processed in the final stage of expression evaluation.

4.1 Spatial Predicates in Expression Columns

In the Car-Buyer Subscription Service, the buyer may often have a preference on the spatial proximity of the
car in addition to the traditional attributes (Model, Mileage etc.,). To support such applications, the metadata
associated with the Expression column may be extended to include an attribute, VehLoc, that captures the lo-
cation data for the car going on sale. Using this attribute, the customer may now restrict his search to a region,
for example, a 2-mile radius of his current location (say longitude -79, latitude -38). This is possible by al-
lowing a mix of scalar predicates using operators such as < (as in Price < 15000) and spatial predicates using
SDO WITHIN DISTANCE and SDO RELATE operators in the stored expressions. The Table 2 1 shows one
such example.

Customer id Zipcode .. Interest

1 32611 .. Model=‘Taurus’ and Price < 15000 and Mileage < 25000 and
SDO WITHIN DISTANCE(VehLoc, POINT(-79, -38),

‘distance=2 unit=MILE’)=‘TRUE’
2 03060 .. Model=‘Mustang’ and Year > 1999 and Price < 20000
.. .. .. ..

Table 2: Customer table using spatial operator in the Interest column.

When an index is defined on the Interest column, all the spatial predicates form an indexed predicate group
and the predicate table structure is extended to include an SDO GEOMETRY column to store the spatial regions
that are computed from these predicates. For the previous example with SDO WITHIN DISTANCE operator,
a 2-mile buffer around the specified location is computed and stored in this column. In the case of a spatial
predicate involving SDO RELATE operator, the location specified in the predicate is stored in this column
and the exact spatial interaction (inside, contains, touches etc.,) to be matched is captured as a function that is
processed in the final stage of expression evaluation. A spatial index is defined on the column storing spatial
regions in the predicate table. In order to evaluate the spatial predicates, the location data from the data item
passed to the EVALUATE operator is matched with the spatial regions in the predicate table for any interaction
2. For the expressions matching the location data (and also matching on all other indexed predicate groups), the
remaining predicates associated with the expressions are evaluated for conclusive matches.

When a new car with an appropriate location enters the market, an instance of the Car4Sale object type,
which now includes the VehLoc attribute for capturing the vehicle location, is passed to the EVALUATE operator
as shown below.

1In this table, POINT is a function that takes longitude, latitude coordinates and returns an SDO GEOMETRY.
2Note that SDO WITHIN DISTANCE operator is equivalent to an any interact operation on computed buffer
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SELECT customer_id FROM Customer
WHERE EVALUATE(Customer.interest,

AnyData.convertObject
(Car4Sale(‘Mustang’, 19000, 25000, 2001, POINT(-79, -37.99)))

) = 1;

Note that the POINT(-79, -37.9999) function captures the location of the car. This query uses the index
defined on the Interest column to evaluate the expressions based on spatial and non-spatial predicates. The
expression filter index in turn uses the spatial index defined on the column storing spatial buffers in the predicate
table and the bitmap indexes defined for the other indexed predicate groups together to filter the expressions
based on multiple predicate groups simultaneously. 3

In order to provide alerting service for matching customers, the results from the above query can be used
as input to other database components supporting notification framework. For example, if the consumer table
includes the email address of each consumer, the UTL SMTP package in Oracle database can be used to send
out alerts as email messages to the matching customers. Alternately, if the matching of a car to a customer’s
interest should trigger a workflow, Advance Queues [Ora10g] in the Oracle database may be used.

5 Rules Manager

The latest release of Oracle RDBMS provides the Rules Manager framework to define and enforce Event-
Condition-Action(ECA) rules [WC96] in the database. The expressions described in the previous section form
the basis for the condition part of a rule. In this section, we will focus on the remaining aspects of managing
rules such as events and actions.

An event is the occurrence of some state change in a component of a software system, made visible to the
external world [ON03]. An event is an instance of a data structure, called the event structure. The event structure
provides the necessary vocabulary for the rule condition by specifying the list of attributes and their data types.
A rule condition defined using the attributes from an event structure evaluates to true or false for an instance of
the event structure (event). The action associated with the rule is a program that executes in the host application
when the corresponding rule condition evaluates to true.

The rules supported by the Rules Manager can be represented using standard ECA notation [Han92], where
the ON clause identifies the event structure for which the rule is defined, the IF clause identifies the rule condition
and the THEN clause identifies the rule action. The following code sample shows two rules defined for the
Car4Sale event structure.

ON Car4Sale(Id, Model, Mileage, Year, Price, VehLoc) car
IF Model = ’Taurus’ and Price < 15000 and Mileage < 25000 and

SDO_WITHIN_DISTANCE(VehLoc, POINT(-79,-38)
’distance=2 unit=MILE’) = ’TRUE’

THEN SendCarInfo(’foo@abc.com’, car);

ON Car4Sale(Id, Model, Mileage, Year, Price, VehLoc) car
IF Model = ’Mustang’ and Year > 1999 and Price < 20000
THEN SendCarInfo(’bar@abc.com’, car);

In the database, the event structure (Car4Sale) is captured as an object type with the complete set of at-
tributes. Each instance of this object type (event) can be explicitly added to the Rules Manager to evaluate the
corresponding rules. In a rule based application, multiple rules may be defined using the same event structure.
These rules together form a logical set called the rule class and they represent one unit of evaluation. That is,

3See Oracle documentation for details on multi-dimension filtering using index predicate groups.
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for each instance of the event structure (event), the rules in a rule class are all evaluated and the actions for the
rules matching the event are executed.

The rule actions are carried using a callback procedure, which at the time of action execution has access to
the event instance and the rule it matched. Hence the attributes that determine the appropriate action for each
rule, such as the email address of the subscriber, are associated with the rules as action preferences.

At the time of rule class creation, an association is established between the event structure, the action callback
procedure and a rule class table that acts as the repository for rules. The following commands are used to create a
rule class for ‘CustomerRules’ application involving a ‘Car4Sale’ event structure and a ‘CustomerAlerts’ action
callback.

BEGIN
dbms_rlmgr.create_rule_class(rule_class_nm => ’CustomerRules’,

event_struct => ’Car4Sale’,
action_cbk => ’CustomerAlerts’);

END;

rlm$ruleid EmailAddress .. rlm$rulecondition

1 foo@abc.com .. Model=‘Taurus’ and Price < 15000 and Mileage < 25000 and
SDO WITHIN DISTANCE(VehLoc, POINT(-79, -38),

‘distance=2 unit=MILE’)=‘TRUE’
2 bar@abc.com .. Model=‘Mustang’ and Year > 1999 and Price < 20000
.. .. .. ..

Table 3: CustomerRules rule class table with rule conditions and action preferences.

In a database schema, a rule class is represented as a relational table with an Expression column that stores
the rule conditions (See Table 3). The event structure for the rule class is used as metadata for the expression
column. Additionally, it has one or more columns to store the action preferences for each rule. The values
stored in these columns are used to determine the appropriate action for each rule as shown in the following
implementation of the action callback procedure.

PROCEDURE CustomerAlerts(car Car4Sale,
rlm$rule CustomerRules%ROWTYPE) IS

BEGIN
SendCarInfo(rlm$rule.EmailAddress, car);

END;

The events (instances of Car4Sale object type) are submitted to the rule class for evaluation using a pro-
grammatic interface. This step processes the rule condition and invokes the action callback procedure for each
matching rule.

BEGIN
DBMS_RLMGR.PROCESS_RULES(

rule_class_nm => ’CustomerRules’,
event_inst => AnyData.convertObject

(Car4Sale(‘Mustang’, 19000, 25000, 2001,
POINT(-79, -37.9999))));

END;

32



5.1 Applications involving Composite Events

Composite events [CKAK94] are formed out of two or more simple (primitive) events using an event pattern
language with correlation operators such as conjunction, disjunction, negation, and sequence. The simple or
primitive events that constitute a composite event may occur in different applications and at different times.

The Rules Manager framework can be used to support rule applications dealing with composite events. In
this case, the rule condition can be expressed to span multiple events that occur independent of each other. The
action for a rule is executed when all the necessary events are processed. In this scenario, each rule condition
acts as a state machine with possible intermediate states and the rule condition is considered true when the state
machine reaches an accepting state. For example, a consumer may express interest in a car based on the car
attributes as well as the vehicle history report that is independently obtained for each car. One such rule can be
expressed using an XML and SQL based rule condition language as shown below.

ON Car4Sale(Id, Model, Mileage, Year, Price, VehLoc) car
VehHist (CarId, Rental, FireDamage, InsuranceLoss ) hist

IF
<condition>

<and join="car.Id = hist.CarId">
<object name="car">

Model = ’Taurus’ and Price < 15000 ...
</object>
<object name="hist">

FireDamage = ’NO’ and InsuranceLoss < 5000
</object>

</and>
</condition>

THEN SendCarInfo(’foo@abc.com’, car);

For the above rule condition, when a Car4Sale event occurs, the first half of the rule condition is matched
and the intermediate results are stored in the database. Later, when a VehHist event for the same car occurs, it
matches the second half of the rule condition and satisfies the join condition with the Car4Sale event in the event
history, resulting in the execution of the rule action.

The complete XML and SQL based rule condition language is capable of handling most common event
correlations such as sequence of events, conjunction of events, disjunction of events, and negation of events.
This enhanced language can be used to correlate multiple spatial or non-spatial events in a uniform manner.
For additional information on the rule condition language and the event management policies that dictate the
behavior of the events in the system see [OraA10g].

6 Conclusions

In this paper, we described a framework for managing spatial events in an Oracle database. This framework
allows combining of spatial events with non-spatial events using ECA rule semantics. The conditions in the
framework are indexed using expression filter and the underlying spatial indexes thereby scaling the system to
millions of rules. This integrated solution using expression filter, spatial, and alerting components in Oracle
extend the salient features of commercial databases such as backup and recovery, concurrency, and replication
to location-based service applications.
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Abstract

Location-based services (LBS) provide resources or information based on the user’s own location or an
indicated location of interest. This paper introduces a number of data store and access requirements
for LBS based on examples from our own work and that of others in the field. We consider specifically
the areas of location representation, gathering location data, assets, location-based queries, and loca-
tion system architecture, all of which are important to location-based systems and are extensions and
specializations of current database issues.

1 Introduction

Location-based services (LBS) provide resources or information based on the user’s own location or an indicated
location of interest. For example, an automobile’s navigation system may display the locations of nearby gas
stations when the car’s tank is getting low, a cell phone may switch to vibrate when a person enters a theater,
or a document may be directed to print near the location of a person’s next meeting. A data store of some sort
is needed to represent the locations in the world, as well as their attributes and relationships, and the resources
available. This data store is used for interpreting sensor readings, performing spatial queries and inferences,
and triggering actions. In geographic information systems (GIS), the data store is usually a geospatial database;
in many indoor ubiquitous computing systems, the data store may be a simple as a drawing file. In any case,
location-based services have requirements that challenge traditional data representation systems. This paper
introduces a number of these requirements based on examples from our own work and that of others in the
field. We consider specifically the areas of location representation, gathering location data, assets, location-
based queries, and location system architecture, all of which are important to location-based systems and are
extensions and specializations of current database issues.

2 Location Representation

Geometry and Objects: All location-based systems need to represent locations. The representation can be as
simple as a few items in a list or as complex as a full geographic information system. Two of the more natural rep-
resentations of location are metric and object-oriented. A metric representation consists of numerical coordinates
(e.g. (x,y,z) and (latitude, longitude)) to specify points and shapes. In our EasyLiving project [BMK+00, BS01],

Copyright 2005 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
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Figure 1: Our “HereIAm” program displays floor plans and contents of rooms. It represents spaces with coordi-
nates and containment relationships.

we used a metric representation to give the locations of devices, furniture, and people on a 2D grid on the floor.
This made it easy to compute when, for instance, a person passed within a certain distance of a computer screen.
A metric representation may have to support multiple coordinate systems and transformation between them.

A common alternative to a metric representation is an object-oriented representation which, at its simplest,
is just a list of locations, such as “kitchen”, “living room”, “bedroom”. An object-oriented representation makes
it easy to specify containment relationships in a hierarchy, such as the fact that a number of different offices
are in a given wing of a building, which is on a given floor, which is in a given building. Representing spaces
as objects, however, leaves out critical data for computing metric relationships like distance. This can be fixed
with a hybrid approach that represents spaces with both coordinates and objects. As an example, we built
the “HereIAm” program, shown in Figure 1, to represent building floor plans. HereIAm uses a hierarchical
representation to relate the spaces on a given floor, the floors of a given building, the buildings on a given
campus, etc. It uses a metric representation to draw all the spaces to scale. Some systems that use objects have a
type definition for various types of location objects (building, floor, room, conference room, etc.) - in HereIAm,
the appearance attributes of a room were given in such a type definition, but these attributes could be overridden
for individual objects, for example to highlight the currently selected room in blue in Figure 1.

The Third Dimension: Another key issue is the representation of the third dimension. In many systems,
the third dimension is completely absent, for example a mapping program that treats the Earth’s surface as
a spheroid. When the third dimension is introduced outdoors, complexities arise from the need for GPS (or
other location sensor) to have more points of reference in order to determine the third dimension; the lack of
standardization of the unit of height in standard outdoor coordinate system definitions; and of course the storage
and rendering complexity of 3D polyhedra v. 2D polygons. Many systems do record and/or display true 3D,
for example game worlds and topographic maps. Even modern aerial photograph systems are beginning to map
the images onto a 3D world map with elevation, such as Google Earth (http://earth.google.com).
Indoors, a single floorplan may be naturally represented as a 2D drawing, and this is satisfactory for many
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purposes. 3D indoor models are much more complex, typically used for the construction industry but not so
much for consumer applications. The complexity of 3D is frequently not warranted for a given application.
However, there are other choices that capture some of the elevation information such as “2-1/2 D” geometry.
The definition of this term is idiosyncratic, but an example would be to store space definitions as 2D polygons
in XY, with the Z coordinate a simple ordinal quantity (1 = first floor, 2 = second floor, etc.) Our EasyLiving
system worked entirely in 2D, though HereIAm had a simple version of 2-1/2 D as presented here.

Associated Data: Frequently, a location data store records more than just the location descriptions, it records
additional data associated with the locations. One kind of associated data is properties or attributes of each
location, such as whether it is a space or a route segment; or whether it is displayed by outline, displayed by
coloring its extent, or not displayed at all. Attributes can also describe how a space is used, how it is classified
for tax or rental purposes, who is responsible for administering it, what its name is, and so on. Space attributes
can be grouped, and sometimes this grouping forms a “type” system with spaces of each type sharing certain
attributes. The type system can even allow subtyping with inheritance of attributes. Another kind of associated
data found in location systems is relationships between locations, such as containment or adjacency. Storing
such relationships makes it more efficient to search through the location data store, but the relationships must be
computed and stored. One of the beauties of geometric coordinates is that a great many relationships - including
containment and adjacency - can be computed dynamically, without the need to pre-compute and store them
in the data store explicitly. However, performing such computations at run-time can be expensive - potentially
extremely expensive. So, a design engineering process is needed to decide what relations to record explicitly in
the data store, and what relations can be calculated dynamically.

Uncertainty: Many times location data comes from sources that are not completely reliable, such as the video
cameras we used in EasyLiving [KHM+00] or the Wi-Fi access points we used in LOCADIO [KH04b] to track
the locations of people and devices in our space. In such cases, it is important to explicitly represent the prob-
abilistic nature of the measured locations to avoid hiding the inherent uncertainty from down stream processes.
Uncertainties can be represented as parameterized distributions like Gaussians, which are easy and compact to
represent. Or they can be represented nonparametrically as, say, a cloud of particles [DdFG01], which is less
efficient but more expressive.

Federation: No one database will contain all location data for all locations. Different databases will cover
different geography as well as different objects. For instance, an enterprise’s buildings and campuses may be
represented in different files as we did in HereIAm. Different authorities may control data for different types of
assets: the IT department may maintain the locations of printers and wireless access points, while the facilities
department may maintain floor plans. In these cases it is important that the representation allow for the federation
of different databases, perhaps by supporting pointers to data maintained by other authorities. When federation
occurs across different representation systems, some interoperability standard is needed to allow locations in
one system to point to locations in another. The goal of federation is to implement functional computations
smoothly, as if disparate location data stores were parts of a single “virtual” unified data store.

3 Generating Location Data

Authoring and Editing: Location data can come from many sources and go to many destinations. For in-
putting primarily static data, such as floor plans and geographic entities, a one-time conversion into the chosen
representation is sufficient, if sometimes tedious. Once in the database, location data sometimes needs manual
editing to stay up-to-date. Instead of making the human editor work with traditional database update statements,
it is much more practical to use a friendly, graphical front end to the database so editing becomes more like
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running a drawing program. When editing an existing location data store, a common approach is to update the
source data (e.g. architectural drawing), and rerun the analysis program that creates the location data store rep-
resentation. However, this can lead to changing the internal ID numbers associated with locations, which may
be used by applications. Maintaining location ID across edits is a key problem. Similarly, it may be desirable to
maintain a history of ID and other changes as an attribute of locations (current or past), such as when a wall is
added or removed from a structure and the room numbers are reassigned accordingly. HereIAm uses drawings
as source data; the room numbers are assigned by hand in the source drawing, and the internal IDs are derived
from building names and room numbers for continuity across floorplan modifications.

Self Maintenance: Sometimes location data can be generated from the database itself. Our NearMe sys-
tem [KH04a] finds nearby people and resources based on Wi-Fi access points. As people submit sets of
detected access points, the NearMe server recomputes every hour the topology of overlapping access points
based on which ones have been detected together. The new Location Finder in Microsoft’s Virtual Earth
(http://virtualearth.msn.com) anonymously logs access point detections to try to infer the loca-
tions of access points it has not yet seen. In these self-maintenance schemes, it is important to guard against
mistaken data, either as a result of inaccurate sensors or malicious data submissions.

Use-Based Location Definition: Self Maintenance can be extended to actually identify locations of interest
based on observations of “breadcrumb” data (the history of people’s movements). Whenever a region has a
pattern of occupancy or movement very different from its surroundings, it may be useful to define a boundary and
declare it to be a place of interest. An object can be created, and it can be entered into the location representation
system. For example, the Lachesis project [HT04] automatically finds a user’s frequent destinations which an
experimenter can manually name, while Opporunity Knocks [PLG+04] asks the user to take a picture of any
place it recognizes as a frequent destination. In this way, from breadcrumb data, a network of interesting places
and paths can be defined based on the actual usage of spaces - transit areas, meeting areas, resting areas, etc.
Three tasks that are particularly challenging are defining the boundaries of the new space, interpreting what it is
used for so its attribute values can be assigned, and giving it a name that can be advertised and used in external
references.

4 Locations and Assets

Assets: One key function of location-based systems is to provide access to assets of various kinds based on
location. Assets can include physical things like printers or goods in a warehouse; information such as a building
directory or facts about a specific painting on the wall; services such as requesting maintenance or obtaining
navigation directions; or even people whose locations may be determined by sensors. Generically, we can think
of an “asset roster” as a list of assets and for each, its location or service region. However, in practice, there are
many ways to represent an asset roster. In one extreme, only locations are represented, and each asset is recorded
as a location just like any other. For example, a printer in a room is represented as a new location object at the
appropriate place and with the appropriate relations with other locations. The attributes of this location contain
the detail about the fact that it’s a printer. This makes queries easy, but shoehorning all interesting facts about
the world into a location data store is awkward. The other extreme is to say that there is only a “data store of
things”, and all locations are represented as “things”, with some relations between them. This also simplifies
some aspects of design; but it is awkward, for example, to perform geometric computations or route selection
if your only data store is generic for all kinds of things. These extremes can be characterized as ”all things
are locations” or “all locations are things”. A more sophisticated design distinguishes between locations in the
location data store and asset rosters which provide a list of assets and their corresponding locations. HereIAm
distinguishes locations from assets, and allows “click-through” on the icon of any displayed asset to view or edit
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its properties. However, HereIAm uses a declarative representation of asset rosters, which provides no means to
propagate changes back to the source data store that generated the asset roster.

Asset Roster Representation: Asset rosters can be represented in many very different ways. The simplest
presentation might be a file or database table with one row for each asset, and columns for the asset ID; for
other asset information such as a name, type, and pointer to more information; and for the location of the asset.
An asset roster can be a file, a table in a database, or a composite of numerous tables or files. An asset roster
can be a drawing file with things drawn onto it as icons or as geometric figures. In some systems, each asset is
a device that maintains its own location property, which can be queried, so the “asset roster” is implicitly the
distributed set of location properties maintained by all devices. There may be many asset rosters for a given
location domain, and they may be administered by different authorities - for example, the Real Estate staff of an
enterprise may keep the floorplan drawing database, whereas the IT staff maintains a roster or printer locations
within the buildings. Issues of Federation (see above) are particularly important for asset rosters. In addition,
the jurisdictional scope of an asset roster may not match that of the location store, for example the Real Estate
staff at each site may maintain the building floorplans for that site, but the printer database may span several
sites.

Mobile Assets: Some assets move in the world, so their location must be queried dynamically, and may be
remembered in a historical record. Location updates can come from live sensors, such as the people- and device-
trackers we have developed. In these cases, the database must support programmatic, real time updates. For
objects that move, it is important to represent dynamics such as velocity to answer queries related to speed and
to make predictions about where an object will be. In LOCADIO we used the variance of Wi-Fi signal strengths
to infer probabilistically whether or not a client was moving. Representing dynamics for location-based services
starts down a slippery slope of full context representation, such as a user’s current activity or a conference room’s
availability. Asset rosters are frequently queried by copying all or part of the roster into the client application’s
memory space, but for dynamic assets, this may be prohibited, requiring that locations be queried every time
they are to be used by the application, or according to some schedule or plan.

Own Location: Perhaps the most challenging kind of mobile asset is people, whose locations may be deter-
mined by external sensors, by a sensor they carry, or through a computing device whose location is measurable.
People move around, sometimes in relatively unpredictable ways, sometimes using spaces in ways the designers
did not intend, with many variations in the significance of their location. A person’s location can be viewed from
the standpoint of the person or the environment. From the person’s standpoint, “own location” means where the
person is located right now. For example, a building directory application might use the own location to select
which floor’s floorplan to display (this is done in HereIAm). From the environment’s standpoint, all people’s
locations can be collectively considered to form a single asset roster of mobile assets, i.e. people. There are deep
privacy issues around the disclosure of own location to others, including the centralization of own locations into
a single server or data store. In addition, some location sensing systems determine own location on each mobile
device (e.g. using Wi-Fi signal strengths in LOCADIO), while others are central systems that determine the
locations of all mobile devices through facilities in the infrastructure of the environment (e.g. WhereNet Corpo-
ration, http://www.wherenet.com/pdfs/VSS.9.9.03.pdf). In the latter case, a person or device
that desires to know its own location must obtain it by querying an asset roster in the environment.

5 Location-Based Queries

Geometric Queries: Location-based services are challenging in terms of database querying because of the
specialized geometric nature of the queries and because of the multitude types of triggerable events. Clearly
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geometry is important for spatial queries. In our EasyLiving project, one of our most frequent queries concerned
whether or not a person, respresented as an (x,y), had entered a particular space, such as the area around a
computer monitor. Our XRay local search program [HKH05] makes queries about points of interest inside a
cone-shaped region emanating from a user’s current (latitude, longitude) pointing toward wherever the user is
pointing his mobile device. Queries that span coordinate systems have to take into account coordinate transfor-
mations, including possibly discovering and computing long chains of transformations to connect the relevant
frames of reference. Queries involving multiple shapes are also important. As an example, the region from
which an audio speaker can be heard is the intersection of its audible region in free space and the walls of the
room around it. Incorporating dynamics introduces the element of time, such as a query asking when a certain
velocity vector will intersect a certain region. Probabilistic representations need probabilistic queries, such as,
“Show me the minimum area over which the probability of a given person’s location integrates to 0.99”.

Precomputation: The answers to common queries can be saved for efficiency. For instance, a common query
on floor plans is to list all the spaces on a floor of a given building. Similarly for routing, commonly re-
quested routes can be stored to avoid recomputing them. One recent example of the power of precomputation
for location-based services is the new Google Maps (http://maps.google.com/) and Microsoft’s Virtual
Earth (http://virtualearth.msn.com). Previously, Web-based maps were generated on demand, so
panning even a few pixels required a complete rerendering. With precomputed tiles, new Web map cites deliver
fast, interactive panning. However, prerendering may require that the zoom levels be coarsely quantized, and
map labels may often be obscured by superimposed annotations.

Privacy: With location-based services receiving more attention, location privacy is the subject of increasing
concern and research. Databases can help by enabling location queries that return locations of specified reso-
lutions. This would allow, for instance, a user to specify that he is willing to share his location down the city
level, but not at any higher resolution. Likewise, it can be valuable to have a database deliver outright lies about
a user’s location in order to reduce the confidence of anyone spying. These techniques are sometimes called
“location dithering”, and representative work appears in [DK05]. Privacy can also include hiding information
within the location data store, for example certain buildings in a corporation may contain sensitive resources and
their floorplans might not be available for viewing by all employees.

Triggers: Some queries run in the background in order to trigger location-related events. In the EasyLiving
project, our database triggered events based on the room’s behavior rules, such as automatically adding a user’s
music play list to the room’s list of playable songs whenever the user entered the room. Sometimes events trigger
actions outside the database, such as redrawing a space when something or someone moves. While it is usually
sufficient to recheck trigger conditions whenever the database is updated, triggers can also be conditioned on
inaction. For instance, in elder care, it is important to be notified if a subject has not left his or her residence
for a long period of time. Just as with editing a spatial database, authoring and editing location-based triggers
would be easier with a graphical interface that helps a programmer define the spatial preconditions for an event
to fire.

6 Location Computing Architecture

Location Engine Structure: A location-based service needs a body of code that understands the representa-
tion and can evaluate queries such as “find nearest thing” and “find route”. This body of code can be called a
“location engine”. One of the key design issues in location-based services is where the location engine resides
- in the client (application), or in the location data store (server), or split across the two. When the data store is
a true database system, or presents a server interface, the location engine can be inside the data store. A client

40



need not understand the location representation, it can simply send a query to the data store, whose location
engine will compute the desired result. This centralized approach involves small but relatively frequent network
traffic, and allows very thin client applications. However, it also requires that all location calculations for all
clients share the same server to do the heavy work, and it requires connectivity to the network in order for the
application to execute (unless the client has precomputed and stored the results of certain queries before becom-
ing disconnected). Such a design also gives the client a very limited language in which to express its queries,
i.e. the network interface presented by the data store. An example of this is the MapPoint Web Service (http:
//www.microsoft.com/mappoint/products/webservice/default.mspx), an on-line server
(XML Web Service) providing client applications with maps and routing information about outdoor locations.
On the other hand, if the location engine is inside the client, then the data store is simply a repository for blocks
of location data that can be uploaded by the client at will. This allows the client to pose essentially arbitrary
“queries”, since the programming language serves as the means of access to the cached location data. Network
traffic will be “bursty”, but clients are expected to cache whole chunks of the location model, thus eliminating
the need to go back to the data store for every query. Predictive prefetching can be used to cache more, reducing
latency in answering likely future queries. But, any degree of caching introduces the problem of maintaining
consistency when the location data store changes. A client-based location engine can be thought of as a single
distributed location engine, which is part resident on every client. HereIAm uses a file repository as the data
store, with the location engine compiled into client applications. Alternatively, a system could have a hybrid
design, with the location engine split into parts that run on the client system, and other parts that run on the
data store server. In a hybrid system, the division of labor between the server and client sides can be viewed as
a continuum, and might be tuned during the design process for the data store, or tuned dynamically based on
system performance, e.g. delivering larger data chunks when server and network are busier.

Location-Independent Applications: It would be desirable to have a location-based service application that
can run against many different location data stores, for example an application to display a building directory on
your cell phone or laptop, which will work in any building. Each building is its own administrative jurisdiction,
and different buildings may use different systems to represent their location data stores. An interoperability
interface to the location data store would be needed to achieve location-independence in the application. If the
location engine is in the data store, then this interoperability interface would present generic location queries
such as “find nearest”, and all the work would have to be done by the server. On the other hand, if the location
engine is in the client, then the interoperability interface governs the fetching of chunks of location data, which
must all be decodable by the same location engine in the client. A hybrid system would be more challenging
to design in this context, with the location engine split into client and server parts, because the interoperability
interface would need to dictate the interaction between the parts.

Application-Independent Location Data: Today, most location-based systems are really designed to support
a single application. Within a large enterprise, for example, there may be many copies of the building floorplans
and campus maps maintained by different branches of the organization for different purposes. For location-
based services to become economically viable, it would be desirable to have a single location data store that can
serve many applications. This is relatively easy to achieve within an enterprise, in which all data accessors could
be expected to use the same client interface software. The structure of the location engine is irrelevant, since all
applications use the same software components and can therefore interoperate freely. But for public venues, such
as a shopping mall presenting a mall directory to the general public, the expectation must be that different clients
may be based on different software systems. This is one reason that publicly available location-based services
today generally place the location engine entirely in the server, with a very simple and universal query interface
such as a web browser displaying a picture or linking to a specific URL to provide information for the specified
location, e.g. the Web-based maps at http://virtualearth.msn.com. Unfortunately, the application
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is therefore designed into the location data store itself, so there is in effect only a single application supported
by the data store - while client-system-independence is achieved, application-independence is sacrificed. True
application-independence requires a careful design to expose a rich, flexible view of the location data, while not
imposing an undue burden of computational intensity on the client.

7 Conclusions

Location-based services are critically dependent on data stores. Today’s LBSs are primarily deep but narrow or
broad but shallow. As these services grow in breadth and depth, the complex issues of storing and accessing a
sometimes messy landscape of location data will present database developers and researchers with interesting
challenges.
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