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Letter from the Editor-in-Chief

Technical Committee Election

The Technical Committee on Data Engineering will have an election to select a new TC Chair. Our current Chair,
Rakesh Agrawal, has completed his term. I urge current members of the ICDE to help select a new TC chair by
participating in the nomination process and subsequently the election. (Note, however, that you must be a IEEE
Computer Society and TCDE member to participate.)

Amit Sheth is chairing the nominating committee for this election and is joined by Nick Cercone and Ron
Sacks-Davis, all currently serving on the TCDE Executive Committee. Nominations close on August 30, 1997
so you must act promptly to participate. The election will be held this fall. The new TC chair, upon election, will
appoint a new executive committee.

A nomination form is included in this issue of the bulletin on page 44. You may use a paper copy of this
form for your nominations, and send it to Amit Sheth at the address listed on the form. Members can also send
in nominations electronically via email. An electronic nomination form has been posted to the Data Engineering
Bulletin web page(http://www.research.microsoft.com/research/db/debull) for this purpose. This form can be
sent via email to Amit atamit@cs.uga.edu .

This Issue

Data mining, data warehouses, decision support, these are the terms that our research community uses to de-
scribe the quest to query ever larger databases. As fast as our new hardware is, the drive for useable information
constantly pushes the query processing envelop toward the need to exploit parallelism.

The current issue is on parallelism in industrial database systems. Betty Salzberg has ”gone the extra mile”
in soliciting these papers. Indeed, she has succeeded in gathering papers on parallelism in five systems. This
is no small accomplishment given the deadline pressures and implementation focus of development engineers
working in industrial settings. This issue is particularly valuable because it exposes what industrial systems are
currently exploiting and casts some light on what their development engineers think is important and doable. I
think readers should find this extremely useful and I thank Betty for making it happen.

David Lomet
Editor-in-Chief

1



Letter from the Special Issue Editor

In this issue, we have descriptions of five commercial parallel DBMSs. Four of these papers describe software
developed for shared-nothing systems. The fifth describes a shared-memory implementation.

The first paper, “Born to be Parallel” by Carrie Ballinger and Ron Fryer of Teradata, describes a system of vir-
tual processors orVPROCs. VPROCs may coexist on a single SMP node and many SMP nodes working together
form a single MPP system. Teradata partitions tables by hash functions across all VPROCs in the system. It is
able to perform steps of query processing in parallel on different partitions of data, to pipeline operations within
a complex step and to do unrelated steps of a query in parallel. Teradata’s query optimizer uses knowledge of the
location of data and estimates of number of relevant rows at each VPROC to make query plans.

The second paper, “Parallel Solutions in ClustRa” by Svein Erik Bratsberg, Svein-Olaf Hvassovd and Oystein
Torbjornsen, describes a replicated parallel system developed at Telenor, the Norwegian Telephone company.
Nodes are grouped into two sites. Each site has a full replica of the database. Primary fragments of tables and hot
stand-by fragments of tables are stored at nodes on different sites. A given node can contain primary fragments
for some tables and hot stand-by fragments for another. The paper describes how the data is declustered and how
the multiple log channels enable parallel updating of different fragments. Take-over, self-repair, backup, and
scaling are also covered.

The third paper, “XPS: A High Performance Parallel Database Server,” by Chendong Zou, describes the par-
allel database server from Informix. XPS also uses a shared-nothing architecture. Data can be partitioned by
round-robin, hash or user-defined expressions (e.g. key ranges). Indexes can be partitioned by the same or by
different criteria as used for their base tables. Both horizontal parallelism (different parts of the data) and vertical
parallelism (different parts of the query) are supported.

The fourth paper, “Query Optimization in DB2 Parallel Edition,” is by Anant Jhingran, Timothy Malkemus
and Sriram Padmanabhan. DB2 Parallel Edition (DB2 PE) uses a shared-nothing architecture and function ship-
ping. Most of the work is done by slave tasks executing at the nodes where the table exist. DB2 PE has the
notion of anodegroupthat specifies which nodes of the system are used for a given table. Two tables may use
the same nodegroup.Collocationof fragments forming joins is encouraged and is recognized by the query op-
timizer. Collocated, directed, broadcast and repartitioned joins are possible. The paper describes the cost-based
optimizer strategies. An interesting example of processing of a correlated subquery is included.

The last paper, “Parallel Processing Capabilities of Sybase Adaptive Server Enterprise 11.5,” by Eugene
Ding, Lucien Domino, Ganesan Gopal, Sethu Meenakshisundaram and T. K. Rengarajan, describes Sybase’s
shared-memory parallel product. One important feature of this product is its use of asynchronous read calls pro-
vided by the operating system. Multiple disks can be kept busy providing parallel I/O. Multiple threads can scan
tables in parallel. This is used in join processing, sorting, and index creation. A parallel database consistency
checker is also described which detects violations in consistency in only one pass over the database.

Perhaps what is most interesting is what isnot in this issue. There is no mention of semi-joins. Several papers
suggest that it is a bad idea to use a query plan for a centralized DBMS and “parallelize” it. Hash partitioning
seems to be in great favor, whereas using key ranges is discouraged because of poor load-balancing. An emphasis
is placed on putting tuples that are likely to be joined on the same node, usually by choosing the join key as the
partitioning key.

We have articles here that illustrate the state-of-the-art in parallel DBMSs. We have descriptions of advanced
algorithms for shared-memory and shared-nothing systems. We have an example of a highly parallel replicated-
data system. I would like to thank all the authors for their efforts on our behalf.

Betty Salzberg
Northeastern University
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Born To Be Parallel
Why Parallel Origins Give Teradata an Enduring Performance

Edge

Carrie Ballinger and Ron Fryer
NCR/Teradata

Twenty Questions to Ask About Parallel Databases

1. Are some query operations not parallelized?

2. Is parallelism always invoked for every query?

3. How many times does a query undergo optimization?

4. Does the amount of parallelism vary between queries, within queries?

5. Exactly how are the units of parallelism coordinated?

6. How does the data partitioning offered ensure a balanced workload?

7. What effect does growth have on this partitioning?

8. What techniques ensure multiple users can successfully execute?

9. Under what conditions must data or messages traverse the interconnect?

10. Are there any techniques to conserve interconnect bandwidth?

11. How is locking maintained across multiple units of parallelism?

12. Does the optimizer know how many units of parallelism will be used?

13. Does the optimizer cost joins differently in an SMP and MPP configuration?

14. What happens to other units when one unit of parallelism aborts a query?

15. Is the optimizer sensitive to the data partitioning scheme in use?

16. Do the units of parallelism recognize and cooperate with each other?

17. Is the degree of parallelism reduced when the system gets busy?

18. How is transaction logging parallelized across nodes?

19. Are multiple code bases (parallel and non-parallel) being maintained?

20. What are the single points of control and potential bottlenecks within the system?

Copyright 1997 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for ad-
vertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering
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Introduction

Parallel processing has become both fashionable and necessary as data warehouse demand continues to expand
to higher volumes, greater numbers of users and more applications. Parallelism is everywhere. It has been added
underneath, layered on top, and re-engineered into almost all existing data base management systems, and in the
process has left some in the user community confused about what it means to be a parallel database. Teradata
stands alone in this chaos as a product consciously designed from the base up to be a parallel system for decision
support.

This paper reveals some of the techniques architected into the Teradata product that have allowed parallelism
in its fullest form to blossom. Being born for parallelism is the single most important fact in establishing Tera-
data’s dominance and success in the data warehouse market.

1 Query Parallelism

What is Query Parallelism?

Executing a single SQL statement in parallel means breaking the request into smaller components, all
components being worked on at the same time, with one single answer delivered. Parallel execution
can incorporate all or part of the operations within a query, and can significantly reduce the response
time of an SQL statement, particularly if the query reads and analyzes a large amount of data.

With a “Just say no!” attitude toward single-threaded operations, designers of Teradata parallelized every-
thing, from the entry of SQL statements to the smallest detail of their execution. The database product’s entire
foundation was constructed around the idea of giving each component in the system many sister-like counterparts.
Not knowing where the future bottlenecks might spring up, developers weeded out all possible single points of
control and effectively eliminated the conditions that breed gridlock in a system. From system configuration
time forward all queries, data loads, backups, index builds, in fact everything that happens in a Teradata system,
is shared across those pre-defined number of VPROCs. The parallelism is total, predictable, and stable.

Teradata’s Unit of Parallelism

eradata’s unit of parallelism is referred to in this paper as a VPROC. In Teradata V1 these VPROCs
were physical uni-processors known as “AMPs.” With Teradata V2 they became “virtual AMPs” or
“virtual processors” with many co-existing on a single SMP node as a collection of UNIX processes
and many SMP nodes working together to form a single MPP system.

Teradata’s Dimensions of Query Parallelism

While the VPROC is the fundamental unit of apportionment, and delivers basic query parallelism to all work in
the system, there are two additional parallel dimensions woven into the Teradata DBMS specifically for query
performance. These are referred to here as “Within-a-Step” parallelism, and “Multi-Step” parallelism.

1. Query Parallelism. Query parallelism is enabled in Teradata by hash-partitioning the data across all the
VPROCs defined in the system. A VPROC provides all the database services on its allocation of data
blocks. Before the database is loaded, the system is configured to support a given number of these VPROCs,
in the 5100M that is commonly 4 to 16 per node. All relational operations such as table scans, index scans,
projections, selections, joins, aggregations, and sorts execute in parallel across all the VPROCs simulta-
neously and unconditionally.
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Pipelining of 4 operations within one SQL Step, performed on each VPROC

Inside One Unit of Parallelism
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Figure 1: Pipelining

2. Within-a-Step Parallelism. A second dimension of parallelism that will naturally unfold during query
execution is an overlapping of selected database operations referred to here as within-a-step parallelism.
The optimizer splits an SQL query into a small number of high level data base operations called “steps”
and dispatches these distinct steps for execution to the VPROCs in the system. A step can be simple, such
as ”scan a table and return the result” or complex, such as ”scan two tables with row qualifications, join the
tables, redistribute the join result on specified columns, sort the redistributed rows and place the result in
an intermediate table”. The complex step specifies multiple relational operations which are processed in
parallel by pipelining. The relational-operator mix of a step is carefully chosen by Teradata to avoid stalls
within the pipeline.

3. Multi-Step Parallelism Multi-step parallelism, an added level of parallel activity unique to Teradata, is
enabled by executing multiple “steps” of a query simultaneously, across all units of parallelism in the sys-
tem. One or more processes are invoked for each step on each VPROC to perform the actual data base
operation. Multiple steps for the same query can be executing at the same time to the extent that they are
not dependent on results of previous steps.

Figure 2 is an exact representation of how this 3-dimensional parallelism appears in a query’s execution.
Figure 2 shows a system configured with four VPROCs, and a query that has been optimized into 7 steps. Step

2.2 demonstrates within-a-step parallelism (as does step 1.2), where two different tables (Lineitem and Order) are
scanned and joined together (three operations), all three pipe-lined within one step. Step 1.1 and 1.2 (as well as
2.1 and 2.2) demonstrate multi-step parallelism, as two distinct steps are made to execute at the same time, within
each VPROC.

And Even More Parallel Possibilities

In addition to the three dimensions of parallelism shown above, Teradata offers an SQL extension called a Multi-
Statement Request that allows several distinct statements to be bundled together and sent to the optimizer as if
they were one. These SQL statements will then be executed in parallel. When this feature is used, any sub-
expressions that the different SQL statements have in common will executed once and the results shared among
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Multi-Step Parallelism:
Do Step 1.1 and Step 1.2 simultaneously

Within-A-Step Parallelism:
3 operations are pipelined
   1.  Scan Linetem
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   3.  Join Lineitem & Orders

Query Parallelism:
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each step on their data
blocks at the same time
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The Optimized Query Steps in a 4-VPROC Teradata System

Figure 2: Query Steps

them. Known as “common sub-expression elimination,” this means that if six select statements were bundled
together and all contained the same subquery, that subquery would only be executed once. Even though these
SQL statements are executed in an inter-dependent, overlapping fashion, each query in a multi-statement request
will return its own distinct answer set.

This multi-faceted parallelism is not easy to choreograph unless it is planned for in the early stages of product
evolution. An optimizer that generates three dimensions of parallelism for one query such as described here must
be intimately familiar with all the parallel weapons in the arsenal and know how and when to use them. Only the
most rudimentary brand of basic query parallelism is offered today by other database products.

I’ll Have My Parallelism Straight Up, Thanks

“Knowledge of Self” has been a valued trait throughout history, usually spoken of in terms of the human spirit.
But this concept of self-awareness can also apply to database systems. For example, knowledge of the number and
power of the parallel units, along with their predictability, gives Teradata many advantages, including operational
simplicity. Teradata operates as a single, integrated, parallel system, with all units intrinsically aware of the entire
system. Other parallel databases often operate as discrete copies (called instances) of the data base software with
a piece of coordinator software controlling all information flow between the instances.

Knowledge of self means that fewer internal questions need asking or answering. Teradata’s persistent par-
allelism eliminates conversations instances of a DBMS must have with each other to figure out how to divide
the work for parallelization of the first step, and then how to re-divide (if necessary) the work for the fewer units
available in the next step.
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Parallel Systems with More than One User Don’t Have to Die

Because parallel systems have the potential of giving a single user a high percentage of total system resources,
they also have proven to be very vulnerable in controlling allocation of the same resources when they must be
shared. Teradata is an exception to this because developers were given the opportunity of planting techniques
deep in the product’s base that allow throughput to be maximized while multiple dimensions of parallel activ-
ity are being made available for each user on the system. Many other products simply did not have that luxury
because they have approached parallelization as transplant surgery, performed after product maturity.

Operating near the resource limits without exhausting any of them and without causing the system to thrash,
requires effective work flow management. Teradata provides work flow management by monitoring the utiliza-
tion of critical resources (such as CPU, memory, interconnect). If any of these reach a threshold value it triggers
the throttling of message delivery, allowing work already underway to complete. This internal watchfulness is
automatic to the product and is not dependent on a staff of 7 x 24 DBAs. It does not prevent new or lower priority
queries from executing or reduce their parallelism. The message subsystem in conjunction with the interconnect
software allows the throttling information to be passed upstream. This has the effect of controlling message gen-
eration at the origin, and cooling the demand immediately.

2 Data Placement for Parallel Performance

When conceptualizing how Teradata’s parallel units could optimally process data within an MPP system, it be-
came clear to the product’s designers that physical data partitioning could either help or hinder that parallel ad-
vantage. From an MPP perspective, many of the available partitioning choices were no longer useful. One of
the most common problems encountered with these traditional data placement schemes was that while the data
might be balanced across disks or nodes, this did not guarantee that the actual database work was going to be
balanced. Equal processing effort across parallel units became a key criteria as Teradata evolved.

Teradata solved the balance-of-work issue by permanently assigning data rows to VPROCs and using an ad-
vanced hash algorithm to allocate data. This decision to marry data to the parallel units led to the selection of
a single partitioning scheme, a scheme that enforces an even distribution of data no matter what the patterns of
growth or access, while formalizing an equal sharing of the workload–hash partitioning.

Teradata’s Hash Partitioning

Data entering a Teradata database is processed through a sophisticated hashing algorithm and automatically dis-
tributed across all VPROCs in the system. In addition to being a distribution technique, this hash approach also
serves as an indexing strategy, which significantly reduces the amount of DBA work normally required to set up
direct access. In order to define a Teradata database, the DBA simply chooses a column or set of columns as the
primary index for each table. The value contained in these indexed columns is used to determine the VPROC
which owns the data as well as a logical storage location within the VPROC’s associated disk space, all without
having to perform a separate Create Index operation.

To retrieve a row, the primary index value is again passed to the hash algorithm, which generates the two hash
values, VPROC and Hash-ID. These values are used to immediately determine which VPROC owns the row and
where the data is stored. There are several distinct advantages in decision support applications that flow from
this use of hash partitioning.

� No Key Sequence.One dramatic side-effect of using the hash algorithm as an indexing mechanism is the
absence of a user-defined order. Most database systems use some variant of balanced trees (BTrees) for
indexing, which are constructed based on an alphabetic sequence specified by the user. As new data enters
the system, and random entries are added to the BTree indexes, these structures will gradually become
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unordered, requiring overflow techniques. Either the index quickly becomes more expensive to use, or
the entire structure must be made unavailable for re-organization. Hash algorithms do not care about user-
defined alphabetic order, they don’t use secondary structures that require reorganization, and there is never
a need to sort the data before loading or inserting.

� Ease of Joining. Hash partitioning of primary index values allows rows from different tables with high
affinities to be placed on the same node. By designating the columns that constitute the join constraint
between two tables as the primary index of both tables, associated rows-to-be-joined will reside on the same
node. Since two rows can only be joined if they reside in the memory of one of the nodes, this co-location
reduces the interconnect traffic that cross-node joins necessitate, improving query times, and freeing the
interconnect for other work.

� Simplicity of Set-up. The only effort hashed data placement requires is the selection of the columns that
comprise the primary index of the table. From that point on, the process of creating and maintaining parti-
tions is completely automated. No files need to be allocated, sized or named. No DDL needs to be tediously
created. No unload-reload activity is ever required.

Teradata’s hash partitioning is the only approach which offers balanced processing and balanced data place-
ment, while minimizing interconnect traffic and freeing the DBA from time-consuming reorganizations.

Why Traditional Data Placement Schemes Conflict With MPP Goals

The traditional data placement choices all fall short of parallel processing requirements because of their inabil-
ity to provide a balanced workload, their inherent data accessibility weaknesses, and their tendency to flood the
interconnect.

1. “Data Set” Partitioning Guarantees Hot Spots. The data base administrator, who must batch up data
into data sets as it arrives into the system, has total control over where the data physically reside when
using this primitive approach to data placement. It is possible to accomplish a balanced data load with
data set partitioning, however, it is impossible to establish a balanced processing load. Because the DBA
is manually assigning the data one load file at a time, a small subset of the files will contain the most recent
data. Because the majority of processing in a data warehouse is comparing the most recent data to some
earlier time period, the vast majority of users will be attempting to access the newest data sets at the same
time. In MPP or clustered environments the DBMS has no way of telling if rows from two tables which
are to be joined are located on the same processing node. Any join activity using this approach is likely to
pass enormous amounts of data across the interconnect, reducing overall system throughput.

2. Range Partitioning is an MPP Teeter-Totter. Range partitioning appears to be a good fit when there is
repetitive access based on the same constraint, because the DBA can partition the table into multiple collec-
tions of rows based on the those particular values. But range partitioning offers several difficult challenges
for a parallel database and its DBA. First, business data is never politely balanced, so a thorough analysis
of the data distribution must be undertaken to start setting up the partitions across nodes. Second, a method
to locate commonly joined rows from different tables onto the same nodes to reduce interconnect traffic
needs to be considered. Third, a method of balancing the data for each table across multiple nodes must
be achieved. Fourth, since data demographics change over time, the partitioning scheme must be regularly
revisited, recalculated, and data re-juggled.

Even assuming this tremendous data balancing effort is successful, processing may remain unbalanced.
Most realistic range partitioning strategies are in some way a function of time. Even the seemingly random
selection of item color for a retailer will vary greatly by season. Some of the processing nodes will always
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Local Autonomy Gives each VPROC Total Data Accountability

Inside One Unit of Parallelism
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Figure 3: Local Autonomy

contain significantly more current data than others. As with data set partitioning, this will tend towards
unbalanced processing.

3. Random Partitioning Closes the Door on Direct Access.Random, or round-robin partitioning is the
assignment of data to data sets based on a random number calculation. A random partitioning mechanism
is non-repeatable, meaning the DBMS never understands where a particular row for a table resides. While
this technique will evenly spread the data across nodes, it also means rows will always require redistribution
for a join or an aggregation, or even the final sort of an answer set.

4. Schema Partitioning Can Be Abusive to the InterconnectSchema partitioning is the assignment of data
to specific physical processors or nodes and has proven useful when there is a need to restrict portions of
the hardware to handling certain groups of tables, or schemas. While this is generally viewed as a means
of increasing performance for specific tables, and can be applied in useful ways on an SMP-only database,
it has not proven hugely successful in the MPP world. In most cases to join data from two schema- parti-
tioned tables all rows have to be redistributed across the interconnect for each query. This data movement
may significantly impact performance for the affected queries and the increased interconnect traffic may
also impact overall system throughput. Further, node imbalances are aggravated if this option is used on
anything but very small tables.

Local Autonomy

While balanced processing was a central theme during Teradata’s evolution, another goal emerged having to do
with ownership of or responsibility for the individual data rows. Without dividing up or parallelizing data in-
tegrity responsibility, activities such as locking have to be handled in one central place, or in a unnatural hand-off
fashion, which consume large amounts of CPU and interconnect resources and create a bottleneck.

With most systems, any process can take temporary control of an object but some central process must control
locking access to ensure data integrity. But the problem with the central locking mechanism is two-fold. First,
the locking strategy itself will become a bottleneck unless locking can be completely suspended. Second, a task
which wishes to use a row must retrieve a lock. When it is done, it must pass control, usually in the form of the
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Figure 4: One of the two folded banyan BYNET networks for a 64-Node Teradata configuration. Each node has
many paths to each other node in the system.

row itself, to the next process wishing access. While this is quite feasible in an SMP environment where shared
memory pointers are available, it will quickly saturate any interconnect on the market.

This is one reason a shared disk approach will never be able to offer high-end scalability. Systems which rely
on shared-disk will always use some dynamic algorithm to determine which instance of the database accesses
which data rows. The accessing instance may or may not be the same as the instance which owns, and therefore
controls the locks for the row. Bottlenecks will develop on all but the most lightly used systems.

Local autonomy within a DBMS defines precisely who owns a particular object (row or index). With Tera-
data, each row is owned by exactly one VPROC, and this VPROC is the only one which can create, read, update,
or lock that data. All transaction logging is under the local control of the VPROC. A local lock manager functions
independently in each VPROC and maintains its own set of locks. Because of this both logging and locking are
parallelized, control of data is consistent, and interconnect traffic can be reduced.

3 Intelligent Use of the Interconnect

Because of the number of tasks a parallel operation can generate, poor use of any resource will quickly fan out,
leading to scalability issues for a parallel database. If taken for granted, no resource can become more tenuous in
an MPP system than the communication link between nodes, the interconnect. Teradata architects had the advan-
tage of knowing they were designing an MPP-database system and therefore were able to develop the database
software with the issues of inter-nodal communication in the front of their minds.

The BYNET used by Teradata is a fully scaleable folded Banyan switching network. Since the bandwidth
increases as nodes are added, a 24 node system will deliver an aggregate bandwidth of nearly 1 GB/second. Ter-
adata attempts to utilize as much BYNET functionality as possible, while at the same time taking care to keep its
bandwidth usage as low as possible. When combined with Teradata the BYNET delivers messages, moves data,
collects results and coordinates work among VPROCs in the system.

Just as telecommuting frees up traffic lanes by keeping employees off congested roads, Teradata minimizes in-
terconnect traffic by encouraging stay-at-home, same-node activity where possible. VPROC-based object owner-
ship keeps activities such as locking local to the node. Hash partitioning that supports co-location of to-be-joined
rows reduces data transporting for a join. All aggregations are ground down to the smallest possible set of sub-
totals at the local level first. And even when BYNET activity is required, use of dynamic BYNET groups keeps
the number of VPROCs that must exchange messages down to the bare minimum. BYNET-driven semaphores
provide a short-cut method for coordinating parallel query processing across the interconnect. Teradata’s query
optimizer knows and takes into account the cost of sending a table’s rows across the BYNET and factors this
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expense into the final join plan that it constructs.

4 Parallel-Aware Optimizer

The optimizer is the intricate piece of database software that functions similar to a travel agent, booking the most
efficient travel path through the many joins, selections and aggregations that may be required by a single query.

Recycled Query Optimizers.

Two factors determine how well an optimizer will do its job: First, the quality and depth of environmental knowl-
edge that is available as input; and second, the sophistication and accuracy of the costing routines that allow an
efficient plan to be produced. Optimizers created for single-server database are ill-equipped if asked to do double-
duty in a parallelized version of the same database. Extensive code changes or optimizer re-writes will be required
because the cost of most operations and choices that are available with parallelism will be different.

Multiple Optimizations.

Some parallel implementations require optimization to be performed not just once, but a second time for one
query: first by the base product non- parallel optimizer, and then by a second-level optimizer that makes deci-
sions about the parallel activity. This approach suffers from lack of integration and the inflexibility of top- down
decisions. The non-parallel optimizer receives the SQL first, not expecting any parallel behavior to be avail-
able, and builds a plan that might be reasonable for a single-server database. This single-server plan is passed to
the second level optimizer who attempts to add parallelism, but without having the capability of influencing the
original plan’s formulation. It will be difficult to take full advantage of parallel potential under these conditions.

Double or Nothing.

A further problem with databases that have evolved parallel operations is that vendors will commonly support
two different software code bases: one base for the original product which may be widely installed, and a different
set of code for the new parallel version. Not only does this add to the development cost and overhead, but one
base or the other at any point in time may lag in features and functionality, and the customer will be forced to
make a choice between the two.

Teradata’s Parallel Knowledge

Teradata’s optimizer is grounded in the knowledge that every query will be executing on a massively parallel
processing system. It knows the number of VPROCs per node configured in the system and understands that the
amount of parallelism is the same for all operations. It has row count information and knows how many of a
table’s rows each parallel unit will be managing so I/O can be costed more effectively, and considers the impact
of the type and number of CPUs on the node. The optimizer calculates a VPROC to CPU ratio, that compares
the number of parallel units on a node against the available CPU power. It uses this information to build the most
efficient query plan.

For example, the optimizer uses its knowledge of the number of VPROCs in order to decide whether or not to
duplicate one table’s rows as one alternative in preparing for a join. Table duplication will happen less frequently
in a system with hundreds of VPROCs compared to a system with tens of VPROCs, because duplication requires
work from all nodes in the system. The optimizer weighs the cost in CPU resources for the duplication activity,
and knows that this cost will be relatively more expensive as the number of VPROCs increase.
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In simple queries at low volume a parallel-aware optimizer may not greatly out-distance the less intelligent
models. Like a multiple choice test with only 1 choice listed for each question, when few decisions are required,
the level of skill behind the making of the decision is less important. Today’s powerful hardware can easily hide
a multitude of software sins at the low end, but no amount of hardware can hide software failures as data volume
and environmental complexity increase. With a changing, dynamic MPP application running against a large and
growing volume of data, the intelligence and thoroughness of the optimizer will make or break the application.

Conclusion

Watching some of the world’s best athletes perform in the Olympics, it’s hard not be impressed by how often
quality is accompanied by a sense of effortlessness. In this paper we have illuminated some of the processes and
underpinnings contributing to Teradata’s effortless nature: Automated data placement, multi-dimensional query
parallelism, database/interconnect synergy, and a High-IQ optimizer. When a product is born to be parallel, then
most wasted energy and unnatural efforts can be eliminated, resulting in a product that is focused, integrated and
enduring.
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Parallel Solutions in ClustRa
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1 Introduction

Parallelism is used to achieve scalability, where much focus has been put into query processing and optimiza-
tion. ClustRa is aimed at telecommunication applications, where transactions are simple, but where there is a
demand for high availability and soft real-time response [7]. In addition to catering for increased load and data
volume, ClustRa uses parallelism in all situations requiring a highly available database. Parallelism is important
for high availability, because failure masking situations must be done as fast and smoothly as possible. To cater
for increased load in a highly available database, the reorganization of data must be online and non-blocking.

The ClustRa database system uses a shared-nothing hardware architecture, where each node is an atomic fail-
ure unit. Nodes are grouped into sites, which are collections of nodes with a correlated probability of catastrophic
failure. The basic idea is that each site has a replica of the database. Logically, the database system consists of
a collection of interconnected nodes that are functionally identical and act as peers, without any node being sin-
gled out for a particular task. This improves the robustness of the system and supports easy maintenance and
replacement of nodes. Furthermore, it enables a straightforward scaling of the system.

The central ideas behind ClustRa are concerned with data declustering and logging and recovery. By having
a clever fragmentation and replication strategy, we cater for both scalability and high availability. This article fo-
cuses on how the declustering strategy combined with a location and replication transparent logging and recovery
method is used to support parallelism at takeover, online self-repair, online backup and online refragmentation.

2 Declustering Strategy

Together, the data placement involved in fragmentation and replication constitute adeclustering strategy. The
main goals of the declustering strategy used in ClustRa are to achieve high availability, scalability, and load bal-
ancing, both during normal processing and upon failures.

We are minimizing the storage redundancy by keeping the number of replicas to a minimum, i.e. two, by
combining disaster recovery and efficient single component failure masking. To achieve this, the declustering
strategy must ensure that the replicas of a fragment reside on different sites. We also want the load to be evenly
distributed over the sites by letting all nodes store both primary and hot standby fragment replicas.

Figure 1 illustratesmirrored declustering[2, 9]. Pairs of nodes (one node from each site) store replicas of
the same fragment. The nodes in the pair divide the primary and hot standby tasks between them so that the
load is balanced. The figure shows that the table is divided into six fragments, all existing in two copies. The

Copyright 1997 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for ad-
vertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering
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Figure 1: Mirrored declustering with dedicated spares.
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Figure 2: Minimum intersecting sets declustering.

primary fragment replicas are shown with dark boxes, while the hot standby fragment replicas are shown with
bright boxes. At each site it is asparenode, which is used when a failed node does not recover.

Other declustering strategies lead to more complicated allocation schemes where fragment replicas stored at
one node at one site is distributed over multiple nodes at the other. Figure 2 illustratesminimum intersecting sets
declustering[9]. This strategy is easiest to understand by viewing the identifiers of fragment replicas as columns
in matrixes. When comparing the matrixes for the two sites, the first column is equal, the second column is rotated
one position down, the third column is rotated two positions down, and so on. The idea of minimum intersecting
sets declustering is to balance the load of failure handling, i.e. during takeover and online self-repair. This will
be explained in ensuing sections of the paper.

3 Software Architecture and Transaction Execution

Each node is organized as a set of services: Transaction controller, database kernel, node supervisor and update
channel. Thetransaction controllerreceives requests from clients to execute stored procedures, or it receives
code which it interprets. It coordinates transactions through an extended two-phase commit protocol. Thekernel
has the main database storage manager capabilities, like locking, logging, access methods, tuple and buffer man-
agement. It receives code to be interpreted from a transaction controller. Lock management is performed in the
kernel. Thus, there is no central lock server creating bottlenecks. Theupdate channelis responsible for reading
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Figure 3: Execution of a simple transaction.

the log of primary fragment replicas, and for shipping the log records to the nodes of the hot standby fragment
replicas. Thenode supervisoris responsible for collecting information about the availability of different services,
and for informing about changes.

Figure 3 illustrates execution of a 2-safe [5] transaction in ClustRa. The transaction controller (T0) receives
the request from the client, and thus become the primary controller. It has a hot standby controller (T10) at the
other site, which is ready to take over as primary if T0 fails. T0 consults the locally cached distribution dictionary
to find the nodes holding the primary replicas of the tuples in question. For this particular transaction, K1 has the
role as primary kernel. T0 sends the start transaction command, the operations to be executed and the prepare-
to-commit command to K1. The update channel (U1) reads the log of K1 and consults the dictionary cache to
know where to ship the log records. The log records of this transaction are shipped to K11, where they are stored
in the log and redone. When K1 has received an acknowledgement of the log records from K11, it responds
with “ready” to T0. When T0 has received “ready,” it sends the hot standby controller (T10) the outcome of the
transaction. When T0 has received an acknowledgement from the hot standby controller, it responds to the client.
The second phase of the commit includes sending commit messages to both kernels involved. When both kernels
have responded done to T0, the transaction is removed from T10 and T0.

When a transaction accesses several tuples, there may be several primary and hot standby kernels executing
the transaction in parallel.

4 Logical Logging and Update Channels

The logging and recovery system in ClustRa has been designed to facilitate any conceivable declustering strat-
egy based on horizontal range or hash partitioning. ClustRa also supports online self repair and online database
reorganization. To achieve this flexibility, we cannot impose any restrictions on the physical allocation and rep-
resentation of data inside a node. Therefore, the tuples and tuple log records are completely location transparent.
This is done by using logical logging and state identifiers connected to tuples [1].

The fragment replicas consist of both the tuples themselves and the associated tuple log records. The log
records are at any time only generated at the primary replica and sent to the hot standbys, ensuring sequence
preservation in the logs. Any log replica can be applied to any of their corresponding fragment replicas. This is
important in a highly available database, because when a table grows, online refragmentation may be necessary.
Thus, log records applied to the same primary fragment replica, may be redone to different,subfragmentedhot
standby replicas. Thus, each subfragmented hot standby replica will receive log records with increasing sequence
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numbers, even though some of the log records may have been shipped to other subfragments. The log received at
each subfragment reflects the tuple operation order per tuple, which is required to obtain a consistent hot standby
replica.

An update channelis responsible for shipping log records from one primary fragment replica to the corre-
sponding hot standby fragment replicas. Figure 1 shows this as an arrow. Log records are sent as asynchronous
parallel streams from primary fragment replicas to the hot standby replicas. One node will therefore host the same
number of update channels as primary fragment replicas. Since the state identifiers are generated and maintained
per fragment,parallel update channelsbecome possible. This ensures that the log transport capability will scale
linearly with the number of nodes. In Figure 2 we see that each node at site A has two outgoing update channels to
different nodes at site B. Commercial replication systems used for disaster recovery purposes restrict scalability
by having one log stream between sites.

Online refragmentation needs to merge fragments into one consolidated fragment replica. This type of oper-
ation is needed when restarting a crashed node with a fragment replica having a subfragmented hot standby. The
operation may also be needed at scaleup, when a new node is included and some fragments are to be gathered
and merged at this node. The log from each fragment will be kept separate. After a following takeover, all new
log records are entered into a separate log and they are given log sequence numbers that are higher than the log
sequence numbers in all the original fragment logs. The old logs will be removed as part of the checkpointing
policy [6].

5 Parallel Takeover

When a node has failed,takeoverwill happen. This means that one or more nodes at another site will take over
the primary responsibility for the fragments which resided at the failed node. If node 11 in Figure 1 failed, node 1
takes over its primary responsibility (for fragment 23). However, by using minimum intersecting sets decluster-
ing, the takeover will be performed in parallel at different nodes. If node 11 in Figure 2 failed, node 0 and 3 will
take over its primary responsibility (for fragments 35 and 48). This balances the extra load between two nodes.

Before takeover, thevirtual node set protocol[3] informs the other nodes that a node has failed. The update
channels from the failed node will be closed and all enqueued log records from the failed node will be redone.
For each fragment replica turning primary due to the takeover, the next log sequence number to be allocated will
be increased by a certain interval. This interval of unused log sequence numbers may be needed for undo by the
failed node when it recovers. Prior to the crash, it may have produced some log records which were not replicated.
The new primary nodes will undo all transactions which were active at the failed node. The change in the current
virtual node set will redirect all tuple requests to the new primary fragment replicas.

There will be some redo and undo activity going on during takeover. Therefore, parallel takeover makes the
unavailability interval shorter. However, ClustRa does eager redo at hot standbys so that takeover may be per-
formed as fast as possible. It has been measured to be on the order of 1/3 second using off-the-shelf workstations
[7].

6 Online Self-Repair

When a node has failed and is not able to recover, online self-repair is started. The purpose of online self-repair
is to reestablish the availability level without degrading the response time and the current availability of the
database. Thus, the repair is done while other transactions are doing both reads and updates to the database.

There are several phases of a repair transaction. First, fragment replicas are created at the spare node and log
shipping is started from the current primary nodes of these fragment replicas. The spare node should replace the
failed node, so it will include the same fragment replicas. Second, fuzzy copy is started. This creates a copy of
the fragment replicas at the spare node while other transactions are running. Third, the distribution dictionary
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Figure 4: Distributed spare using minimum intersecting sets declustering.

caches at all nodes are reflected with the “move” of the fragment replicas. Fourth, the node dictionary is updated
with the state of the failed node and the spare node, which is turning into an active node.

The repair is non-blocking because it does not stop other transactions in executing both reads and updates to
the primary copy. The copy is done fuzzily, because the fragment replicas being copied are not in a transaction
consistent state during the whole copy. The fuzzy reader does not care about tuple locks kept by other transac-
tions. Thus, the new copy at the spare node is updated with the use of the log. The normal redo activity can not
be applied to fragment replicas being copied, because it expects that all tuples are present. The redo activity is
divided into the redo that can be done at once, because the fragment replicas are copied and the redo activity that
has to wait until the fragment replicas are copied. When the fuzzy reader starts to fill a chunk of data, the current
log sequence number is read and put into the message going to the spare node. Thus, for each chunk of received
data the spare node knows where in the log to start the redo activity.

Online self-repair will put some load on the current primary nodes of the system. This might suggest giving
the fuzzy copy low priority. However, it is also important to have the period when the availability is degraded
be as short as possible. To cater for this, we can use parallel copying of data, both at the sender and the receiver
side. By using minimum intersecting sets declustering we may have both multiple senders and multiple receivers
participating in fuzzy copy. In Figure 4 we see that the repair of node 11 creates one new fragment replica at each
of the other active nodes at site B. When there is no dedicated spare node, but the extra load is balanced between
active nodes in the system, this is called thedistributed spare strategy. This strategy requires the active nodes to
have spare storage and processing capacity.

7 Online Backup

Backup production is a vital area for a continuously available parallel database. To distribute the load the backup
production is performed in parallel.

ClustRa uses dedicated sites to run as backup sites. ClustRa’s backups will be produced on disk. A backup
site requires less processing power than an active site, but it needs comparable disk space to hold the required
number of backup versions of the entire database. A backup site can be instructed to dump a backup version on
tape.

The production of a backup is performed similarly to online non-blocking repair. A fragment is backed up
by producing a fuzzy copy of it at a backup node, and by producing a copy of the log records created during
the backup. The method is designed to add minimum load on the involved active nodes. To cater for this, a
maximum number of fragments to be copied in parallel is specified. After start of copy of a fragment, all log
records produced for that fragment must be copied to the backup node to guarantee transaction consistent backup
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database.
The first backup version requires the number of backup fragments to correspond to the number of primary

fragments at the start of the backup production. This is achieved by establishing the same number of logical nodes
at the backup site as at the active site. If a node or site crashes during a backup production, the backup will be
rolled back. In future versions, it will be allowed to establish a different number of fragments for a backup table
than for the primary table. This will require concatenation of subfragments and their corresponding logs.

Creating a transaction consistent image of a backed-up database is a problem quite similar to obtaining a 1-
safe consistent database after a site crash. We use the single mark variant of the epoch algorithm [4] method to
obtain consistency. The same problem occurs between fragments of a table in case a table consistent backup is
to be produced.

8 Scaling and Refragmentation

It is of great importance for continuously available database servers to be able to do management operations like
scaleup without interrupting services. There are two main reasons why a system needs to be scaled up. Firstly,
the transaction load has increased so that more processing power is needed. Secondly, the data volume has in-
creased so that more memory and disks are needed to store the data. Scaling up a shared-nothing database means
adding more operational nodes to the system. Scaleup is an operation which may be performed as a low priority
background activity.

ClustRa supports parallel, online, non-blocking scaleup. The scaling is performed by gradually redistributing
the database so that all the available nodes are taken into operation. ClustRa performs scaleup by redistributing
a table at a time. Within a table, a few fragments are refragmented in parallel to avoid overload of the sender and
the receiver nodes. Scaleup involves subfragmenting a table, i.e. the number of fragments increases as part of a
scaleup. This gives a high number of fragments. This strategy will in addition keep the additional load on the
system low and minimize the extra storage needed as part of the subfragmentation. Only the fragments under
redistribution will need an extra replica.

When the subfragmentation of a fragment is completed, the subfragmented replica will take over as the hot
standby replica for the fragment and the old hot standby replica will be deleted. The storage for the old replica
will then be freed. The new hot standby replica will then take the role as the primary replica for the fragment.
Another subfragmented replica is then produced based on the current primary replica. When this replication is
finished, the new subfragmented replica takes the role as the hot standby and the old non-subfragmented replica
is deleted. The subfragmentation of a fragment will be run as a transaction with savepoints per replication.

Scaledown is like scaleup performed through parallel replication. Parallel scaledown requires that multiple
fragments are merged. The same techniques as for scaleup is used with respect to minimizing additional storage
needed.

Fuzzy copying, as used in both online repair and online scaling, creates a compact version of the database,
because the new copy is created by sequential insertion of the tuples.

9 Fully Replicated Distribution Dictionary

Parts of the dictionary tables are in frequent use by the transaction controllers of ClustRa. Since we use a peer-
to-peer architecture, where transactions controllers may run on all ClustRa nodes, the distribution dictionary and
stored procedures are cached at all nodes. The distribution dictionary describes how tables are fragmented and
replicated. Thus, to know where to send tuple operations, the transaction controller does a lookup in the dictio-
nary cache. This means that all transaction controllers can access the distribution dictionary in main memory in
parallel.
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Transactions updating the distribution dictionary need to grab the dictionary lock, which blocks the distribu-
tion dictionary for other updates. An update to the distribution dictionary is replicated to the dictionary caches
at all nodes. During an update of the distribution dictionary, the dictionary cache will exist in two versions. One
version is the current version of the dictionary, the other is the one being updated. Only the dictionary change
transaction sees the new version during the update. When the dictionary change transactions commits, the new
version becomes the current one. However, old transactions which started prior to the commit of the dictionary
change transaction, will still use the old dictionary. If a new dictionary change transaction tries to start when
there still are transactions using the oldest dictionary version, these transactions will be aborted.

During a dictionary change, the update channel, which uses the distribution dictionary to know where to ship
log records for replication, will not see the dictionary change before it commits. To prevent update channels
from becoming direct participants in two-phase commit, all transaction which change the dictionary will generate
dummy change operations, which are “executed” at primary fragment replicas. The update channel reads these
operations in the log, and thus, they know the dictionary change. This technique is used both at online self-repair
and during schema update operations.

10 Comparison

Some commercial systems use inter site redundancy by replicating sites for disaster recovery purposes. These
systems are geared towards transaction throughput by buffering the replication log records at either the sender or
the receiver site. This gives either a 1-safe solution, where committed transactions may be lost, or bad transaction
response time. The takeover time is also quite high for these systems, since vast amount of log records needs to
be redone at takeover. ClustRa, on the other hand, uses 2-safe replication with an eager redo policy, which leads
to fast takeover time.

Other commercial solutions use intra site redundancy (e.g. RAIDs) and shared disk solutions to mask single
component failures. DB2 for MVS/ESA moves in the direction of supporting self-repair, since it allows for on-
line reorganization to restore clustering of tables [8]. Both reads and writes are allowed during copy. The new
copy is made up-to-date by replaying the log created during the copy phase. This is similar to ClustRa’s method
of fuzzy copy and catchup, which, unlike DB2, is used for online backup and self-repair as well as for online
refragmentation. Since DB2 uses a physiological identification of tuples within log records, log records must
be translated according to new locations of tuples prior to being applied. ClustRa uses logical identification of
tuples within log records, and thus does not need any translation.

11 Conclusions

Parallel solutions are important to allow for scalability. ClustRa supports scalability by using a shared nothing ar-
chitecture with horizontal fragmentation. Some applications demand scalability to be combined with high avail-
ability. This creates a need for online maintenance, like repair, refragmentation and backup. ClustRa’s declus-
tering strategy combined with the logging and recovery method allows for parallel solutions aimed at improving
the availability of the system.
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1 Introduction

In recent years, as more businesses start using massive databases as their main source of information, more em-
phasis is placed on the performance of the database system. Because of the size of these databases and the nature
of the applications (for example, data mining and data warehousing), a traditional single-threaded relational sys-
tem is not good enough to meet customer needs. On the other hand, hardware has become cheaper and cheaper
each year [Sch96], making a system that consists of hundreds of disks and CPUs not that expensive anymore.
Under these circumstances, parallel database systems have begun to gain ground in the business world, and are
considered a viable (sometimes the only) choice for commercial information systems.

Informix OnLine XPS is a high performance parallel database server. It can run on either a MPP (massively
parallel processing) system or aclusterof stand-alone computers that are connected with a high-speed network.
We refer to each computer within a MPP system or cluster as anode. XPS uses “shared-nothing” architecture
[Sto86] [DG90], i.e., each node runs a separatecoserverthat is equivalent to a single INFORMIX-OnLine Dy-
namic Server 7.x instance. An XPS server includes multiple coservers communicating directly to share data and
performing parallel execution. It provides:

� Near-linear scalability.

� Near-linear speedup.

� Fast data loading utilities.

� Single point of administration.

In this paper, we describe the XPS system. Section 2 gives an overview of the system architecture. Different
ways of partitioning data and indexes are discussed in section 3, followed by a description of query execution
in section 4. Other interesting features in XPS are described in section 5. Results of our TPC-D benchmark and
some concluding remarks are also in section 5.
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Figure 1: XPS shared-nothing architecture

2 XPS Overview

As we mentioned in section 1, XPS uses a shared-nothing architecture. Each coserver in the system manages
its own logging, locking, buffer and recovery. Coservers are connected through a high speed network. Figure
2 shows the architecture of the system, where Data1 ... DataN are partitioned data sets. This shared nothing
architecture allows XPS to have:

� Data partitioning. Each coserver has its own disk. Data can be partitioned to reside on those disks. Dif-
ferent data partitioning strategies will be discussed in section 3.

� Control partitioning . Each coserver manages its local log, lock, and buffer. There is no centralized lock-
ing and buffer management. This avoids the potential bottleneck problems of centralized control.

� Execution partitioning. Because of the data partitioning and the control partitioning, execution can be
done in parallelall the time.

2.1 XPS System Components

We will describe the internal components of the XPS system in this section. Figure 2 shows the different com-
ponents of the XPS system.

There are four global services in Figure 2:

� Configuration manager: maintains the identities and locations of all coservers that exist in the XPS sys-
tem, and what portions of the database are owned by those coservers.

� Metadata manager (MDM): manages the catalog information (cached table schema) across multiple XPS
coservers. It maintains identical copies of the schema information on each coserver. There is a MDM
service thread on each coserver. However, there is only one MDM, called theprimary MDM for each
database. The rest are calledsecondaryMDMs. The primary MDM is responsible for sending requested
dictionary table entries to the secondary MDM. It is also responsible for sending requests to secondary
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MDMs to invalidate their private copies when the master copy is invalidated. A MDM service thread can
be the primary of one database and a secondary of another database.

� Resource manager:is used by scheduler to determine what resources are available to execute a query.

� Commit manager: manages global transactions. It is also used during recovery to decide the status of a
global transaction. XPS uses a patent-pending commit protocol instead of the standard two phase commit
protocol for global transactions.

Therequest manageris responsible for managing the context of a user’s query. It initiates the start, commit
or abort of a user transaction. It also initiates savepoints during a transaction. There is a request manager service
thread on each coserver.

Thedataflow manageris responsible for pipelining data between iterators and provides flow control during
execution. (The execution model is explained in Section 4.) It tries to match the speed of producer iterators and
consumer iterators. Because of the management of data flow, unnecessary spooling to disk during execution can
be avoided.

A query is optimized by theoptimizer, and the optimized execution plan is managed by thescheduler. Our
optimizer uses a dynamic programming technique to do optimization. It considers disk I/O cost and CPU cost.
It builds the execution plan using the system metadata. Metadata is globally visible and cached on each coserver
through MDM.

In addition, subsystem XMF (XPS Messaging Facilities) handles communication between XPS subsystems
and threads. XMF provides reliable communications on top of a platform-specific datagram service. Because
XMF is connectionless, and doesn’t have the overhead of TCP/IP, it provides efficient communication between
XPS subsystems.
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3 Data Partitioning

One of the key reasons of XPS’s high performance is its data partitioning techniques. In this section, we will
briefly describe some of them.

Data partitioning (fragmentation) in XPS allows a user to fragment a table across disks that belong to different
coservers. It can also store the results of a query in a temporary table and dynamically fragment that temporary
table to different dbspaces. (Adbspaceis the basic logical storage unit that XPS manages. It comprises one or
more chunks of disk space.)

XPS supports the followingbasicdata fragmentation strategies:

� Round Robin. The system is responsible for distributing the data in a even fashion among all the dbspaces.
This is ideal for load balancing.

� Hash. XPS uses a system-defined hash function to decide where to put rows that are being inserted. The
system-defined hash function is carefully chosen so that reasonable load balancing can be achieved. Hash-
based fragmentation is good for equijoins and exact matches. It is reasonable for load balancing.

� Expression-based fragmentation.In this strategy, the user will define the fragmentation rule and supply
this rule as part of CREATE TABLE and CREATE INDEX statements. Users can define any arbitrary
expression as the fragmentation strategy. Range expressions are the most often used ones. Expression-
based (range expression) fragmentation is good for range queries, equijoins and group-bys.

A potential problem with range-expression-based fragmentation is data skew. For example, if most of the
data falls into a particular range that is on a single coserver, then often that coserver will do most of the work
for queries because the other coservers don’t have much data to work on. Parallelization is hard for this kind of
data skew. In order to avoid this problem, a new fragmentation strategy calledhybrid fragmentation has been
invented.

The basic idea of hybrid fragmentation is to use two levels of fragmentation. It first uses expression-based
fragmentation to partition data set to different dbslices. (Adbsliceis a named set of dbspaces that XPS can man-
age as a single storage object, the set of dbspaces can belong to different coservers in the system.) Then it uses
the hash fragmentation strategy shown above to do further fragmentation. In the case of range-based fragmen-
tation, this avoids the data skew problem because data can be distributed by hash among different dbspaces (on
different coservers) in a dbslice.

3.1 Index Partitioning

XPS supports index fragmentation as well as data fragmentation. Index and data can be fragmented into the
same coserver using the same fragmentation strategy. They can reside in the same dbspace or different dbspaces.
Moreover, in order to improve performance, index and data can be fragmented using different strategies. For
example, one can hash on column A to fragment a table, and use a range expression on column B to fragment an
index on column B of the table. Thus, range queries on column B can be performed more efficiently.

3.2 Fragment Elimination

Fragmenting data and indexes allows different CPUs and/or coservers to participate on the same query, thus im-
proving the performance of the system. On the other hand, if a coserver does not contain data that is of interest
to the query, it does not need to participate in the query.

For example, suppose there are two coservers in the system, and table T is fragmented by range expression:

CREATE TABLE ttt(a INTEGER, b INTEGER)
FRAGMENT BY EXPRESSION a< 10 in dbspace1, a>= 10 in dbspace2;
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and the query is:
SELECT * FROM ttt where a> 12;

Then we don’t need to scan data in dbspace1 on coserver1, thus improving the query response time.
Fragment eliminationis the technique that XPS uses to avoid unnecessary work for query processing. It is

part of query optimization. Currently, XPS supports fragment elimination for range-expression-based fragmen-
tation and hash-based fragmentation.

Because of data and index fragmentation, single-user response time is greatly improved. Data fragmentation
also makes parallel data loading possible in XPS.

4 Query Execution

When the request manager receives a user query, it first calls the query compiler/optimizer, which generates an
optimized tree-structured query plan. The request manager then registers the query plan with the scheduler. The
activation of a query plan usually involves the request manager, the resource manager, and the scheduler.

Query execution in XPS follows theiterator model that is similar to that of the Volcano [Gra90]. The it-
erator model in XPS follows a simplecreate-open-next-close-freeprotocol. Basically, iterators go through the
following stages: creation, initialization, iteration (loop through the input data set by callingnext), termination,
and free(deletion). The iterator model has the following advantages:

� iterators are I/O type independent and provide encapsulation of functionality.

� theexchangeiterator provides an easy way to do parallelization.

� demand-driven dataflow control between iterators within a query tree is easy.

XPS provides iterators for scan, nested-loop join, merge join, hash join, group by, sort, merge etc. In addition,
insert, delete, update, aggregation, and index build can also be executed in parallel.

Because of XPS’s data partition technique and its use of the iterator execution model, it provides both vertical
parallelism and horizontal parallelism. Vertical parallelism means that different iterators in the query plan are
executed in parallel. When different coservers execute an different instance of the same iterator in the query plan
in parallel, we call this horizontal parallelism. For example, in order to scan a table, each coserver will execute
a scan iterator for the part of the table that is fragmented to its disk. Data partitioning is the key to horizontal
parallelism.

5 Other Features

We will briefly describe some other interesting XPS features in this section. These include:

� Virtual processor and multithreading. XPS uses a configurable pool of database server processes called
virtual processors to schedule and manage user requests that are represented by lightweight threads. This
is significantly cheaper than managing user requests at the operating system process level.

� High performance parallel loader(Pload). Pload/XPS views external data as an external table which
only supports sequential read (loading) and write (unloading). Treating external data as a table provides
a powerful method of moving data into or out of the database and specifying transformations on the data.
This is because many of the XPS parallel SQL operators can be applied on the external table, which speeds
things up greatly.

� High availability. XPS will do automatic switchover to recover a failed node by letting a surviving coserver
take over the log and data on the failed node and assume the workload of that node.
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� Backup/restore. XPS provides utilities for backup, archive, and restore of an XPS system.

� Ease of use/administration.XPS provides a single-system view to users and system administrators. For
example, users can query a table without knowing whether the table is fragmented or how the table is frag-
mented.

Table 1: TPC-D Result
Configuration Database Size Database Load Time TPC-D Power TPC-D Throughput

HP/Informix-XPS 300GB 7:47:7 3416.4 Qppd 1673.7 Qthd

In a recent TPC-D benchmark, XPS achieved impressive numbers as shown in Table 1. It is interesting to
note that XPS took less than 8 hours to load the benchmark database. (Interested readers can look up TPC-D
numbers at TPC Council’s Web site athttp://www.tpc.org.)

XPS adopts a true, shared-nothing architecture. Through data partitioning, multithreading, parallel query ex-
ecution and its unique transaction management protocol, it outperforms competitive databases in terms of overall
performance and scalability.
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Abstract

This paper describes query optimization and processing in DB2 Parallel Edition – a full function, par-
allel, scalable database system from IBM. We give a brief overview of the components, and delve deeper
into query optimization. In particular, we discuss the use of data partitioning as a property of operators
and issues related to “SQL Completeness”, wherein some SQL constructs like correlated subqueries need
to be optimized, as well as processed at run-time.

1 Introduction

Considerable research in the area of parallel database systems is available in the literature. For example, pa-
pers on prototypical shared-nothing database systems like GAMMA [5], and BUBBA [3], and shared-memory
systems like XPRS [9] have published results on several aspects of parallel database systems. In addition, the
technology for parallel algorithms for execution of important database operations [2, 14], query optimization
techniques [11, 13], data placement [4, 7, 10, 12] etc. form a basis of our knowledge of parallel database issues
today and have found their way into commercial systems.

DB2 Parallel Edition [1] (DB2 PE) is a parallel database system that runs on AIX parallel machines such
as IBM’s SP.1 Its Shared-Nothing (SN) architecture model and Function Shipping execution model provide two
important assets:scalabilityandcapacity. Its query optimization technology considers a variety of parallel exe-
cution strategies for different operations and queries and uses Cost (CPU + IO + Messaging) in order to choose the
best possible execution strategy. The execution time environment is optimized to reduce process, synchroniza-
tion, and data transfer overheads. The ACID properties [8] are enforced efficiently in the system to provide full
transaction capabilities. Utilities such as Load, Import, Reorganize Data, and Create Index have been efficiently
parallelized. We also provide a parallel reorganization utility calledRedistributewhich effectively corrects data

Copyright 1997 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for ad-
vertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering

1Its future releases will also support other platforms. The technology described in the paper refers only to the current release.
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and processing load imbalance across different nodes of the system. In sum, DB2 PE is a comprehensive, full-
fledged, parallel database system.

By using function shipping, database operations are performed where the data resides. This minimizes net-
work traffic by filtering out unimportant data, as well as achieves good parallelism. So a major task in a shared-
nothing implementation is to split the incoming SQL into many subtasks – these subtasks are then executed on dif-
ferent processors (if required, interprocess and interprocessor communication is used for data exchanges). Typi-
cally, a coordinator serves as the application interface – it receives the SQL and associated host variables, if any,
and returns the answers back to the application. The bulk of the work is performed by slave tasks, which, if they
access base tables, need to execute at the nodes where the table exists, and in other cases (such as joins) could
be “free” to be instantiated based on run-time parameters such as load. One of the advantages that we realized
from using function shipping was that we could leverage a lot of the existing DB2/60002 code – the scans, sorts,
joins etc in DB2 PE are identical to the operators in DB2/6000 – they are transparently parallelized because their
inputs are. The real fundamental technology is in the mechanism that glues the nodes together to provide a single
system view to outside world. In addition to function shipping, other technologies required are (1) generation of
parallel plan, (2) streaming of data and control flow, (3) process management, (4) parallel transaction and lock
management, and (5) parallel utilities.

DB2 PE provides extensions to SQL in the form of new data definition language (DDL) statements which
allow users to control the placement of database tables across the nodes of a parallel system. DB2 PE supports
partial declustering (a table can exist on a subset of nodes), overlapped assignment (multiple tables can exist on
the same node), and hash partitioning of database tables using the notion ofnodegroups. A nodegroup is a named
subset of nodes in the parallel database system. The following example illustrates the use of the nodegroup DDL
statement:

CREATE NODEGROUPGROUP 1 ON NODES (1 TO 32, 40, 45, 48)

When creating a table, it is possible to specify the nodegroup on which the table will be declustered. The
cardinality of the nodegroup is the degree of declustering of the table. In addition, it is possible to specify the
column(s) to be used for the partitioning key. The following example illustrates the use of DDL extensions to
the CREATE TABLE statement:

CREATE TABLEPARTS (Partkeyinteger,Partno integer) INGROUP 1
PARTITIONING KEY (Partkey) USING HASHING;
CREATE TABLEPARTSUPP(PartKeyinteger,Suppkeyinteger) INGROUP 1
PARTITIONING KEY (Partkey) USING HASHING;

For each row of a table, the hash partitioning strategy applies an internal hash function to the partitioning
key value to obtain a partition (or bucket) number. This partition number is used as an index into an internal data
structure associated with each nodegroup, called thepartitioning map (PM), which is an array of node numbers.
Each nodegroup is associated with a distinct partitioning map. If a partitioning key value hashes to partitioni in
the map, then the corresponding row will be stored at the node whose node number appears in theith location
in the map, i.e. atPM [i]. If two tables share the same nodegroup, and their data types of the partition keys are
compatible, then the tables are said to becollocated. DB2 PE provides a simple set of rules that define compati-
bility of unequal data types. The partitioning strategy ensures that rows from collocated tables are mapped to the
same partition (and, therefore, the same node) if their partitioning key values are the same. This is the primary

2DB2/6000 V1 is the single node (serial) database engine that DB2 PE is based on.
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property of collocated tables. Conversely, if rows from collocated tables map to different nodes then their parti-
tioning key values must be different. Collocation is an important concept since the equi-join of collocated tables
on the respective partitioning key attributes can be computed efficiently in parallel by executing joins locally at
each node without requiring inter-node data transfers. Such joins are calledcollocated joinsand have the prop-
erty of being highly scalable (perfectly scalable in the ideal case). Thus, in the above example, the following is
a collocated join:

PARTS1(Partkey=Partkey) PARTSUPP.
If the collocated property does not hold, alternative strategies based on repartitioning or broadcasting one or

more input relations will be considered.

2 Query Optimization for DB2 Parallel Edition

The Compiler component of DB2 Parallel Edition is responsible for generating the Parallel Query Execution
Strategies for the different types of SQL queries. The DB2 PE compiler is implemented on the basis of a number
of unique principles:

� Full-fledged Cost based optimization- The optimization phase of the compiler generates different par-
allel execution plans and chooses the execution plan with the best cost. The optimizer accounts for the
inherent parallelism of different operations and the additional costs introduced by messages while com-
paring different strategies.

� Comprehensive usage of data distribution information- The optimizer makes full use of the data distri-
bution and partitioning information of the base and intermediate tables involved in each query while trying
to choose parallel execution strategies.

� Transparent parallelism - The user applications issuing Data Manipulation SQL statements do not have
to change in order to execute on DB2 PE . Hence, the investment that users and customers have made
already in generating applications is fully protected and the migration task for the DML applications is
trivial. Application programs written for the DB2/6000 product do not even need to be recompiled fully
when they are migrated to DB2 PE ; the application only requires arebind to the parallel database which
generates the best cost parallel plan for the different SQL statements, and, if appropriate, stores them.

2.1 Operator Extensions

For the most part, parallel processing of database operations implies replicating the basic relational operators at
different nodes. Thus, the basic set of operators (such asTable Access, Join, etc.) are used without much change.
However, the function shipping database architecture introduces two new concepts that are not present in a serial
engine such as DB2/6000:

� Query execution over multiple logical tasks. Consequently, we need operators that the coordinator task
can use to control the run-time execution of slave tasks. This operator, called distribute sub-section, is
described in more detail in a later section.

� As a consequence of multiple processes, interprocess communication operators (notably send/receive) are
required in DB2 PE. These operators can have attributes (e.g., send can be broadcast or directed; receive
could be merging (when its inputs are sorted), or first-in-first-out).
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Figure 1: A Typical Operator subgraph in DB2 PE

2.2 Partitioning Knowledge

In DB2 PE, we are conscious about partitioning in the DDL, Data Manipulation SQL, and at run-time. DB2 PE’s
partitioning methodology can be viewed simply as a load balancing tool (by changing the key and partition map,
we can adjust the number of tuples on any node); however by making the compiler and the run-time systems
understand it, we have succeeded in improving SQL performance beyond simply load balancing. As mentioned
before, an example of this is collocated joins. The compiler, being fully cognizant of partitionings, node groups
etc., can evaluate the costs of different operations (collocated vs. broadcast joins for example, as described later)
and thus choose the optimal execution strategy for a given SQL statement. In the case of certain directed joins,
the run-time system uses the knowledge of partitioning to correctly direct tuples to the appropriate nodes.

2.3 Query Optimization and Execution Plan Generation

The compiler is responsible for generating theoptimalstrategy for parallel execution of a given query. In this
section, we will describe the query execution plans as trees of operators separated into tasks. The query execution
can be viewed as a data flow on this tree, with send/receives being used for inter-task communication.

In Figure 1, a generic binary operator which takes two inputs is shown. It can execute in the same task as one
or both of its input(s), or different. In the latter case, the cost of one or two send/receive pair(s), has to be fac-
tored in during optimization. The properties of the send/receive (in addition to decision on whether it is required)
depends on the partitioning properties of the inputs and the operator in question. For example, if the operator is
a UNION ALL and the inputs exist on the same nodegroup, then the operator can execute without requiring a
send/receive pair on either input stream.

A query optimizer typically chooses (a) the optimal join order and (b) the best way to access base tables
and to compute each join. This task is inherently exponential ([15, 6]) and many optimizers use heuristics like
postponing of cross products, left-deep trees, etc. in order to prune the search space. In the case of a parallel
database, this operation is further complicated by (c) determining the nodes on which operations need to be done
(this is called therepartitioning strategyand is required because the inner and the outer may not be on the same set
of nodes) and (d) choosing between system resources and response time as the appropriate metric for determining
the cost of a plan.

In DB2 PE, we have made a few simplifying assumptions in order to keep the query optimization problem
tractable:

� We keep track of, on a per node basis, the total system resources accumulated during the bottom-up genera-
tion of a query plan. The maximum across all the nodes is a measure of the response time of a query. This
ignores the costs associated with the coordinator, as well as the response time complications associated
with multiple processes.

� Of all the possible subsets of nodes that can be used to execute a join, we typically consider only a few –
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all the nodes, the nodes on which the inner table is partitioned, the nodes on which the outer is partitioned,
and a few others. Since this is a constant number of “interesting partitionings”, by using effective pruning
techniques, our overall complexity is also within a constant factor of the serial optimization problem.

In DB2 Parallel Edition, the join operation can be performed by a variety of different strategies. See [1] for a
description of collocated, directed, broadcast and repartitioned joins. In brief, a directed join involves execution
of join on the nodes of one of the inputs and directing the tuples from the other to the correct nodes (this will
happen when the join is an equi-join on the partitioning key of one of the input); repartitioned join involves re-
distributing both the inputs (and can be used in any equi-join); and finally in a broadcast join, one of the input
relations is broadcast to the nodegroup of the other before performing the join (this can be used for any join).
Cost determines which is the best join strategy for the query.

Cost Based Optimization

One of the most important features of the optimizer is that it usescost estimateswhen deciding between different
execution choices. This is to be contrasted with an optimization technique which heuristically decides to go with
a particular strategy. For example, given a join operation, the optimizer estimates the cost of each of the join
strategies described above and chooses the one with the least cost estimate for a given join step. The cost basis
makes the optimizer decisions more robust when choosing between strategies such as broadcast or repartitioned
joins.

Cost estimation also enables the optimizer to choose the best query execution plan in a parallel environment.
It accounts for the messaging costs incurred by operations. Most importantly, estimation tries to influenceparallel
processingof different parts of the query whenever possible. Unlike XPRS [9], in a shared-nothing environment
we discovered that a two step approach (serial optimization followed by parallelization) could lead to arbitrarily
bad plans, since data partitioning and collocation have a profound impact on the execution cost of the query.

2.4 Parallelism for all operations

Parallel database systems have to be “SQL complete”. This poses challenges in both optimization and processing,
because a lot of SQL constructs were simply not designed with parallelism in mind. In addition, using a parallel
database system underneath a serial application poses some interesting changes in the semantics, that each vendor
must address and at least explicitly document, if not solve.

The challenges are the most in the so called shared-nothing systems because they must necessarily, by virtue
of data partitioning, do all SQL operators in parallel. For example, some shared-disk parallel systems have an
easier task of at least implementing some of the SQL constructs like searched updates – they can, in the worst case,
execute it in a single stream. However, in shared nothing systems that utilize function shipping, the operation
must happen across all the nodes that contain the table being updated.

A guiding principle in our compiler design has been to enable parallel processing for all types of SQL con-
structs and operations. For the sake of brevity, we only list the other operations and constructs where we apply
parallelism while generating the execution strategies. Also note that based on our partitioning properties, strate-
gies similar to collocation, repartitioning, direction and broadcast can be used for all operators.

� Aggregation: Ability to perform aggregation at individual slave tasks and, if required, at a global level.
In addition, we can do a “repartitioned” strategy when the degree of useful parallelism for the “group by”
clause is higher than that of the input.

� Set operations: Collocated or repartitioned strategies are considered. Note that the UNION can be an n-ary
operation.
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� Inserts with subselect, updates, deletes: Inserts can be collocated with subselects, or may use a “directing”
strategy; all updates and deletes are collocated with the search.

� Outer Joins: They are similar to joins, except that special care is needed when executing in parallel to
prevent generation of multiple non-matching rows in the answer set, one from each node.

� Subqueries: We consider collocated, directed, and broadcast methods of returning subquery results to the
sites where the subquery predicate is evaluated.

Because of space limitations, we describe only one, namely subqueries.

3 Subquery Processing in DB2 Parallel Edition

Past work on parallel SQL has often concentrated on the abstract problem of joins and has ignored complex con-
structs like subqueries. The subquery construct in SQL has been known to pose several challenges to query opti-
mization. In serial engines, various optimizations such as de-correlations have been used, and in addition, when
forced to execute subqueries (e.g., when de-correlation does not work), optimizations such as execute an uncor-
related subquery only once etc. have been used. For example, in

select * from t1 where
t1.a in (select b from t2 where

t2.c = t1.a and t2.d in (select b from t3 where t3.a = 10))

the innermost query block can be evaluated once for the entire query, whereas in

select * from t1 where
t1.a in (select b from t2 where

t2.c = t1.a and t2.d in (select b from t3 where t3.a = t1.f))

the innermost query block must be evaluatedonce for every distinct value generated by the outer query block.
While in serial systems, such optimizations are straightforward to execute, in parallel systems, the run-time

gets considerably more complicated. In particular, outer tuples are being produced in parallel, yet each node
wants to execute some version of the subquery without trampling on the other nodes. Thus, (i) we should not set
up threads for each outer tuple (i.e. execute the subquery as if it were a new query – that will be very expensive)
(ii) must make sure that different nodes which are producing outer tuples do not get serialized in the execution
of the subquery (iii) guarantee that the correct outer node receives the result of the execution (iv) push down
predicates wherever possible so that minimal traffic flows etc. Consider the following simple one level correlated
subquery.

select * from t1 where
t1.a > (select avg(t2.b) from t2 where t2.c = t1.d)

Figure 2 shows how DB2 Parallel Edition might process the query in a two node system (with both tables parti-
tioned across both nodes). Slave tasks #1 generate outer tuples and feed “t1.d” to the slave tasks #2 as a broadcast
(shown as light arrows going from #1’s to #2’s). Each slave task #2 is in a loop, listening to the “t1.d” value it
receives. It computes the local sum and count and sends the result back to the node it received the correlation
from (shown as dark arrows connecting #2’s to #1’s). The sending node, after it has received partial sums from
all nodes, can now compute the global average associated with the subquery, and determine if the corresponding
tuple of t1 satisfies the predicate. Every tuple of t1 that satisfies the clause is then shipped to the coordinator
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Figure 2: Execution of a simple correlated subquery

(shows as heavy arrows connecting #1’s to the coordinator).The interesting aspect of this mode of processing is
that at the same time, different nodes of slave task #2 can be executing different correlation values – i.e. there is
no need to synchronize the execution of the subquery!

In addition to this model of correlated subquery processing, in DB2 Parallel Edition, we consider other op-
tions (such as purely local, which is possible when the correlation predicate (t2.c = t1.d) and/or the predicate
connecting the outer query block to subquery could guarantee locality). Again, this is based fully on the parti-
tionings associated with the outer and inner query blocks.

Optimizing correlated subqueries when de-correlation is not an option, is a challenge. This is mainly due
to the violation of the principle of optimality. In general (assuming no suitable indexes), serial query optimiza-
tion can optimize the subquery (substituting “t2.c = constant” and then optimize the outer query block and still
achieve an optimal plan. However, in a parallel execution environment, the optimal plan for a complex subquery
evaluation can depend on “where” it is used (i.e. where the subquery predicate is applied), and from where the
correlation value flows (i.e. which task generates the correlation value). In DB2 Parallel Edition, we use some
simple heuristics to make this problem tractable.

4 Summary

DB2 Parallel Edition provides a flexible infrastructure for designing the layout of tables using nodegroups and
partitioning keys. It also provides very efficient function-shipping and data exchange operators. Query opti-
mization is the crucial component that “completes the puzzle” by using the layout and partitioning knowledge
of base and intermediate tables to generate efficient query execution plans. DB2 PE’s query optimizer consid-
ers parallelism for all SQL statement constructs in a uniform fashion using the basic infrastructure that includes
collocation, repartitioning, or broadcast strategies. Also, cost is the basis of all query plan decisions. Hence, we
believe that we have succeeded in implementing a robust optimizer that can generate very efficient query plans
for complex queries on large scale database systems.
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Abstract

Parallelization allows database management systems to take full advantage of the widespread use of
multi-processor computers [1]. Sybase Adaptive Server Enterprise 11.5 parallelizes a number of DBMS
operations for the SMP environment. The parallel intra-query processing facility enables the server to
process a query in parallel, and thereby reduce the response time considerably. The database consis-
tency checker utility takes full advantage of IO parallelism to check the consistency of a database in a
fraction of the time. Database recovery also exploits IO parallelism to achieve up to 500% performance
improvement. The asynchronous pre-fetch technique is used widely throughput the database for query
processing and recovery as well as utilities.

Introduction

The widespread availability and use of multi-processor computers make parallel database management systems
(DBMSs) an attractive, cost-efficient solution for meeting the increasing demand of business data processing.
The parallel processing capabilities of Sybase Adaptive Server Enterprise 11.5 (ASE 11.5) are designed to utilize
the potential power of multi-processor computers with shared memory. The parallelization significantly improves
the performance of many DBMS operations. This paper presents a number of parallel processing capabilities of
Sybase ASE 11.5. We shall discuss parallel query processing, parallel database consistency checking, parallel
recovery and the common asynchronous pre-fetch mechanism.

1 Parallelism Overview

The parallel features of ASE 11.5 are targeted at SMP systems across popular hardware and OS platforms. Shared
memory is assumed to be present. The algorithms are applicable to shared memory clusters, NUMA machines
etc. The fundamental goal for the parallel features is to achieve scale up and speed up with increasing numbers
of processors in an SMP system. Parallelism in CPU as well as disk IO is exploited.

Copyright 1997 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for ad-
vertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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The core software infrastructure for the parallel features is the Worker Thread Manager (WTM). Figure 1
shows the interaction between software components discussed in the paper. Sybase ASE 11.5 is a multithreaded
server consisting of multiple engines (OS processes) managing a number of user threads. The WTM enables
the server to create internal threads that perform various functions inside the server. The parallel query, parallel
DBCC as well as parallel sort features use the WTM. The Sybase scheduler schedules the worker threads just
like any user thread. As a further enhancement, ASE 11.5 allows the database administrator (DBA) to schedule
database threads on specific processors, control priorities of queries etc.

Partitioning of tables in the database provides the basis for parallelism for parallel query and parallel sort.
Each table in the database can be partitioned into many slices (i.e., partitions). At present the partitioning is
random. The query optimizer considers all parallel plans to determine the one that minimizes cost. Parallelism is
not orthogonal to query optimization. Users are recommended to place slices of tables on independent devices.
However, the slices are logical and do not require such hard partitioning. This provides a smooth upgrade path
for existing customers so that they can slice the tables first to realize partial benefits of parallelism and improve
it further by moving the slices to independent disks.

The asynchronous pre-fetch (APF) feature exploits the parallelism in the IO subsystem via the use of asyn-
chronous read calls provided by the operating system. We refer to this feature as “parallel IO.” This basic in-
frastructure is exploited by many policies to keep multiple disks busy as much as possible. In parallel query
execution, each of the worker threads itself issues multiple parallel reads to keep multiple disks busy. The disk
writes by ASE 11.5 already are asynchronous and exploit the parallelism in the disk subsystem to the maximum.
The disk writes are accomplished by the buffer washing mechanism and by the Housekeeper thread ([2,3]). Par-
allel query and parallel sort use the APF mechanisms. However, the parallel DBCC uses a specially optimized
form of APF to maximize performance for bulk sequential reads.

The parallel query design is optimized for common operating environments. Shared memory is exploited to
optimize inter-thread communication. The focus is on partitioned parallelism and not on pipelined parallelism.
This is based on expectation of multi-user workloads and tens of processors in one SMP system. ASE 11.5 also
supports some parallel execution methods that are not based on slices.

All parallelism methods steal buffers from the cache in order to satisfy memory needs. The IO size and the
APF mechanism are orthogonal to the parallel execution. These are controlled by independent configuration pa-
rameters that affect the entire server.
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2 Parallel Query Processing

ASE 11.5 introduces intra-query parallel query processing capabilities into the server. For each query that the
client submits, the optimizer shall consider processing the query in parallel as an alternative strategy. It decides
whether to execute the query in parallel and the optimal way to parallelize the query execution. A parallel pro-
cessing strategy is chosen only if it is determined to be beneficial through a cost based analysis.

Parallelism is achieved through data partitioning. Sybase ASE users can horizontally partition a table, and
distribute data rows over multiple partitions of the table. Furthermore it is possible to bind each partition to a
different disk. This allows the server to exploit the available I/O bandwidth by fetching data from multiple disks
in parallel.

While a one-to-one mapping between partitions and disks is normally recommended, it is not required. Users
can place multiple partitions of a given table on a single disk. This flexibility is useful in situations where I/O
parallelism is already built into some specialized hardware, such as RAID systems.

Parallel execution of queries on a partitioned table is effective only if the partitions are roughly equal in size,
i.e., without data skew. In practice, a partitioned table can become unbalanced over the time as data rows are
inserted and deleted. This could negatively affect the performance of parallel query execution, as the response
time is dominated by the thread that retrieves the largest amount of data. ASE 11.5 provides means to rebalance
a partitioned table and distribute rows evenly among partitions.

One can realize CPU parallelism without partitioning a table a priori. The server dynamically divides data
rows among multiple buckets with an internal hash function. The technique can be applied to scan an index in
parallel as well. While it does not take full advantage of I/O parallelism, the mechanism leads to finer granularity
of parallelism and can be beneficial for some multi-table join.

A join is processed in parallel as long as any table in the join is scanned in parallel. Given a query that joins
two tables, say A and B, where A has 2 partitions, B has 3 partitions, and there is no useful index. The optimizer
may choose any of the following four strategies:

� Serial execution of join between two tables, join(A, B).

� Parallel scan on A only, with a parallel degree of 2. Each thread scans a single partition of A and the entire
table B. The 3 threads perform join(A1, B), and join(A2, B), respectively. It is shown graphically in Figure
2.

� Parallel scan on B only, with a parallel degree of 3. Each thread scans the entire A and a single partition of
B. The 2 threads perform join(A, B1), join(A, B2), and join(A, B3), respectively. It is shown graphically
in Figure 3.

� Parallel scan on both A and B, with a parallel degree of 6. Each thread scans a single partition of A and
a single partition of B. The 6 threads perform join(A1, B1), join(A2, B1), join(A1, B2), join(A2, B2),
join(A1, B3), and join(A2, B3), respectively. It is shown graphically in Figure 4.

The technique can be generalized to joins with more than two tables. For an N-way join, it is possible to
achieve a very high degree of parallelism (P1 * P2 * ... * Pn), where Pi is the parallelism degree for scanning the
(i)th table.

Parallel aggregates are processed in two steps. First, multiple threads compute the local aggregate concur-
rently, where each thread covers a portion of the data. Second, the local aggregate results are merged to produce
the global result.

Although the second step has to be serialized, it should not constitute a bottleneck as the cardinality of aggre-
gate is typically low, relative to the size of raw data. The first step would have already reduced the size of data
significantly, and the second step needs only to merge a small number of groups.
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During the execution of a query, there is frequently a need to store intermediate results in a temporary work
table. It is normally followed by a sort of the work table, either to eliminate the duplicates or to arrange the data
in some sorted order. ASE 11.5 supports partitioned work table to facilitate parallel insertion into it. The number
of partitions for a work table corresponds to the parallelism degree of the query. In addition, the work table can
be sorted in parallel as well.

While parallel query processing could significantly reduce the response time of a query, it also increases the
resource consumption. ASE 11.5 is designed to operate in a multi-user, mixed work load environment. There
are a number of mechanisms to prevent a single user (or application) from monopolizing the server resource:

� The server administrator can set up a limit on the amount of resources a user (or application) can consume
per query. This limit cannot be violated whether the query is processed in parallel or not. Suppose the
resource limit is L, and a query is processed in parallel by 10 threads. The parallel execution does not
automatically increase the limit to 10*L. Instead, the total resource consumption of all 10 threads cannot
exceed L.

� The server administrator can specify a set of engines that a user (or application) can run. It is possible to set
aside a subset of the engines for OLTP applications, while the rest of the engines can be used by decision
support applications. A complex query in a decision support application may be processed in parallel and
consume a lot of resources. But it cannot prevent other OLTP applications from being serviced.

3 Parallel Database Consistency Checker (DBCC)

Providing data integrity is a prime function of a database management system. In order to provide the integrity
of critical data, it is necessary to ensure the integrity of the on-disk database structures. It is expensive in time
and money to diagnose and repair a single on-disk corruption after observing symptoms from application failure.
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Database consistency checking software can provide the required confidence in the database integrity. How-
ever, the cost of consistency checking is so high that it becomes impractical. As a result, either confidence in the
database integrity is compromised, or extraordinary lengths are taken to maintain the desired level of confidence.
For example, one may generate a copy of the database solely for the purpose of consistency checking, or one may
employ periodic restructuring of the data to refresh the on-disk structures.

ASE/11.5 introduces a new consistency check that addresses the problem of ensuring database integrity in
a VLDB environment. The new parallel dbcc typically scales linearly with the system aggregate throughput,
combines many of the checks of the five current functions, does not lock tables or indexes for extended periods,
and locates and reports errors accurately despite concurrent update activity. It also separates the three objectives
of report generation, checking, and repairing. This provides for custom reporting and evaluation, and quick,
minimally intrusive repairs. Recording dbcc activity and results within the server provides new capabilities such
as trend analysis, and a new source of accurate diagnostic information for support.

A practical consistency check must perform well, and it not sufficient for the operation to scale with the
database size. The time available for performing the operation does not increase significantly as the size of the
database expands to the VLDB range. Consequently, the consistency check must be able to apply the full ag-
gregate system capacity to execute in the absolute minimum time. Parallel dbcc employs CPU parallelism, data
caching, IO queuing, IO parallelism, device modeling, and load leveling to minimize the execution time.

The ASE 11.5 worker thread manager enables dbcc to subdivide the checks to be performed and execute each
of the subdivisions in parallel. Parallel dbcc uses the available knowledge of data placement relative to the de-
vices, table fragmentation, data cache availability, and the performance and interaction between logical devices
to determine the best subdivision of checks. Dbcc then optimizes the parallel work assignment for minimal ex-
ecution time with minimal resource usage. Dbcc itself determines the optimal level of parallelism to use. The
result is a consistency check that can use the full system capacity.

A practical consistency check must avoid repeatedly visiting the same disk pages. The many consistency
checks require correlating information stored in widely dispersed disk locations. These checks need to be re-
structured so that they can be effectively performed in a single pass over the database. Parallel dbcc uses a special
form of table, called a workspace, to permit these checks to be performed in a single pass over the database.

A practical consistency check must have consistent and repeatable performance. Generally there will be a
fixed window of time in which the check can be executed, and large or unpredictable variations in performance
can not be tolerated. Parallel dbcc always performs a single pass over the entire database, and it carefully sched-
ules and optimizes the sequence of checks. This insures that performance is not sensitive to uncontrollable factors
such as table sizes, or table fragmentation. Performance is very consistent and repeatable.

A practical consistency check should also be executable online with minimal impact on applications sharing
the database server. Parallel dbcc achieves this by using dedicated resources, and by using unique ”order from
chaos” checking strategies. Parallel dbcc does not block concurrent activity, not even activities such as reindex-
ing, bulk load, or create and drop table. Parallel dbcc is designed to have the capacity to use the entire system
capacity. However, parallel dbcc’s usage of worker threads (processes?) and data cache is configurable so that
the impact on the concurrent activity can be reduced. In addition, the ASE/11.5 Application Queues feature can
be used to lower the priority of parallel dbcc, or restrict it to execute on a fraction of the CPUs in a SMP server.

A consistency check is an ideal place to gather information about disk usage, and the placement of tables and
indexes. In the past this has led to voluminous reports that need to be post-processed to extract the desired infor-
mation, including such basic information as the number and density of faults discovered. Parallel dbcc remedies
this situation, by recording all it’s results in a management database. You can then use the full power of the SQL
language with that data. Storing the results in a database enables dbcc to record much more detail It also allows
one to investigate how the database is changing over time, and to provide a historical analysis of detected faults.

Supplied with parallel dbcc are a set of basic reports for presenting the parallel dbcc configuration parameters,
detected faults, table and index placement, and the dbcc activity log. Also supplied as a set of stored procedures
to aid in configuring the parallel dbcc configuration parameters, and managing the dbcc database.
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4 Parallel IO : Asynchronous Pre-Fetch

Traditional disk and buffer cache management are reactive; disk accesses are initiated and buffers are allocated
in response to applications demands for data. The following things make proactive I/O management desirable
and possible:

1. under utilization of storage parallelism

2. growing importance of data access performance

3. ability of I/O-intensive applications to offer hints about their future I/O demands.

Storage parallelism is increasingly available in disk arrays and striping device drivers. These hardware and
software arrays promise the I/O throughput needed to balance ever-faster CPUs by distributing the data of a single
disk over many disk arms. Trivially, parallel I/O workloads benefit immediately; very large accesses benefit from
parallel transfer, and multiple concurrent accesses benefit from independent disk actuators.

Unfortunately, many I/O workloads are not at all parallel, but instead of consist of serial streams of non-
sequential accesses. In such workloads, the service time of most disks accesses is dominated by seek and ro-
tational latencies. Moreover, these workloads access one disk at a time while idling the other disk in an array.
Disk arrays, by themselves, do not improve I/O performance for these workloads any more than multiprocessors
improve the performance of single-threaded programs.

Pre-fetching strategies are needed to ”parallelize” these workloads. The second factor encouraging Parallel
IO is that ever-faster CPUs are processing data more quickly and encouraging the use of even-larger data objects.
Unless cache miss ratios decrease in proportion to processor performance, the overall system performance will
increasingly depend on I/O- subsystem performance. The problem is especially acute for read-intensive applica-
tions.

Access patterns for many applications are predictable. This predictability can be used directly by the applica-
tion to initiate asynchronous I/O accesses. This sort of explicit pre-fetching may sometimes cripple the resource
management. First, the extent to which an application needs to pre-fetch depends on the throughput requirements
of the application. Second, asynchronously pre-fetched data may eject useful data from the data cache. We will
discuss how this management is done.

LOOK-AHEAD SET

We have enhanced certain access methods and utilities in SQL Server, in such a way a task will be able to guess
with reasonable confidence the set of pages that it will access in the near future. We denote this set as the current
’look-ahead’ set. This prediction is not required to be exact. It is not an error to include a page in the look-ahead
set and never access it or to exclude a page that is accessed from the look-ahead set. But the efficiency of Parallel
IO is positively correlated to the accuracy of this predication.

There are two major components in the current implementation of Parallel IO: (1)Governor and (2)policies
like recovery, non-clustered index scans and sequential scans.

PARALLEL IO GOVERNOR

The main purpose of the Parallel IO Governor is to have basic asynchronous read infrastructure. The Governor
eliminates duplicate IO requests on behalf of multiple users or multiple APF policies for one user. This frees the
code that implements the APF policies to be liberal in issuing APF calls.

Parallel IO is on by default. Parallel IO is controlled by limiting the number of pre-fetched pages in each
buffer pool. This limit can be expressed as a percentage of the size of the buffer pool. The Governor also ensures
that the system never exceeds configuration limits.

41



PARALLEL IO POLICIES

Recovery

Recovery scans the log sequentially to determine the last log page. We use Parallel IO at this stage to do some
speculative pre-fetch to bring all the pages belonging to the log to cache. Since the log page chain is most likely
to be sequential in nature, we expect the speculative pre-fetch to be really effective.

For each complete transaction, the Parallel IO look-ahead scan issues a Parallel IO request for the page refer-
enced by every log record. Not all log records generate Parallel IO requests, since a Parallel IO request is only a
hint and not a directive. In particular, log records corresponding to infrequent operations are not pre-fetched to re-
duce implementation effort. Initial results show more than 10 times performance improvement during recovery,
in some cases.

Non-clustered index scan

In the case of non-clustered index scan where the query is not covered by the index, the access methods com-
pute the list of qualifying rowid’s from the leaf level of the non-clustered index. The Parallel IO policy for non-
clustered index scan uses the set of pages referenced in these rowid’s as the look-ahead set(hint) and issues Par-
allel IO requests on the corresponding pages. In addition, scanning of the leaf-level of the index can itself benefit
from Parallel IO. However, we consider that a special case of Parallel IO policy for Sequential Scans.

Sequential Scans (Uses Speculative Pre-fetch)

Sequential scans of page chains are involved in (1)table scans (2)joins that scan the inner table in ascending order
of the join index and (3)clustered index scan (for the leaf level data pages).

Tables are stored in pages that are chained in a linked list. Thus, any look-ahead set of size greater than one
must involve some speculation. The Parallel IO policy for sequential scans computes the look-ahead set every
time the page chain moves from one allocation unit to another. (There is one allocation page every 256 pages). It
adapts to crooked page chains by maintaining statistics on the physical reads and hops between allocation units
seen by the current scan. The purpose of this adaptation is to compute a large look-ahead set when there is no
fragmentation and compute a small look-ahead set when there is fragmentation.

PARALLEL IO CHARACTERISTICS

Parallel IO is on by default. Parallel IO is controlled by limiting the number of pre-fetched pages in each buffer
pool. This limit can be expressed as a percentage of the size of the buffer pool. Execution does not depend on the
completion of pre-fetch, since it is only a hint. Parallel IO will increase the number of buffer manager operations.
The efficiency of Parallel IO is positively correlated to the accuracy in the prediction of the look-ahead set. A
too-aggressive Parallel IO policy may cause an overload. This will be detected by the Parallel IO governor. On
the other hand, an Parallel IO policy that does not issue Parallel IO requests far enough in advance will end up
blocking on completion of physical reads. Parallel IO is intended to be self-tuning.

APF improves performance whether or not the IO system is saturated. When the IO system is saturated, APF
can batch IO requests and minimize disk head seeks. When the IO system is not saturated, APF can drive multiple
disks concurrently.

5 Summary

Sybase Adaptive Server Enterprise 11.5 release includes a number of parallel features. We have described parallel
query, parallel DBCC and parallel recovery in this paper. These parallel features work in the SMP environment.

42



They share the worker thread manager and asynchronous pre-fetch, which are implemented as common software
components.
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CALL FOR NOMINATIONS

TECHNICAL COMMITTEE ON
 DATA ENGINEERING (TCDE)

The Technical Committee on Data Engineering (TCDE) is holding an election for Chair in
September 1997.  The current Chair, Rakesh Agrawal, has completed his term.  In preparation
for the election, TCDE is conducting a call for nominations for the position.  After nominations
are received, a ballot will be sent to all TCDE members to vote for the next TC chair, based on
the slate of candidates.  Candidates will be asked to submit a brief biography and position
statement (up to one page in length) for inclusion with the election ballot.

CALL FOR NOMINATIONS
Term: 1998-2000

Please list those colleagues who you wish to nominate to run for the position of TC Chair for
TCDE.  (Those running for TC Chair must be members of the Computer Society.) Please provide
a contact number for us to reach them.  You may nominate yourself.

NAME PHONE/EMAIL
1. ______________________________ ____________________
2. ______________________________ ____________________
3. ______________________________ ____________________

Your Name:_______________________________ Phone:_________________________
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Please email or mail your nomination to arrive by August 30, 1997 to:
Prof. Amit P. Sheth

[TCDE Election Committee Chair]

LSDIS Lab, University of Georgia
415 GSRC, Athens GA 30602-7404

e-mail: amit@cs.uga.edu, http://lsdis.cs.uga.edu/~amit

RETURN BY AUGUST 30, 1997
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Conference History
For 23 years, VLDB has served the database community as its major truly international
conference all over the world. Each year the conference is held in a different location.
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India (1996), Zurich, Switzerland (1995), Santiago, Chile (1994), Dublin, Ireland
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From an arena where just research results are presented, VLDB has evolved to a forum
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continue and strengthen this trend.
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discuss current issues in database technology.

The VLDB conferences offer a lot to everyone in the area of databases, including
practitioners, implementors, researchers, and students. The tutorials are of particular
interest to practitioners and students.

Conference Location
VLDB '97 will be held near Athens, Greece, a place equally famous for its historical
attraction, beautiful landscape and weather, lively database community, and hospitality.
This is the first time that VLDB comes to a European country in the South East
Mediterranean region - the cross-roads of Western and Eastern Europe, Middle-East
and Africa.  The conference will serve as a catalyst for the development and
dissemination of database technology in this region and will also offer inroads into new
markets in Eastern Europe and the Middle-East.

Registration Information
7KH FRQIHUHQFH IHH is US$ 450 (regular, after Aug. 1, 1997), US$ 400 (regular, before Aug. 1,
1997), and US$ 225 (student).  )RU UHJXODU SDUWLFLSDQWV� WKH IHH LQFOXGHV� DGPLVVLRQ WR DOO
FRQIHUHQFH VHVVLRQV� LQFOXGLQJ DOO WXWRULDOV� FRQIHUHQFH SURFHHGLQJV DQG WXWRULDO QRWHV�

FRQIHUHQFH EDQTXHW� DQG OXQFKes and coffee breaksRQ DOO GD\V�  7KH UHGXFHG VWXGHQW IHH
GRHV QRW LQFOXGH WKH FRQIHUHQFH EDQTXHW�

Hotel Information
The conference hotel is Astir Hotel, one of the most famous hotels in the Athens area.  Room
rates are approximately US$ 140 for a single room and US$ 160 for a double.  In other nearby
hotels, prices are between US$ 90 and US $130 depending on the type of room.

The gods, who, as they say, never left Athens, are waiting for you in
Greece!!

More detailed information about the conference as well as registration forms,
KRWHO UHVHUYDWLRQ IRUPV DQG WUDYHO LQIRUPDWLRQ ZLOO EH DYDLODEOH VRRQ WKURXJK WKH
FRQIHUHQFH KRPH SDJH�
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