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Letter from the Editor

Document retrieval deals with the capture, storage, and retrieval of natural language texts, which could

range from short bibliographic records to full text documents. Document retrieval has been investigated
for over three decades, but its application has thus far been limited to library systems. The proliferation of

PCs, workstations, online databases, and hypertext systems has presented new challenges and opportunities
to this research area. Researches in this area not only are of interest to large-scale systems such as library

systems and news databases but have profound impacts on the way we manage our personal, day-to-day,
daa

The special issue has assembled eight papers examining various aspects of this important topic.

The first paper, by Salton, describes the SMART system, which is perhaps one of the most thoroughly
studied document retrieval system so far, and discusses the potential of knowledge bases in document

retrieval. He then describes a simple term weight strategy for the analysis of local document structures.

Smith’s paper discusses the expertise required for an effective search and describes a knowledge-based

system, called EP-X, which can help the users to refine their queries.

Croft gives an overview of the research being conducted in his research group at the University of

Massachusetts, covering a wide range of research from text representation, to retrieval model, to user

modeling and interface. The main concern of the research is the effectiveness of the retheval.

The next paper, by Faloutsos, addresses the other end of the search problem — how to efficiently search

a large number of documents. The paper is focused on one particular text access technique, namely, the

signature file. Variants of the signature file technique are presented and analyzed.

Along the same line, Stanfihl describes a parallel retrieval system based on the signature file. The

system runs on a Connection Machine and implements a simple document ranking and relevance feedback

strategy. He provides justifications for the use of large-scale parallel systems for document retrieval.

Hollaar discusses his experience in the design and development of the partitioned finite state automaton

(PFSA). He describes a prototype based on the PFSA concept and discusses the needs and potentials of

special-purpose pattern matchers in light of the rapidly lowering costs of general-purpose processors.

McGill and Dillon describe several major projects being conducted in OCLC. The projects include

research prototypes as well as field experiments. One of the concerns in their research is the conversion

of paper documents to an electronic form and to provide real services to a large user community.

Last but not least, Lee and Woelk describe their work in integrating text management capability in

the object-oriented database ORION developed at MCC. They describe the class hierarchy for organizing
textual objects and the search capability of the system.

I would like to thank the authors for accepting my invitation to contribute to this special issue. Many
of them have to make time from their busy schedules in order to meet our deadline. The suggestions from

Dr. Won Kim, the Editor-in-Chief, were crucial in making my task as enjoyable as it was. I hope this

special issue will bring this important subject to a wider audience and you will find the articles stimulating
and interesting.

Dilc L. Lee

Ohio State University
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Full Text Information Processing Using
the Smart System

Gerard Salton *

Abstract

The Smart information retrieval project was started in 1961. During the past
30 years methods have been developed for the automatic term assignment to

natural-language texts (automatic indexing), automatic document clustering,
collection searching, and the automatic reformulation of search queries using
relevance feedback. Many of these procedures have been incorporated into prac
tical retrieval settings.

Although there is no hope of solving the content analysis problem for natural-
language texts completely satisfactorily, the possibility of automatically analyz
ing very large text samples offers new approaches for automatic text processing
and information retrieval. Some methods for the massive analysis of natural
language text are outlined together with applications in information retrieval.

1 The Vector Processing System

Conventional information retrieval systems are based on Boolean query formu
lations where keywords are used together with connecting Boolean operators.
By constructing large so-called inverted indexes that contain for each allowable
keyword the lists of addresses of all documents indexed by that keyword, it is
possible to determine the set of documents corresponding to a given Boolean
query formulation from the information stored directly in the index. This im
plies that rapid responses can be provided in a conventional retrieval setting
using standard Boolean processing methods.

The conventional Boolean search system does, however suffer from a number
of serious disadvantages: First, the Boolean logic remains inaccessible to many

Department of Computer Science, Cornell University, Ithaca, NY 14853-7501. This study
was supported in part by the National Science Foundation under grant 1ST 84-02735.
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untrained users, so that query formulations and user-system interactions must

be delegated by the end user to trained search intermediaries; second, the con

ventional Boolean logic does not accommodate weighted terms used as part of
the query formulations; third, the output produced by a Boolean search is not

ranked in any decreasing order of presumed usefulness; finally, the size of the

output produced by Boolean searches is difficult to control by untrained per

sonnel. Typically, a search could retrieve far more documents than the user can

tolerate, or too few items might be retrieved to satisfy the user needs. In any

case, the unranked retrieved materials are difficult to utilize in an interactive

environment.

Various solutions have been proposed, including in particular the introduc

tion of new retrieval models not based on the Boolean paradigm. The best

known of the alternative retrieval models is the vector processing system 1,2].
In vector processing, both the querries and the documents are represented by
sets, or vectors, of terms. Given two term vectors Q = (q~, q~, ..., q~) and

13~ = (d11,d12,...,djg) representing respectively query Q and document D1, it

is easy to compute a vector similarity measure such as, for example, the cosine

coefficient as follows:

~ qkdIk

Sim(Q,D1)= k1
. (I)

(qk)2• ~ (di~)~

In expression (1), q~ and dk represent the weight or importance of term k

in query Q and document D, respectively, and a total of t different terms are

potentially assigned to each text item. (In the vector system, a positive term

weight is used for terms that are present, and a zero weight represents a term

that is absent from a particular item.)
In vector processing, variable coefficients are used to represent the similarity

between queries and documents, and the documents can be arranged for the

user in decreasing order of the corresponding query-document similarities. The

output ranking helps the user in dealing with the retrieved materials, because

the more important items are seen by the user early in a search. Furthermore,
an iterative search strategy, known as relevance feedback, is easily implemented
where the query statements are automatically improved following an initial re

trieval step, by incorporating into the query terms from previously retrieved

relevant documents. Effectively this moves the query in the direction of p :e

viously retrieved relevant items, and additional relevant items may then be

retrieved in the next search iteration. The vector processing model is useful

also for generating clustered file organizations where documents represented by
similar term vectors are placed in the same groups, or clusters.

Another possibility for refining the conventional Boolean retrieval system

3



consists in introducing extended, relaxed interpretations of the Boolean oper
ations. In that case, processing systems intermediate between the ordinary
Boolean system and the vector processing system are obtained that accommo

date term weights for both queries and documents and furnish ranked retrieval

output, as well as much improved retrieval effectiveness. 3]

2 Dictionaries and Knowledge Bases

In the vector processing system, both documents and queries are transformed

into sets of keywords, sometimes composed of words or word stems occurring
in the corresponding document or query texts. The assumption is that no rela

tionship exists between the terms assigned to each particular text item. In fact,
of course, it is difficult to maintain that sets of individual terms extracted from

query and document texts properly represent text content. For this reason, var

ious refinements have been proposed for content analysis, normally consisting
in the introduction of complex text identifiers, such as term phrases, and the

addition of relationship indicators between. terms. One possibility consists in

using the term descriptions contained in machine-readable dictionaries and the

sauruses to help in term phrase formation. The thesaurus information may be

used to disambiguate the meaning of terms and to generate groups of similar,
or related, terms by identifying relationships using the contexts provided by the

dictionary entries.

Several attempts have been made to extract useful inforthation from machine-

readable dictionaries, and the experience indicates that some term relationships
are relatively easy to obtain: notably certain synonym relations that are often

explicitly identified in the dictionary, and hierarchical, taxonomic relations be

tween terms that are identifiable following analysis of the dictionary definitions.

4] On the other hand, many complications also arise:

• many terms carry several defining statements in the dictionary, and the

definition actually applicable in a given case may not be easily found;

• the printed definition may be difficult to parse, in which case the meaning
of the defining statement may remain obscure;

• the relationships between different defining statements may be hard to

assess.

Overall the accuracy of interpretation of dictionary definitions determined

by Fox and coworkers varied between 60 and 77 percent, and several accept
able analyses were frequently generated for a given dictionary definition. 4]
These results show that dictionary information is not easily incorporated into

automatic text analysis systems.
An alternative solution to the text-indexing and retrieval problem is provided

by the use of so-called knowledge bases that accurately reflect the structure and
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the relationships valid in a given area of discourse. 5] Given such a knowl

edge base, the content of the various information items can be related to the

content of the corresponding knowledge base in order to generate valid content

representations. Typical knowledge bases describe the entities and concepts of
interest in a given area of discourse, as well as the attributes characterizing these

entities, and the relationships — hierarchical or otherwise — that exist between

entities. In addition, knowledge bases often include systems of rules used to

control the operations performed with the stored knowledge.
When a knowledge base is available, representing a particular subject area,

the following extended retrieval strategies can be used:

a) The available search requests and document texts are transformed

into formal representations similar to those used in the knowledge
base.

b) Fuzzy matching operations are performed to compare the formal

representations of search requests and document surrogates.

c) Answers to the requests are constructed by using information pro
vided in the knowledge base if the degree of match between the for

mal representations of queries and documents is sufficiently great.

Unfortunately, very little is known about the design of knowledge-bases that

are valid in open-ended areas of discourse of the kind found in most document

collections. In fact, the indications are that the know-how needed to analyze
even somewhat specialized documents is vast, and that a good deal of context is

needed to interpret document content. This context cannot be expected to be

specified in restricted knowledge bases. The knowledge-base approach remains

to prove itself in information retrieval environments.

3 Massive Text Analysis

Modern theories of text analysis indicate that ultimately the meaning of words

in natural language texts depend on the contexts and circumstances in which the

words are used, rather than on preconceived dictionary definitions. 6,7] This

suggests that the very large text samples that are now available in machine-

readable form should be analyzed to determine the importance of the words

in the contexts in which they occur. One way in which this might be done is

to take large text samples, such as for example sets of books, which are then

broken down into individual local documents (book paragraphs). The impor
tance of individual text units (terms and phrases) occuring in the texts might
be computable by comparing the local occurrence characterictics in individual

book paragraphs with the global characteristics in the complete text collection.

In the Smart system, the following characteristics of term value have been

used. 8,9]
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a) The number of occurrences of a term in a given local environment
(a local book paragraph); formally tf,,~ is the term frequency (tf) of
term k in local document i.

b) The number of local documents (paragraphs) n~ in which term k

occurs; if there are N local documents in the complete collection,
the so-called inverse document frequency (idf) factor is computed as

logN/n~ this factor provides high values for terms assigned to only a

few local documents, and low values for terms occurring everywhere
in the collection.

c) The length of the local documents as a function of the number and

weights of terms assigned to local documents.

A particular coefficient of term value for term k in document i may then be
computed as

tfik.log (N/nk)
w~ =

(tf~. N /~k )2
(2)

all terms

k

The w,k weight is known as the if x idf (term frequency times inverse doc
ument frequency) weight. This coefficient provides high values for terms that
occur frequently in individual local documents, but rarely on the outside.

Because the idf factors change as the context changes, the same term may
receive quite different term values depending on the context taken into account
in computing term values. Consider, as an example, the local document of

Fig. 1, representing two paragraphs of chapter 5 of reference 10]. A standard

indexing system can be applied to the text of Fig. 1(a), consisting of the deletion
from the text of certain common function words included on a special list, the
removal of suffixes from the remaining text words, and finally the assignment of
term weights using the (if x idfl term weighting formula of expression (2). 1J
When the terms are arranged in decreasing term weighting order, the output
of Fig. 1(b) and 1(c) is obtained, where the ten best terms are listed in two

different text contexts. In each case, a computer-assigned concept number is
shown in Fig. 1 for each term together with the (if x idf) weight and the

corresponding word stem.

In Fig. 1(b) the terms are weighted using the local context of chapter 5 of

10] only, whereas the global book context is used in Fig. 1(c). This implies
that in Fig. 1(b) the term occurrence measurements cover only the 67 local
documents of chapter 5, whereas all 1104 local documents for the complete
book are used in Fig. 1(c). It is clear that the indexing assignments of Figs.
1(b) and 1(c) are very different. For example, the term “compress” is absent
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from the output of Fig. 1(b) because in chapter 5 all local documents deal
with text compression; this means that in the context of chapter 5, “compress”
is a high-frequency word with a low inverse document frequency (idf) factor,
and hence a low overall weight. In other word, a term like “compression” is
not a good term capable of distinguishing the text of Fig. 1(a) from the other
local documents of chapter 5. “Compression” is, however, a very good term in
the global book context — the second best, in fact, on the list of Fig. 1(c) —
because the overall collection frequency of “compression” is kw.

Using the term weighting assignment of expression (2), each local document
can then be represented as a term vector D = (w11, w,2, ..., ~ and the cosine

similarity function of expression (1) can be used to obtain global similarity
measures between pairs of local documents.

A length normalization component is included in the term weighting formula
of expression (2) to insure that all documents are considered equally important
for retrieval purposes. Without the normalization factor, longer documents with

more terms would produce higher similarity measures than shorter documents,
leading to a greater retrieval likelihood for the longer documents.

The term weighting and contextual document indexing methods described
earlier can also be applied to short local documents, such as individual doc

ument sentences, leading to the computation of sentence similarity measures.

When the formulas of expression (1) and (2) are used for sentence indexing,
many short sentences consisting of only 2 or 3 words, including especially sec

tion headings and figure tables, will produce very large similarities. In these

circumstances, it is better to use a term weighting system based only on the

individual term frequencies in the local context (that is, WIk = ifIk). When the

sentences are represented by term frequencies, that is, S~ = (if,1, tfi2, ..., if,~) a

useful sentence similarity measure may be obtained as:

Sim (S1,S~)= min(tfjk,tfjk) (3)

matching
termsk

One may expect that documents that include sentences with large pairwise
sentence similarities in addition to exhibiting large global document similarities

may cover similar subject matter with a high degree of certainty.
The text analysis and document comparison methods described in this note,

are usable to obtain representations of the local and global structure of doc

ument content. The procedures may also help in obtaining answers to search

requests in the form of linked structures of local documents. 11]
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Chapter 5 Text Compression
The usefulness and efficiency of text-processing systems can often be improved greatly by con

verting normal natural-language text representations into a new form better adapted to computer

manipulation. For example, storage space and processing time are saved in many applications by
using short document abstracts, or summaries, instead of full document texts. Alternatively, the

texts can be stored and processed in encrypted form, rather than the usual format, to preserve the

secrecy of the content.

.1 255

One obvious factor usable in text transformations is the redundancy built into normal natural-

language representation. By eliminating redundancies — a method known as text compression — it

is often possible to reduce text sizes considerably without any loss of text content. Compression
was especially attractive in earlier years, when computers of restricted size and capability were used

to manipulate text. Today large disk arrays are usually available, but using short texts and small

dictionary sizes saves processing time in addition to storage space and still remains attractive

a) Local Document Consisting of Two Paragraphs from Chapter 5 of 10]

3521 0.26873 text 437 0.36273 text

3936 0.23112 save 7652 0.24997 compress

4318 0.22514 stor 8796 0.24397 attract

2655 0.21177 attract 879 0.22654 save

1957 0.21177 docu 3930 0.22654 redund

2546 0.19675 manipul 3259 0.22539 size

1313 0.19117 size 7612 0.17827 short

4300 0.18448 natur 4611 0.16270 natur

47 0.17410 redund 6264 0.16135 stor

3586 0.17157 process 4855 0.15250 spac

b) Ten Best Terms in Local c) Ten Best Terms in Global

Context of Chapter 5 (67 docs.) Book Context (1104 docs.)

Figure 1: Local Document Indexing
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Document Retrieval: Expertise in

Identifying Relevant Documents

Philip J. Smith

Cognitive Systems Engineering Laboratory
The Ohio State University

210 Baker Systems, 1971 Neil Avenue

Columbus, OH 43210

Introduction

Advances in computer hardware, software and communications capabilities offer the potential to

revolutionize access to the information in published documents. It is realistic to start talking about

providing widespread computer access to the full text of documents. Equally important, it is

realistic to expect workstations that provide tools for exploring, annotating and storing this full

text. Thus, in theory these advances will provide a person with far greater access to the documents

that are relevant to her needs.

There are two potential pitfalls to this notion. The first is that the information seeker must first

identify the documents relevant to her interests before she can retrieve them. As research on

document retrieval has long made clear, this is not a trivial problem (Salton and McGffl, 1985).
The second potential pitfall is cost. Efforts to improve access to information (either in temis of the

quantity of information available or in terms of the ease or effectiveness of finding relevant

information) are not free. Someone must pay for the improved access.

This paper focuses on the first potential pitfall, the difficulty of fmding documents relevant to some

topic of interest. These difficulties will be highlighted by looking at studies of online search

intermediaries, and at efforts to capture the expertise of these intermediaries in the form of a

knowledge-based system. In terms of the second pitfall, cost, two points will be implicit in this

discussionS

1. It is not sufficient to simply provide access to increased quantities of information

(e.g., the full text of documents). Information seekers need help in finding the

relevant documents as well;
2. Computer systems that aid people in fmding relevant documents will not be cheap to

develop. Thus, for different application areas, we will need to carefully consider the

cost effectiveness of investing money in alternative methods for aiding people to find

relevant documents, as well as the costs and benefits of providing access to increased

quantities of information.

Background

For several decades, researchers and practitioners in information retrieval have sought to develop
methods to give people easy access to the world’s literature through the use of computers. A

number of the resultant methods have been developed commercially and have received widespread
usage. Included are the development of online library catalogs to retrieve bibliographic information

10



about published books and journals. Also included are bibliographic databases describing the
contents of individual journal articles.

Thiee primary methods have been used to identify documents in these bibliographic databases:

1. specification of a paiticular document in terms of its author or title;
2. use of character string matching techniques to find potentially relevant documents

based on words found in titles, abstracts or descriptive keyword lists;
3. retrieval based on citation links (retrieving a new document that is contained in the

reference list of an already retrieved document).

The use of such bibliographic databases often requires considerable expertise, particularly when
conducting subject searches. Part of this expertise involves clearly defining the subject or topic of

interest. Part of it involves translating this topic of interest into a query the computer can

understand. Finally, part of it concerns interacting with the computer itself, entering appropriate
commands. As a result, information seekers often need the assistance of a human intennediary to

make effective use of these databases (Marcus, 1983; Pollitt, 1987).

Considerable improvements can now be made in the design of the inteifaces to such computer
systems. The use of multiple-window displays and communication by direct manipulation
methods can help considerably to reduce the expertise needed to enter commands. Figure 1

provides an illustration of such a system. This is the screen displayed by a prototype system called
ELSA (Smith, 1989) that we have developed when the searcher wants to enter the author, title, etc.

for a specific book, journal or journal article.

These improvements in interface design, however, only solve the easy problems. The truly
difficult problems involve expertise in clearly defming a topic and expressing it in a form the

computer can understand. These problems are discussed further below.

Current Retrieval Methods

Using most current retrieval systems, subject searches are conducted by specifying combinations
of keyword strings. To search for a document on bioindicators for heavy metals, for instance, a

searcher might enter:

(Bioindic? or Accumul? or Bioaccumul?)
and (Heavy (w) Metal# or Mercur? or Lead or Cadmium).

Several types of expertise are involved in generating such queries. First, there is the “art” of using
logical operators. One expert we studied gave us an illustration of a rule she used in selecting
logical operators:

I] narrow according to what the patron wants.... I start with AND because that is the
least restrictive of proximities . . . .

Least restrictive is AND, then LINK, then the A

operator, then the W operator is most restrictive.”

Additional expertise is involved identifying appropriate terms to include in the query. This
involves generating synonyms or near-synonyms (e.g., radioactive and radioisotope) and terms for

11
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specific cases of a general concept (e.g., lakes, rivers and streams as specific types of natural
bodies of water), as well as removing ambiguities.

The above forms of expertise assume the searcher knows the specific topic she is interested in,
that she simply needs to express this topic in a form the computer can deal with. Often this is not
the case, however. Often, the searcher needs to learn more about the topic as she conducts the

search, so that she can more clearly defme and refine her topic.

In several studies of human search intermediaries (Smith and Chignell, 1984; Smith, Krawczak,
Shute and Chignell, 1985; Smith, Krawczak, Shute and Chignell, 1987; Smith, Shute, Chignell
and Krawczak, 1989; Smith, Shute, Galdes and Chignell, 1989), we have found that these
intermediaries play a very active role in this learning process. These intermediaries actively
suggested topic refmements to information seekers, such as changing:

“control of acid rain in the United States”

to:

“prevention of nitrogen and sulfur oxides as air pollutants in the United States.”

Indeed, generation of such topic refmement suggestions appeared to be one of the primary
functions of such intermediaries. In a study of one intermediary, for instance, she generated a total

of 361 such suggestions over the course of 17 searches (for 17 different information seekers).

Tvøes of Comouter Aids

A variety of solutions have been proposed to replace the expertise of these human intermediaries.
Some solutions propose alternatives to the use of logical operators based on statistical word
associations or term weightings (Dumais, Furnas, Landauer, Deerwester and Harshman, 1988;
Giuliano, 1963; Salton, 1968; Tong and Shapiro, 1985). Others center on the use of thesauri to

assist in identifying appropriate terms (Pollitt, 1987; Rada and Martin, 1987). Finally, some

solutions focus on the development of semantically-based search techniques, with the

representation of document contents and search requests in terms of meaning (Monarch and

Carbonell, 1987; Vickery, 1987).

The capabilities of such computer aids vary tremendously. Our own work, focusing on

semantically-based search techniques, serves to demonstrate some of the functions that suáh

systems could serve. Illustrations are given below.

Semantically-Based Search

We have been developing a knowledge-based system to assist searchers. This system, EP-X

(Environmental Pollution eXpert), helps information seekers by:

1. Translating a searcher’s list of keyword phrases into a natural language topic
statement;

2. Identifying ambiguities in the intending meaning of the searcher’s entry;
3. Automatically including specific cases (e.g., DDT or malathion) in the search when

the searcher enters a general concept (e.g. pesticides);
4. Actively helping the searcher to explore a topic area in order to learn about it and to

refine her topic.
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To accomplish these functions, EP-X uses frames and hierarchically-defined semantic primitives to

represent domain knowledge and document contents (Smith, Shute, Chignell and Krawczak, 1989;
Smith, Shute, Galdes and Chignell, 1989). Figure 2 gives an example of an interaction with EP

x.

More specifically, EP-X uses a repertoire of knowledge-based search tactics to generate

suggestions for alternative topics. These suggestions can help the searcher to broaden, narrow or

re-define her topic.

EP-X, their, serves to emphasize some of the areas where information seekers need help. EP-X

also illustrates one approach to meeting these needs.

Conclusion

Our research, then, suggests that it is not enough to provide easy access to greater quantities of

information. Effective direct end-user searching will not suddenly result from simply providing
access to the full-text of documents, or from the use of multiple-window displays and improved
command languages. While these are valuable improvements, they only address some of the needs

of information seekers.

In particular, the greatest needs are likely to continue to concern the difficulties people have in

defining and expressing their topics of interest. These difficulties arise in part because many
searchers do not really have a clear idea of what they are looking for. They need to learn more
about the subject as they are searching, so that they can formulate a topic. Difficulties also arise

because of the subtleties of expressing a topic in a form that the computer can understand.

Thus, as we begin to invest in the next generation of document retrieval systems, we must be sure

we understand the real needs of information seekers. Based on this understanding, we can then

begin to assess the most cost-effective solutions. These solutions may furthermore vaiy from one

application area to another. What is clear, however, is that it is not enough to simply provide
access to greater quantities of information.
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KEYWORD LIST

Your keyword list currently consists of

the following:
BIOINDICATION

PESTICIDES

MOLLUSKS

Th~TERPRETATION

18 documents are available on the use of

mollusks as bioindicators for pesticides.

SUGGESTIONS FOR

BROAD~N1NG

104 documents are available on the use of

clams, fish, fungi, insects or mosses as

bioindicators for pesticides. Thus, you will add

86 documents to your set if you broaden

mollusks to include these other bioindicators

for pesticides.

Do you want to:

1 BROADEN your topic as suggested above

FIgure 2. Knowledge-based use of the tactic PARALLEL

(from Smith, Shute, Galdes and Chlgnefl, 1989).
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Towards Intelligent Information Retrieval:

An Overview of JR Research at U.Mass.

W.B. Croft

Computer and Information Science Department
University of Massachusetts, Amherst, MA 01003

1 Introduction

Information Retrieval (IR) has been studied for some time and quite a lot is known about

how to build systems that provide effective, efficient access to large amounts of text. There

are still, however, many unanswered questions about the fundamental nature of the text

retrieval process and the limits of performance of IR systems. Statistical JR systems are

efficient, domain-independent, and achieve reasonable levels of retrieval effectiveness, as

measured by the usual criteria of recall and precision (Van Rijsbergen, 1979; Salton and

McGill, 1983; Belkin and Croft, 1987). The major question that is being addressed by many
researchers currently is whether significantly better effectiveness can be obtained though
the use of “inteffigent” IR techniques. This covers a wide variety of techniques which can

perhaps be best described by a list of the issues that must be addressed in building an

intelligent LB. system:

Text Representation: The primary issue in an JR system is the choice of a represen

tation of text. This representation is used by the system to determine which text

passages satisfy an information need. Despite many years of experimental studies,
little is understood about the limitations of different types of representations and the

characteristics of text that determine relevance. It is known that simple represen

tations can perform surprisingly well, but we do not know whether more complex

representations, such as those produced by natural language processing techniques,
could improve performance significantly or even if it is possible to achieve significant

improvements.

Retrieval Models: A retrieval model is a formal description of the retrieval process in

a text-based system. The search strategies that are used to rank text documents

or passages in response to a particular query are based on a retrieval model. Much

research has been done on statistical retrieval models and a lot is known about effective

ranking strategies and techniques such as relevance feedback. All of these models,

however, are based on a limited view of the retrieval process and, in particular, the

types of text representation available. More complex text representations that make

use of domain knowledge will need retrieval models that emphasize inference and

evidential reasoning.

User Modeling and Interfaces: In order to perform well, a text-based system must be

able to acquire an accurate representation of a user’s information need. There is
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evidence that there are generic classes of information needs and goals, but it has

not been demonstrated that this knowledge can be combined with representations of

individual needs to improve performance. We also do not know much about the user’s

mental model of text retrieval and what we do know has rarely been used to design
and evaluate interfaces for acquiring the information need and displaying results.

Evaluation: In terms of designing a system, this may appear to be a secondary issue. In

order for our knowledge of information retrieval to progress, however, evaluation is

perhaps the most critical issue. It is essential that evaluation methodology and the test

collections that are used for experimental studies keep pace with the techniques that

they are being used to evaluate. The limitations of recall and precision are well-known

and have been described many times. It is not clear, however, that there are better

measures. Factors that need to be taken into consideration are the highly interactive

nature of the proposed text-based systems, the lack of exhaustive relevance judgments,
the complexity of the systems, and the impact of the interface on performance.

In the rest of the paper, we describe research on these topics that is underway in

the Information Retrieval Laboratory at the University of Massachusetts.

2 Representation of Text

Much of our research addresses the question of whether complex representations of text

can achieve better levels of retrieval effectiveness than simple representations. This is a

fundamental question and one that is crucial to the development of intelligent retrieval

systems. To make this issue more specific, we have to define what we mean by a complex
and a simple representation. This is not easy to do; it is, however, easy to define the

baselines for simple representations. The simplest representation of text is the text itself;
this is the basis of full text systems. Although this representation requires no effort to

produce, it is hard to design systems that can produce effective results from it. In systems
that use statistical techniques, the basic representation is produced by removing common

words and counting occurrences of word stems. This representation is combined with a word

or index term weighting scheme based on the within-document term frequency (tf) and the

collection frequency (idf). We shall refer to this representation and weighting scheme as

simple statistical. It has been difficult to show that any other representation, regardless of

its complexity, is more effective than simple statistical (Sparck Jones, 1974; Salton, 1986).
The major categories of complex representations being studied are:

• Enhanced Statistical vs. Simple Statistical: A variety of statistical techniques
are known for enhancing the simple statistical representations. The most important
techniques appear to be statistical phrases (Fagan, 1987) and statistical thesaurus

classes (Sparck Jones, 1974; Van Rijsbergen, 1979; Salton, 1986). We have devel

oped probabilistic models that make use of enhanced representations and this work is

continuing (Croft, 1983,1986).
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