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Letter from the Editor

The term “natural language” has certainly generated controversy in the database area.

Even taking aside the staunch supporters and opponents of natural language as an interface to

databases, we have seen waves of praise, hope, and promise, followed by disappointments
and condemnations.

I believe that the relationship between natural language and databases is now in calmer

seas- we are seeing an upswing of interest in natural language and much research activity.
This new interest may be explained by three recent developments: (1) the technical improve.
ments of natural language systems following knowledge base technology, (2) the considera

tion of natural language not on’y in isolation as a query language but also in combination

with other forms of interfaces (e.g., menus), and (3) the commercialization of natural

language - always a strong indicator of research interest.

This issue of DBE is on Natural Language and Databases. It investigates not only
natural language as a query language, but also free-text analysis and mapping of text into

databases. A large number of research projects and development efforts using natural

language in conjunction with databases are currently under way in North America and

Europe. The goal of this issue is to collect and present some representative work from both

continents, from both industry and academia, and for both natural language processing and

natural language system evaluation.

The first article, Databases and Natural Language Processing by Zenon Pylyshyn and

Richard Kittredge, introduces the topic and points to the major research projects. This article

is followed by descriptions of two systems which are in advanced development stages. First,
Paul Martin et al describe the project TEAM at SRI International (TEAM: An Experimental
Transportable Natural Language Interface), a state-of-the-art natural language query system.
Second, Hubert Lehmann et al present the USL project at IBM Heidelberg (A Multilingual
Interface to Databases), a research effort that uses a more global definition of natural

language (not only English!). The latter system has been the subject of extensive empirical
evaluations, the results of which are summarized in the article by Matthias Jarke et al

(Evaluation and Assessment of a Domain-Independert Natural Language Query System). Map
ping English text in technical domains (e.g., medicine) into a database for further processing
is the topic of the article by Naomi Sager et al (Modeling Natural Language Data for Automatic

Creation of a Database from Free-Text Input). To put things into perspective, limitations of

current natural language systems, as well as two suggestions for future research directions to

overcome some of these limitations, are given in Alternatives to the Use of Natural Language
in Interfacing to Databases, by Zenon Pylyshyn. One of these research directions is exempli
fied by the last article of the issue (Menu-Based Natural Language Interfaces to Databases) by
Craig Thompson.

I wish to thank all the authors of this DBE issue for accepting my invitation, for the

time they devoted to produce quality contribudon~, and for meeting all deadlines with no

complaints.

Yannis Vassiliou

July 1985.



Databases and Natural Language Processing

Zenon W. Pylyshyn, University of Western Ontario, London, Canada

Richard I. Kittredge, Universite de Montreal, Montreal, Canada

Progress In the computer analysis of natural language (NL) text offers a number of promising

new directions In database design. For example, the use of unrestricted NL queries to

interrogate databases offers an attractive option to artificial query languages or menus

especially for nontechnical users. Recent successes in developing such “front- ends” to

databases represent an Important commercial application of NL processing. Other potential

applications are also briefly examined, Including automatic text analysis for indexing,

abstracting and formatting of textual Information. Several accomplishments and shortcomings

of this technology are sketched.

1. General Introduction

Databases for general office, management and consumer use, present special

problems both in terms of challenging computer science techniques for dealing efficiently

with large databases and in terms of the design of user interfaces. Because such

databases are intended to be used by nontechnical people it is crucial that accessing

these databases be convenient and natural, or at least easy to learn. One of the largest

obstacles to the widespread acceptance of consumer and management databases Is the

resistance of the average user to the relatively cumbersome method of access, or at least

to the perceived rigidity of the Interface between the user and the stored information.

In this overview we will consider some actual and potential contributions of Artificial

Intelligence technologies to the alleviation of some of these difficulties, with particular

regard to developments in natural language processing.

A slogan In the commercial use of artificial intelligence is that we must make the

machine know more about the user so that the user will need to know less about the

machine. This slogan highlights an Important general point, namely that if a user is to

continue to operate the way he or she normally would, then the machine will have to

adapt to that way. Since the usual way that we seek Information is by asking questions

in our native language, this implies that a natural language query system may be the

most natural way to access information. Furthermore, since a great deal of the

information that we need Is In the form of natural language text, the analysis of such

text could be an important component of database processing. Below we examine a

number of developments in the processing of natural language, with a view to its

relevance to database technology.

2. Natural Language as a Database Query Interface

W00D83] presents some persuasive arguments for the importance of natural

language as a communication channel between man and machine. They are based on

the observation that (1) People already know natural language, so they do not need to

bear the burden of learning an artificial language nor of remembering its conventions

over periods of disuse, and (2) UsIng a natural language spares the user from having to
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translate his requests from the form in which they presumably occur to him into a

restricted artificial form. These two reasons alone can be the bases of a major

justification for developing natural language interfaces. Even when users have the time

and patience to learn an artificial language, and even when they become experts In the

use of an artificial language, these two reasons remain Important. Even with

experienced users there arise occasions when they know what they want the machine to

do but cannot recall how to express it in the artificial language, or find It difficult to do

so, or attempt it and make errors. Furthermore, even in those cases where the user does

remember how to express the query in an artificial language, and can do so with little

error, the mismatch between the conceptual structure of a computer query system and a

human natural conceptualization of problems and intentions presents a serious problem

which leads users to prefer to consult with a human interlocutor -- even when that

course appears inefficient -- than deal with the conceptualization of the machine. This

is especially true when the data being interrogated are intrinsically natural language

data.

Woods argues that the fundamental difficulty with artificial query languages does

not lie in their superficial syntactic form, but in their underlying conceptual structure --

e.g. their failure to use devices such as anaphora, ellipses, metalinguistic references -- in

other words, just the sorts of constructions that typically make natural language

processing difficult. Many (e.g. HAYE81], COHE81] have also made similar points. As

a consequence, some have suggested that artificial languages or a restricted subset of

natural languages should preserve the Important conceptual properties of natural

language (e.g. HAYE81]).

The use of natural language to query databases is not without its problem,

however, especially if the language analysis system is lImited. Some difficulties with the

use of natural language and several alternative interface strategies are discussed in the

articles in this issue by Pylyshyn and by Thompson.

2.1. State of the Art

The use of natural language to interrogate databases has been one of the most

successful and most visible areas of application of artificial intelligence in recer~t y jars.

The commercial success of products such as INTELLECT, which is currently being

marketed by IBM (see ARTI81]; HARR77]), ENGLISH and Francais (Natural
Language front ends to the RAMIS II database, Marketed by Mathematica Products

Group), Themus (a Natural Language front end to the Oracle database system which

has a learning capability -- marketed by MBS) and products being developed for

personal computers by companies like Symantec, has made many people look to such

interface systems as a potential answer to the problem of allowing computer-naive

consumers access to large-scale databases.

Current natural language systems not only have the capability pf answering

complete self-contained grammatical questions, but In some cases can also understand

user inputs containing simple pronoun references to words in earlier queries, inputs with

misspelled words or minor grammatical errors, certain cases of ellipses (queries that are

incomplete and rely on reuse of words from a previous query -- e.g. How many grocery

stores are there? Hardware stores~?), and certain definitions Introduced by the user.

Current systems allow only limited updates of the database by the user in Interaction
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with the Natural Language system, incorporate only a very limited theory of the domain

of application, do not translate the query into a general logical form from which

inferences can be carried out, and in general are not capable of analysis at the level of

discourse pragmatics, which requires that the system maintain a model of the user’s

needs and intentions. HEND82] calls such systems ‘level 1’ systems.

While current ‘level 1’ systems are broader in the range of queries they can accept

than the research systems of 10 years ago (e.g. W00D72], W1N072]), most of them

are, in fact, based on grammatical and parsing ideas that differ little from those early

systems. Indeed, most of them use parsers based on the augmented recursive transition

network system developed by Woods, Kaplan and others (see W00D72]). They

accomplish their more impressive performance by narrowing their domain of application.

As well as using a separate grammatical module (a highly desirably architectural feature

which makes it easier to change and fine-tune the system to different applications), they

generally make heavy use of the lexicon in order to add a variety of tricks that apply In

limited domains. Such devices can be used, for example, In order to resolve certain types

of anaphoric reference as well as to eliminate certain potential ambiguities. In addition,

most of these systems require some customization for specific databases. This is the

case, for example, In the INTELLECT, which requires a customized module for mapping

entries in its lexicon directly onto data fields.

Even the best current commercial systems are poor at handling expressions with

two or more quantifiers (Does every shop supervisor earn more than any of the

craftsmen who works under him?). In addition, they do not contain a model of the

user. Some such model Is necessary to deal sensibly with a variety of queries -- for

example, in order to correctly handle questions which result In a null answer (e.g. if

asked Do union members earn more than non-union workers? when all workers in a

certain company are either unionized or none of them are, a system which had no

representation of what a user needed to know would simply provide the unilluminating

answer no).

Several substantial level 1 systems are in the advanced prototype state. Among

the better-known Ones are the following:

• The TQA system, under development at Yorktown Heights since the early 1970’s, has

undergone a constant evolution, but is still based on a transformational parser developed by

Petrick and Plath. During 1978-79 the system was given an extensive test by the White Plains

municipal office for querying their database on zoning and land use. Statistics collected during

that trial DAME81] showed that some 65% of the 800 queries to the system were correctly

parsed and answered. Users sometimes had to reformulate a query to stay Inside the artificial

limits of the system’s syntax and vocabulary (a typical problem for present query systems).

• The USL system at IBM-Heidelberg represents about the same degree of advancement as the

TQA system, although It uses a different parser and semantic approach. Its market advantage

lies in the fact that there exists a version for German as well as for English, Italian, French

and Spanish (see the article in this Issue).

• The ASK system is being developed at the California Institute of Technology THOM83] for

commercialization by Hewlett-Packard Corporation. ASK uses semantic networks to give a

simple knowledge representation of the database domain. In addition to rapid parsing and

analysis, its features include a facility for tailoring an existing database to a particular user’s

‘Context’ through an interactive dialogue. This Includes the ability to add new definitions and

extend the database structure through dialogues.
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The only large scale working systems are level 1. Many research systems contain

significant improvements over commercial level 1 systems, and there are also fragments

of level 2 desIgns In various stages of development. These will be mentioned briefly in

section 4. Below we discuss some applications of developments in natural language

processing for other than providing a natural language query capability.

3. Natural Language for Updating and Maintaining a

Database

A major problem arises in natural language ‘updates’ to databases. Even though

natural language is not necessarily the most convenient medium for bulk data entry, it Is

important to have some facility for making limited changes. At the very least, one wants

to be able to add or modify individual facts. But unless very carefully controlled, natural

language updates are potentially dangerous. The potential ambiguity of update

commands may not be obvious to the user, and allow damage to data which is hard to

undo.

In addition to such on-line updating capabilities, a major area of research involves

the preparation of natural language text for inclusion in a database. This requires the

analysis of extended text to extract its meaning so that efficient database techniques and

indexing methods can be applied. Systems which analyze extended text usually cannot

be interactive, since the author of the text may not be on-line. In any case, the

demands of high volume processing normally make Interaction prohibitive. Because of

this, extended text systems must usually be richer in linguistic detail, since there is no

‘second chance’ to rephrase the input.

One of the most significant advances in text analysis over the past decade has been

the refinement of techniques for mapping texts from specialized subject areas into

‘information formats’, which are tabular representations of the data contaIned in the

texts. These ‘informatting’ techniques have grown out of work done at New York

University (e.g., SAGE78I) which has concentrated on scientific and technical writing in

medicine and related fields. This work has several applications for information science.

One of the most important ones is in creating a database from full text.

For example, HIRS82] report on the conversion of hospital discharge summaries,

written by an attending physician in telegraphic style, into a relational database. This

access to information contained in the text opens up a new source of medical data for

statistical analysis. GRIS78] also reports on the use of such techniques for query

systems, where the query can be processed into semantic form using the same techniques

(more details of this work are given in the article by Chi et. al. in this issue). Central to

this approach is a detailed linguistic study of the particular technical ‘sublanguage’.

Although a number of experiments have been carried out on converting

subIanguage~ texts~to Information-formats~-t~his~technlque appears~to~ be-~at least~ a few

years from substantial commercial application, at least for complex medical texts. The

reason for this is that while a large percentage of sentences in a typical report can be

mapped into a structured format, not all sentences can be formatted. In part, this is

due to the fact that even technical reports will typically contain material which lies

outside the particular subianguage for which the system was specialized (e.g., remarks

on the personal history of the patient and his family in a hospital record). Because of
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this one needs a much larger grammar and lexicon, perhaps one that begins to approach

that of the language as a whole.

One of the more ambitious goals In the area of text analysis, and one that could

potentially have a large impact on database design, Is automatic abstracting. Much of

the work on this problem was carried out a number of years ago, and hence does not use

state-of-the-art techniques. However, there are several recent revivals of interest, which

approach the problem from quite different perspectives. One Is some recent work at the

U.S. Naval Research Laboratories on the automatic dissemination and summarization of

telegraphic messages concerning malfunctioning electronic equipment on board ships at

sea. A system has constructed a system which uses the NYU string parser and

sublanguage techniques to convert paragraph-length messages Into information formats.

Format entries are analyzed for revealing combinations of semantic classes, leading to

the choice of one entry (the equivalent of a sIngle proposition) which best summarizes

the whole paragraph. The NRL team has built a prototype system which successfully

produces single-sentence summaries for many of the simpler paragraphs, though Its

performance is at present very limited. It appears that much more research is needed on

the linguistic problems of telegraphic sublanguages.

Another approach to abstracting, is the work on summarizing news reports,

carried out by R. Schank and a number of his former students from Yale (e.g.,

DEJO7Q]. They have used ‘sketchy scripts’ to represent the structure of stereotypical

events and their subevents. The hierarchical structure of scripts allows a summarization

(on the topmost level) of a story which has been ‘understood’ (I.e., matched) according

to the script representation. This approach has only been applied in very limited

domains at present and its generalizability to less restricted text is open to debate. One

interesting recent application of these ideas is the NOMAD system at the University of

California at Irvine GRAN83]. NOMAD is designed to analyze telegraphic ship-to-shore

messages In ‘command and control’ situations. The system uses script-based

expectations to interpret messages and paraphrase them Into full standard English.

Specific ‘syntactic’ patterns of the sublanguage are also used. This system is still in the

early experimental stage.

4. Research Issues. in Natural Language Analysis
Level 1 systems can sometimes be improved in a number of ways without requiring

representation of very large amounts of general knowledge of the domain and the user --

as would be required for higher level systems. For example, one of the most promising

techniques for allowing natural language interfaces to be transported to new database

domains (with their associated differences in input vocabulary) is to have the system

acquire this linguistic information during a dialogue with a database administrator who

has no knowledge of computational linguistics. The TEAM system at SRI GROS83]
(see also the description in this issue) has an acquisition component which queries the

database administrator about the data types to automatically set up a grammar and

dictionary usable by the interface component. Another Improvement, still in the

research stage, Is a faculty for providing ‘concise responses’, so that instead of answering

a question like “Who drives a company car?” with a list of people (an extensional

reply), the system would give a more meaningful response (the Intenslonal reply) such as:

“The president and the vice- presidents”.
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Current operational systems do not employ either an explicit, detailed

representation .of the knowledge associated with the application domain, or a model of

the user’s goals, state of knowledge, and limitations. EHEND82] have called systems

with extensive explicit domain knowledge ‘level 2’ systems and systems with a detailed

model of the user (in addition) ‘level 3’ systems. A good deal of direct research is taking

place on modelling such systems or on the underlying problems of representing the

linguistic and extralinguistic knowledge which they require.

A number of experimental systems which Incorporate level 2 capabIlities are now

under construction. Representative of these are the IRUS system from BBN

the KNOBS system PAZZ83] under development at MITRE Corporation,

and the HAN’I-ANS system from Hamburg. KNOBS makes use of several knowledge

sources during the processing of a query, including scripts with stereotypical knowledge

of the particular domain and inferencing rules for explicating information which is

missing from the user’s input. Within the context of the problem domain (an expert

system providing consultant services to an Air Force tactical air mission planner),
KNOBS illustrates the feasibility of integrating several different kinds of knowledge-

based processing in a natural language interface. The HAM-ANS system, being

developed at the University of Hamburg, also uses several different knowledge sources.

It is an attempt to design a “core” natural language interface to three different

background systems: an expert system, a vision system, and a database system

HOEP83].

Some preliminary attempts are being made to integrate a (partial) model of the

user into natural language interfaces to query systems. A project at the University of

California at Berkeley is aimed at building a consultant (‘UC’) for the UNIX operating

system. In particular, UC provides an analysis of the user’s goals during interaction

with the system, employing rules (‘frames’) of considerable generality. For an overview

of UC, see WILE82].

A good deal of research is being conducted at several major American centers on

knowledge representation and discourse pragmatics, with the specific intention of

extending the performance of natural language interfaces. For example, the University

of Pennsylvania Is carrying out a study of Flexible Communication with Knowledge

Bases, with a strong emphasis on discourse pragmatics. One of the features of this

research will be to acquire an integrated view of both linguistic and visual

communication with databases. This requires a representation of certain types of

knowledge which will interface with both linguistic structures and with two and three-

dimensional images. This research has also emphasized the recognition of various kinds

of user misconceptions on the basis of rules for goal-oriented linguistic behavior.

Despite the acknowledged commercial successes of level 1 systems, and the

encouraging research on level 2 systems, there are reasons for thinking that In the short

and perhaps even medium term (5-10 years), Natural Language systems may not be the

best solution for making consumer- databases widely- -available- a-nd~convIvia1.- -Problems

of interpreting queries have only been solved in an ad hoc way for very narrow

relational databases, and the customization of such natural language query systems to

new subject areas (new databases) represents a serious investment of time and effort,

assuming it is possible at all. A large number of problems have to be solved before such

systems can be considered useful for the general consumer, many of which have to do

with low-level problems associated with the use of the keyboard. The tedium of typing
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suggests the importance of allowing abbreviations (and even automatic word-

completions), providing rapid on-line spelling correction, dictionary maintenance

(including facilities for defining new macro-expansions based on function keys and

special keyboard aids) as well as helpful on-line syntax checking, ambiguity reduction

and other help facilities. The resistance to the use of keyboards also emphasizes the

importance of exploring other possible modes of input, including speech and pointing
devices.

In addition, as we have already suggested, development of the sort of natural

language system that would be truly useful raises a host of deep problems that are

currently under Investigation -- such as that of assigning anaphoric reference to general

terms and pronouns, interpreting fragmentary and ungrammatIcal queries, recovering

the presuppositions of questions, determining the meaning and scope of quantifiers (such
as “some”, “most”, “none”, “all”) and negation, and Interpreting indirect “speech acts”

(such as “I need to know...”) or metalinguistic assertions (such as “No, I meant the most

recent figures,” as a response to the data reported when the system was asked for trends

In the price of certain commodities.)

4.1. Location of Natural Language research

Most of the long-term frontier research In natural language processing is being

carried out in large research laboratories specIalizing in Artificial Intelligence. These

include laboratories universities such as Pennsylvania, Stanford, Carnegie-Mellon, MIT,

New York or Yale in the USA; Marseille, Hamburg, or Edinburgh in Europe.; or

Toronto, Simon Frazer, Montreal or Western Ontario In Canada. The smaller

Institutions typically specialize in particular problems associated with natural language

processing (for example, the Canadian universities tend to focus on problems of

knowledge representation). Among nonacademic institutions, significant research in

natural language processing is being carried out at SRI International, Bolt Berenek and

Newman, Bell Laboratories, Xerox, IBM and Hewlett-Packard. One of the largest and

most ambitious basic research projects is being pursued at the Center for the Study of

Information and Language, a consortium of research laboratories centered at Stanford.

A considerable amount of work has also been done on the natural language problems

implicit in machine translation (e.g. the TAUM project at the Universite de Montreal,

the Eurotra project being carried out by the European Economic Community, or the

machine translation projects in Japan).
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TEAM: An Experimental

Transportable Natural-Language Interface

By Paul Martin, Douglaa E. Appdt,Barbara J. Grosz, Fernando Pereira

Artificial Intelligence Center

SRI International

ABSTRACT

This paper is a brief description of TEAM, a project whose goal was to design an experimental

natural-language interface that could be transported to existing database systems by people who

already possessed expertise in their use. In presenting this overview, we have concentrated on those

design aspects that were most constrained by the requirements of transportability.

1 A Functional Description

A natural-language interface (NLI) to a computer database provides users with the capability of

obtaining information stored in the database by querying the system in a natural language (e.g.,
English). The use of natural languages as a means of communication with computer systems

allows users to frame a question or a statement in the way they think about the information being
discussed, thereby freeing them from the need to know how the computer stores or processes the

information. However, most existing NLI systems have been designed specifically to treat queries
that are constrained in three ways: (1) they concern a single application domain; (2) they pertain
to information in a single database; (3) they handle only a single task, namely, database query.’
Constructing a system for a new domain or database requires a new effort almost equal to the

original one in magnitude.

Transportable NLIs that can easily be adapted to new domains or databases are potentially
much more useful than domain- or database-specific systems. However, because many of the tech

niques already developed for custom-built systems preclude automatic adaptation of the systems

to new domains, the construction of transportable systems poses a number of technical and theo

retical problems. In describing the transportable NLI system called TEAM (Transportable English
database Access Medium), that was the focus and objective of a four-year project, this article em

phasizes those choices in system design imposed by the requirement of transportability.2 For some

problems, the design decisions incorporated in TEAM are generally applicable to a wider range of

natural-language processing systems; for others, we were forced to take a more limited approach.

1.1 Transportability

One of the major challenges faced in building NLIs is to provide the information needed by the

system to bridge the gap between the way the user thinks about the domain of discourse and the way

the computer handles the information it possesses about the domain. Existing databases employ

‘This constraint is more limiting in many ways than the other two. For example, queries are typically treated

largely in isolation; very few features of dialogue are handled. Since this remains a constraint in TEAM it will not

be discussed further in this article.

2Space limitations have compelled us to omit many of the specific problems faced in this research; for a fuller

treatment, please see the journal article tGros85I.
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different representational conventions, many of which favor storage efficiency over perspicuity. For

example, one might encode geographic information about mountain peaks in Switzerland as part

of a file of information about the mountain peaks of the world, identifying them with a “SWZ”

in a COUNTRY field, or using a SWISS? feature field for which a “Y” indicates that a peak is

in Switzerland and an “N” indicates it is not. Or the information might reside in a separate file

on Switzerland, or one on Swiss mountain peaks. The kinds of queries a user might pose—for

example “What is the highest Swiss peak?” “Are there any peaks in Switzerland higher than Mt.

Whitney?” “Where is the Jungfrau?” —are equally appropriate for all the aforementioned encodings
and the inputs to the NLI (an English query) remain unchanged. The output (commands to a

database system), however, will be quite different. One of the main functions of the NLI is to make

the necessary transformations, thus insulating the user from the particularities of the database

structure.

To provide this insulation and to bridge the gap between the user’s view and the system’s
structures requires a combination of domain-specific and general information. In particular, the

system must have a model of the subject matter of the application domain. Included in this model

will be information about the objects in the domain, their properties and relationships, and the

words and phrases used to refer to each. Finally, the system must know the connection between

entities in that model and the information in the database. A major challenge in constructing

transportable systems is to provide a means for easy acquisition of domain-specific information.

TEAM is one of several recent attempts to build transportable systems (some of which are

described elsewhere in this issue.) Different approaches to transportable systems reflect diverse

conceptions of the kinds of skills and knowledge that might be required of those who will be doing
the adaptations (in particular, whether they must have expertise in natural-language processing),
and what parts of the system might change (in particular, whether the database can be restructured

to fit the requirements of the N LI).
A major hypothesis underlying TEAM may be stated as follows: if an NLI is constructed in

a sufficiently well-principled manner, the information needed to adapt it to a new database (and
its corresponding domain) can be acquired from users who have general expertise about computer

systems and the given database, but who do not have any special knowledge about natural-language
processing or this NLI.

In testing this hypothesis, we also assumed (for both theoretical and practical reasons) that

the database could not be restructured. Theoretically, it is the most conservative choice we could

have made; it imposed general solutions upon certain issues of system design, because we could not

restructure the data to alleviate problems of natural-language processing. Such restructuring can

often bring about a closer match between the way information is stored and the way it is referred

to in NL expressions. For instance, in the previous example, a database structure that includes

the SWISS? feature field is more difficult to handle in a general manner than one that uses the

COUNTRY field encoding. From a practical standpoint, the choice reflected our desire to provide
techniques adequate to handle existing databases, some of which are quite large and complex, hence

fairly difficult to restructure.

1.2 Using TEAM

The TEAM system is designed to iñteract ‘with two kinds of users: a database èzpert(DBE) and

an end user. The DBE engages in an acquisition dialogue with TEAM to provide the information

needed to adapt the system to a new database, and, when desired, to expand its capabilities in

answering questions about a database (e.g., by adding new verbs or synonyms for existing words).
Once a DBE has provided TEAM with the information it needs about a database and domain, any
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Aconcagua Argentina 23,080 N

Annapurna Nepal 26,504 N

Chimborazo Ecuador 20,702 V

NA~ cOtIdIRY POP

Brussels BelgIum 1,050,787

Buenos Aires Argentina 6,925,000

Canberra AustralIa 210,600

Figure 1: Sample Database

number of end users can use the system to query the database.

The TEAM system thus has two major modes: acquisition and question-answering. The ac

quisition dialogue with the DBE is oriented around the database structure. it is a menu-driven

interaction through which the DBE provides information about the files and fields in the database,3
the conceptual content they encode and how they encode it, and the words and phrases used to

refer to these concepts. Hence the DBE must know about the particular database structure and

the subject domain its information covers, but he does not need to know how TEAM works or any

special language-processing terminology.
The question-answering system consists of two major components: (1) the DIALOGIC sys

tem GrosS2] for mapping natural-language expressions onto formal logical representations of their

meanings; (2) a schema translator that transforms these representations into statements of a

database query language. DIALOGIC and the schema translator require both domain-specific and

domain-independent information. The requisite domain-independent information is part of the core

TEAM system; the domain-specific information is obtained by the acquisition component.

1.3 A Sample Database

We will use the database shown schematically in Figure ito help illustrate various aspects of TEAM.

This database comprises four files (or, relations) of geographic data. The first file, WORLDC, has five

fields—NAME, CONTINENT, CAPITAL, AREA and POP; respectively, they specify the continent,
capital, area, and population for each country in the world. Various mountains in the world are

represented in the second file, named PEAK, along with their country, height, and an indication

as to whether they are volcanic. The third file, named CONT, shows the hemisphere, area, and

population of the continents. The fourth file, BCITY, contains the country and population of some

of the larger cities of the world. Because several files may have fields with the same names, TEAM

prefixes file names to field names to form unique identifiers (e.g., WORLDC-NAME, PEAK-NAME,
CONT-POP, BCITY-POP); we will do likewise in our discussion.

TEAM distinguishes among three different kinds of fields: feature, arithmetic, and symbolic.
Feature fields contain true/false values indicating whether or not some attribute is a property of the

file subject. PEAK-VOL and CONT-HEMI are feature fields. Arithmetic fields contain numeric values

on which computations (e.g., averaging) can be performed WORLDC-AREA and PEAK-HEIGHT are

examples of arithmetic fields. Let us note, however, that a field containing social security numbers

8TEAM currently assumes a relational database with a numl~er of files. No difficult language-processing problems
would result from conversion to other models.

BC IT Y
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would be treated more naturally as a symbolic field than as an arithmetic field, because it is unlikely
that any arithmetic computations would be done on such numbers. Symbolic fields typically contain

values that correspond to nouns or adjectives denoting the subtypes of the domain denoted by the

field. WORLDC-NAME and PEAK-COUNTRY are examples.
More information can be gleaned from a database than simply what the individual files contain.

For instance, the continent on which a peak is located can be derived from the country in which

it is located and the continent of the country. Likewise, the hemisphere in which a country is

located can be determined from the continent on which the country is located and the hemisphere
of that continent. TEAM allows the DBE to specify virtual relations that convey such additional

information.

2 The TEAM System Architecture

The design of TEAM reflects several constraints imposed by the demand for transportability; our

discussion will emphasize those aspects of the design. The need to decouple the representation of

what a user means by a query from the procedure for obtaining that information from the database

obviously affected the choice of system components. In addition, the need to separate the domain-

dependent knowledge to be acquired for each new database from the domain-independent parts of

the system influenced the design of the particular data structures (or “knowledge sources”) selected

for encoding the information used by these components.

Figure 2 illustrates the major processes of TEAM, the various sources of knowledge they use,

and the flow of language-processing tasks from the analysis of an English sentence to the generation
of a database query. The rectangular boxes represent the processes, and the ovals to their right,
the various knowledge sources. The acquisition box on the right points to those knowledge sources

that are augmented through interaction with the DBE. All other modules and knowledge sources

are built into TEAM and remain unchanged during acquisition.
In this section we will look at the TEAM system from several angles. To begin, we will sketch

the overall flow of processing during question-answering, describing the various processes involved

in transforming an English query into a formal database query. Because the particular logical form
(LF) TEAM uses to encode the meaning of a query plays a crucial role in mediating between the

way queries are posed and the way information is obtained from the database, it affects the design
of several components of the system. We then look in somewhat more detail at the data structures

that encode domain-specific information. Finally, we discuss the overall strategy used for acquiring
information about specific domains and databases.

2.1 Flow of Control

The flow of control during TEAM’s translation of a natural-language query into a formal query

to the database is illustrated as the path on the left side of Figure 2, from top to bottom. The

transformation takes place in two major steps: first, a representation of the literal meaning of the

query, or logical form, is constructed; second, this logical form is transformed into a database query.

The translation into logical form is performed by the DIALOGIC system, which comprises the

following -components, shown surrounded- by the~dotted~ box in Figure 2: the DIAMOND parser,

the DIAGRAM grammar, the lexicon, semantic-interpretation functions, basic pragmatic functions,
and procedures for determining the scope of quantifiers.

Since a description of DIALOGIC is provided elsewhere GrosS2], let us discuss here only those

aspects of the system that were influenced by the development of TEAM. Two central data structures

in DIALOGIC that are affected by TEAM’s acquisition process are described: the lexicon and
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