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Letter from the Chief-Editor

This issue is about expert systems and database systems. As the issue

focuses on a topic which straddles two different disciplines, it has

turned into the most voluminous issue in the history of Database Engineer
ing. An expert system is generally defined to be a computer program which

uses explicitly represented knowledge and inference procedures to solve

problems in some specific domain which have traditionally depended on

human experts. As I suspect many of the readers of Database Engineering

may not be familiar with expert systems3 I wanted this issue to first of

all serve as a brief introduction to expert systems and then to indicate

how database systems may be made more intelligent by either connecting
them with expert systems or by augmenting them with some expert system

techniques.
The first three papers are intended to introduce some fundamental

aspects of expert (knowledge-based) systems. The “Short Introduction to

Expert Systems” by Clifford, Jarke and Vassiliou provides an overview of

the architecture of expert systems and outlines directions of current

research. In “Knowledge Engineering and Fifth Generation Computers,”
Furukawa and Fuchi, leaders of Japan’s 5th generation computer project,

provide a rationale for their choosing a Prolog-based logic programming

language as the basis of the next generation of computer systems and then

give an overview of the Fifth Generation Computer project in Japan. Par

saye gives a brief introduction to the Prolog language and indicates the

relationship between Prolog and relational databases in “Logic Program

ming and Relational Databases.”

The next three papers were selected to provide some concrete examples
of expert systems, including two of the best-known expert systems current

ly in use, Ri and Prospector. ~IcDermott, in “The Knowledge Engineering
Process,” first discusses the steps involved in constructing expert sys

tems and then relates them to the Ri computer configuration assistant sys

tem. In “A Review of the Prospector Project,” Reiter provides a summary

of the outstanding features of the Prospector geological exploration
assistant system and discusses what has been learned from the project.
An Orthodontic Case Study Instruction System Based on a Relational Data

base System,” by Kanamori, Sugawara, and Masunaga, describes an

instructional system which, due to the domain of expertise it addresses,
does not have the conventional inference capabilities. This is a

non-invited paper.

The question of how database systems may be made more intelligent is

addressed in the next four papers. Vassiiiou, Jarke, and Clifford outline

a research project in expert systems and describes some architectural

alternatives in bridging expert systems with database systems. In “Basic

Decisions about Linking an Expert System with a DBMS: A Case Study,”
Lafue cautions that the choice of an implementation language for expert

systems depends on applications and that sometimes it may be better to

extend expert systems into database management systems. Then

Stonebraker, Woodfill and Andersen describe how an existing relational

database system may be made more intelligent by incorporating a rules sys

tem. Another proposal for making database systems more intelligent is to

make use of the semantic knowledge about the data. The results of this

line of research are summarized in “Applications of Artificial Intelli

gence in the Knowledge-Based Management Systems Project” by Wiederhoid,

Hilton, and Sagalowicz.
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It has been a pleasure to work with the authors who contributed to this

issue. The cooperation I have received from them, who I realize are hor

rendously busy, has been truly gratifying. I owe special thanks to Dr.

Adrian Walker, Prof. Yannis Vassiliou, Prof. Gio Wiederhold, and Prof.

Michael Stonebraker for providing me with leads to the authors who con

tributed papers to this issue.

Our publication schedule for 1984 is as follows. Don Batory will open

1984 with an issue on Statistical Databases. Randy Ka~z will follow with

an issue on Engineering Design Databases. Then Dave Reiner will do an

issue on Operating System support for Database Systems.

Won Kim

October, 1983

San Jose, Calif.
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A SHORT INTRODUCTION TO EXPERT SYSTEMS

Jim Clifford, Matthias Jarke, and Yannis Vassiliou

Computer Applications and Information Systems •Area

Graduate School of Business Administration

New York University

It is a generally accepted view among researchers in Artificial

Intelligence that the 1980’s will witness a tremendous upsurge in the

number of successful applications of Al expertise to real-world

systems. High on the list of the technologies that are expected to be

applied in the marketplace are expert, or knowledge-based, systems.
The formation of a number of expert system companies, often in close

collaboration with major academic Al research centers, attests to the

growing belief in the economic viability of this technology transfer.

Although there is yet to be developed a formal theory of what

constitutes an expert system, there are some general features that can

be identified.

An expert system (ES), by definition, is a computer system which

attempts to act like a human expert in some limited application
domain. For decades people have certainly been building computer
systems that have attempted to be expert in their field of application
-- no one has purposefully (unless maliciously) built a system that

was intended to bungle its job! There are perhaps two aspects to an

expert system that distinguish it from more traditional computer
systems: overall architecture, and method of development.

An expert system architecture consists of two interacting
components: a “knowledge base” and an “inference engine.” The

knowledge base contains all of the information that a human expert
would normally need to carry out the desired task. This knowledge
base itself is usually divided~ into two sub—components, the first

containing specific, or “ground” facts (e.g., “Mary Smith is 35 years

old”), and the second containing more general principles, rules, or

problem-solving heuristics (e.g., “If a person is single then that

person has no spouse”), which come from accumulated empirical
observations or technical knowledge of the domain. An important
feature of ES’s is that both of these knowledge bases are stored

declaratively in some assertion language, and not buried somewhere in

computer code. This means that the knowledge incorporated into the

system is easily accessed by the users, and potentially more easily
modified or extended. The second component in an ES is a general
purpose inference engine that is capable of making decisions from,
answering questions about, and determining the consequences implied by
the knowledge that is built into the system.
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The other unusual aspect of expert systems is the manner in which

they are constructed. The architecture of an ES in a way dictates the

often—quoted motto of ES researchers that “in the knowledge lies the

power.” What this slogan means is that the knowledge base component of

an ES contains all of the domain-specific information for the

application. In practice, because of the declarative nature of this

knowledge base, and the power of the Al languages that have been

developed for these systems, this has led to an Incremental approach
to ES development. Working in small teams of about 3 people,
consisting minimally of the domain expert, a programmer, and a

knowledge engineer, a small prototype ES is developed, usually in a

matter of 2 or 3 months. The system isthen successively refined in a

process of examining its behavior, comparing it to that of the human

expert, and correcting its reasoning processes by modifying Its

knowledge base. This process continues until the system performs at a

level of expertise that approximates that of the human expert. At

this point the system is ready for evaluation in the field. However,
just as a human expert never stops developing or expanding his/her

expertise, the ES is structured to facilitate continued growth and

expansion of its capabilities.

In this short paper, some basic aspects of the structure and

range of expert system applications are addressed, and directions of

current research are indicated. Other comprehensive references on the

subject are: Barr and Feigenbaum 1982, Buchanan 1981, Davis 1982,
Duda 1981, Gevarter 1982, Hart 1982, Hayes-Roth 1981, Hayes-Roth et

al 1983, Michie 1980, Nau 1983, Stefik et al 1982L

1.0 ARCHITECTURE OF EXPERT SYSTEMS

For a long time, artificial intelligence has concentrated on the

development of procedural techniques and representations such as

heuristic search methods and problem transformation techniques. These

have proven too general to solve real world problems in specific
domains. Therefore, the focus has shifted to the representation and

use of domain knowledge to guide search processes more efficiently.

The observation that human domain experts use domain knowledge as

well as meta-knowledge (knowledge about the scope of one’s knowledge
and knowledge about how to use one’s knowledge) efficiently has led to

the idea of extracting knowledge from a human expert into a knowledge
base The knowledge base is therefore at the heart of’ any expert
system. It is a storehouse of knowledge in the form of specific facts

and general rules, or in frames of reference that structure the

expert’s experience and expectations.

To exploit the knowledge, an inference engine is required that

relates a problem description to the stored knowledge in order to

analyze a certain situation (e.g., in medical diagnosis) or to

synthesize a solution for a specific problem (e.g., a computer
configuration). Such an inference engine can be a pattern matcher,
theorem prover, or network search mechanism customized for one expert
system, or it may exist already in the compiler of a corresponding
knowledge representation language such as OPS-5 Forgy 19801, Prolog
Kowaiski 1979], or EMYCIN van Melle 1979]). Even in the latter
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case, some additional control mechanism may be required to cut down

the number of inferences to be made.

The third major component of an expert system contains a number

of user interfaces for various purposes. The two most important seem

to be an interface for knowledge acquisition through which the expert
or an intermediary can insert, update, and check knowledge in the

knowledge base, and an interface through which end-users can get
consultation from the expert system. As a windfall profit, the stored

expertise can sometimes be made available to train new human experts.

2.0 KNOWLEDGE REPRESENTATION AND INFERENCE PROCEDURES

The knowledge base may require the description of facts about

specific objects, relationships, and activities; of classification

and generalization hierarchies; of general relationships between

object and activity classes; and of meta-knowledge about the scope,

importance, precision, and reliability of the stored knowledge. Just

as database research has developed multiple representations for

specific facts, many techniques exist to represent the more general

knowledge required for expert systems.

A “good” knowledge representation should support the tasks of

acquiring and retrieving knowledge as well as of reasoning. Factors

that have to be taken into account in evaluating knowledge
representations for these three tasks include:

1. the naturalness, uniformity, and understandability of the

represéntat ion;

2. the degree to which knowledge is explicit (declarative) or

embedded in procedural code;

3. the modularity and flexibility of the knowledge base;

11. the efficiency of knowledge retrieval and the heuristic power

of the inference procedure (heuristic power is defined as the

reduction of the search space achieved by a mechanism).

Below, four major knowledge representation techniques and their

related inference mechanisms will be briefly reviewed. A thorough
examination of knowledge representation is given in Mylopoulos 1980].

2.1 Production Rules

Rules Davis, Buchanan, and Shortliffe 19771 have been the most

popular form of knowledge representation in expert systems.
Chandrasekaran 1983] points out three interpretations of the function

of rules in expert systems. First is the interpretation of rules as a

programming language A rule typically has the form

if X then Y.

It can be used in computations in different ways. On one hand, In a
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data-driven or forward chaining approach, one can try to match a given
situation to the condition X in order to infer a possible action Y.

On the other hand, one can try to “prove” a hypothesis Y by
establishing the preconditions X through further analysis (backward

chaining). Combinations of both methods are also sometimes used.

Both approaches require a pattern matching process, perhaps
combined with unification (substitute constants or other variables for

variables in the pattern to be matched) to identify the applicable
rules in a given problem situation. If there is more than one of

those, one has to be selected for further processing first. Control

structures for rule application can be distinguished by their

flexibility of rule choice into irrevocable (“hill—climbing”) or

tentative, and by the sequence of analysis in depth-first with

backtracking or breadth—first with parallel graph search Nilsson

1980].

Secondly, rules can be used as description tools for

problem-solving heuristics, replacing a more formal analysis of the

problem. In this sense the rules are thought of as “rules of thumb,”

incomplete but very useful guides to make decisions that cut down the

size of the problem space being explored. These rules are input to an

expert system by the human expert, usually iteratively and perhaps by
means of an interactive program that guides and prompts the expert to

make this task easier, and perhaps does some limited consistency
checking.

Finally, rules have been proposed as in some sense a simulation

of the cognitive behavior of human experts. By this claim, rules are

not just a neat formalism to represent expert knowledge in a computer
but rather a model of actual human behavior.

A problem with rule-based techniques is the organization of the

stored knowledge in a way that permits efficient yet transparent
control over the search processes inside the knowledge base. There is

currently no satisfactory formal solution to this problem but a number

of ad-hoc programming tricks have been developed.

2.2 First-Order Logic

Precise knowledge can be stated as assertions over objects that

take the form of first-order predicates with functions and equality
Kowalski 1979]. Logic has the advantage of offering a sound and

complete set of inference rules. It is also purely declarative and

therefore allows multiple uses of the same piece of knowledge. For

inference purposes, predicates are usually transformed in a

quantifier-free normal form called clausal form.

As an illustration, Prolog’s McDermott 1980, van Emden and

Kowalski 1976] inference procedure is based on the resolution

principle Robinson 1965]. In order to prove a theorem in clausal

form, its negation is added to the set of knowledge clauses or

“axioms”. If the thus augmented conjunction of clauses can be shown

to be contradictory, the theorem has been proved.
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A major problem with general first-order logic as a knowledge

representation is again the difficulty to express control structures

that efficiently guide the use of a large knowledge base. To reduce

such problems, practical tools such as the logic programming language

Prolog use the subset of definite (Horn) clauses rather than full

first-order logic. Furthermore, these clauses are interpreted in a

procedural way similar to backward chaining in production rules,

leading to a more efficient search process while reducing somewhat the

generality of interpretation possible in a nonprocedural

interpretation.

2.3 Networks

Semantic networks Quillian 1968, Brachman 1979, Schubert 1976]
seem to be more popular in other Al applications (e.g., natural

language processing) than in expert systems. Nevertheless, a number

of expert systems rely on network formalisms, among them very large
systems such as INTERNIST Pople 19831, Prospector Hart et al 1979],
and SOPHIE Brown et al 1981]. Networks are a natural and efficient

way to organize knowledge. Nodes describe objects, concepts, or

situations whereas arcs define the relevant relationships. Reasoning
corresponds to network traversals along the arcs or to pattern
matching of problem descriptions and subnets. A large number of exact

and heuristic mechanisms exist for these tasks. The disadvantages of

this approach stem from the lack of formal semantics making
verification of the correctness of reasoning very difficult.

2.L~ Frames

Much knowledge is based on experience and expectations adapted
from previous situations and general concepts to a specific problem.
Frames Minsky 1977, Schank 1972, 1975, Bobrow 19771 provide a

structure to such experiential knowledge by offering so-called slots

which can be filled with type descriptions, default values, attached

procedures, etc. Frames are a very general and powerful
representation form. It may be difficult, however, to specify their

meaning precisely as well as to implement them efficiently.

2.5 Multiple Knowledge Representations

It should be clear by now that no one of the knowledge
representation methods is ideally suited for all tasks. In very

complex systems using many sources of knowledge simultaneously (e.g.,
speech recognition Erman et al. 1980]), the goal of uniformity may
have to be sacrificed in favor of exploiting the benefits of multiple
knowledge representations each tailored to a different subtask.

Similar to the interdisciplinary cooperation of several human experts,
the necessity of translating among knowledge representations becomes a

problem in such cases.

The need for translation also occurs when an expert system is

interfaced with other software systems, e.g. database management
systems.
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3.0 USER INTERFACES

There are at least three distinct modes of Interacting with the

expert systems that are now being developed: consultation, knowledge
acquisition, andtraining. Of course not every system allows these

three types of interaction, nor is this interaction always facilitated

by means of automated tools. Nevertheless the basic expert system
architecture that has emerged has shown itself to be capable of at

least these modes of interaction. In this section we will give a

brief overview of these three Interaction types.

3.1 Consultation

The primary mode of interaction is the consultation session,
wherein the expert system is used to solve the problem for which it

was constructed. There are really two forms that this interaction can

take. In the simplest case some member of the user community, not

necessarily the expert, presents a problem to the system and requests
that the system apply its expertise to generate a solution. Assuming
it is capable of understanding the problem statement and then of

solving the problem, the system responds to the user with the solution

and everyone is happy.

If the user is unhappy with the solution, uncertain as to its

validity, or desirous of an explanation of “why” or “how” the system
has reached its conclusion, the user can typically enter into a second

form of the consultation mode of use and request an explanation of the

steps that the system has followed to achieve the generated result.

In most cases this explanation takes the form of’ a formatted

presentation of the chain of rules that were activated by the

Inference engine in reaching the solution. This explanatory

capability is a major advantage over more conventional systems, and is

facilitated by the architectural feature of a clear separation between

the knowledge base and the Inference mechanism.

3.2 Knowledge Acquisition

A second form of interaction with the expert system is the

knowledge acquisition process, wherein the knowledge and heuristics

used by the human expert in the problem-solving task are transferred

Into the knowledge base of the expert system. This dialogue is the

least understood process in
-

the expert system paradigm. In most

systems this interaction is not automated, but rather is mediated by a

“knowledge engineer” Feigenbaum 19801 whose job it is to (a) pick the

brains of the human expert for the knowledge, principles, and

heuristics used to solve the problem at hand, and (b) translate this

communicated information into the form(s) required by the

representation language(s) within which the expert system is being

implemented.

There are very few guidelines available for how to facilitate

this process. It is generally recognized that this is a long and

tedious process, requiring good conceptual and communication skills,
considerable patience, and experience. Moreover, it is this knowledge

acquisition process which is iterative, continuing throughout not only
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the development of the system but during all of its useful life. On

the other hand, this is another touted advantage of expert systems
over conventionally engineered systems -— the ability to grow and

learn, thereby providing the opportunity to continually improve
performance. While this expandability is certainly enhanced by the

isolation of the knowledge base, it is clearly not always a simple
task to expand the limits of a system’s expertise.

Much research is currently being devoted to techniques for at

least partially automating the knowledge-acquisition process. Such

systems as AGE Nh and Aiello 1979], KAS Duda et al 1979], TEIRESIAS

Davis and Lenat 1982], EXPERT Weiss and Kulikowski 1979],
HEARSAY-Ill Erman et al 1980], etc. have all attempted to provide a

framework within which the system can guide the expert in

communicating his/her expertise to the system. Much work remains to

be done in this area, both in the development of automated tools for

the existing paradigms of problem solving, and in the more basic

research into the understanding of the very nature of human

problem-solving strategies and abilities.

3.1! Training

A final form of interaction with the expert system occurs when

the system is used as a training tool to teach new human experts the

problem-solving skills embodied in its knowledge base. Relatively few

systems have been used in this mode. However, such systems as SOPHIE

Brown et al 1981] have demonstrated that the existence of a clearly
formulated, central repository of’ expertise provides a solid

foundation for the development of such computer-based teachers as a

fortuitous side-effect.

1!.O CURRENT STATUS - A POTPOURI OF EXPERT SYSTEMS

There is as yet no well-developed theory of problem-solving
techniques, no theory of problem space complexity comparable, say, to

a theory of database query complexity. Moreover, or perhaps partially
in consequence, the development of expert systems is still more of an

art than a science. It is therefore difficult to find a concrete

opinion held about these systems by a reputable researcher in the

field whose opposite is not held by another researcher equally as

reputable. Nevertheless, a consensus is beginning to emerge as to the

characteristics of problem domains appropriate for the technologies
that exist today. Recent surveys of expert systems Davis 1982,
Gevarter 1982, Nau 1983] have emphasized a number of characteristics

to look for in a problem domain before considering it as a candidate

for current expert system technology, and have identified a number of

considerations involved in the development of such a system.

Foremost among these characteristics are the selection of an

appropriate domain, and the availability of a human expert. The most

successful domains seem to be those wherein the expertise is based on

experience of associations, rather than causal links or use of

structural information. Equally important is a close collaboration

and active participation of the human expert throughout the entire

system development process. Other considerations frequently mentioned

9



are: the necessity for an experienced “knowledge engineer,” the

efficacy of a quick (3 months?) development of a first system
prototype to test the feasibility of the initial problem—structuring
ideas, and an average development time of 5 years, regardless of the

number of people on the project.

In Table 1, examples of expert systems are presented. As can be

seen, expert systems have been built for several domains, which

include Medicine, Geology, Chemistry and Physics, Mathematics, and

Computers (both software and hardware). Among these, Ri, Macsyma, and

the Dipmeter Advisor are widely used in commercial environments.

Prominent researchers in the area (e.g. Davis 1982]) see future

expert systems departing from simple rules and uniform knowledge
representations, to causal models employing multiple representations
that concentrate on the understanding and description of “structure”

and “function”.

1L1 Expert Systems and Database Management

There have been several research efforts to combine expert system
technology with that of database management systems. Historically,
knowledge-based techniques were first applied at the query language
level (e.g., natural language). Systems like RENDEZVOUS, LADDER and

KLAUS Haas and Hendrix 1980] have successfully employed
knowledge-bases to disambiguate and process English queries to and

about databases. In addition, formal specification languages like

TAXIS Mylopoulos et al 1980] have been proposed for the design of

databases and, more generally, information systems. Knowledge-based
technology may also be used in such database topics as, query

optimization King 1981], transaction management (e.g., constraint

maintenance), and data representation Jarke and Vassiliou 1983,
Vassiliou et al 1983].

A more recent research topic is that of coupling ESs with DBMSs.

To date the applications that have been chosen for expert systems have

had the property that their knowledge base of rules has been

relatively small (around 1000 rules is common) and their base of

specific facts has been considerably smaller, usually data pertaining
to a single problem case and obtained interactively during system
execution. In almost all cases, then, these knowledge bases have been

implemented directly in main memory. The work of Kunifuji and Yokota

for the Fifth Generation Computer project, and that of Vassiliou,
Jarke, and Clifford (accompanying articles in this special issue)

attempt to apply the ES paradigm to a problem characterized by the

existence of a large database of specific facts which the expert must

access in order to perform successfully. These research efforts are

based on the logic formalism of Prolog (described in the article of

Parsaye of this issue). A critisism of this formalism is presented in

the accompanying article by Lafue. In addition, the latter article

examines the question of whether an existing database system should be

employed for the expert system’s database access requirements, or a

new system must be built.

10



I I I I I
SYSTEM I FUNCTION I DOMAIN I REF I SOME UNDERLYING PRINCIPLES I

______

I
_________

I
_______

I
___

I
________________________

I
I I I
I Casnet Consulting Medicine 66 Production rules. Causality. Semantic neti
I Internisti Consulting Medicine 50 Forward/backward chaining. Frames. I
I KMS I Consulting I Medicine I 52 I Conditional probabilities. I
I MDX I Consulting I Medicine I 8 I Hierarchical, subproblem formation.

I Mycin I Consulting I Medicine I 59 I Backward chaining. Exhaustive search.

I Puff I Consulting I Medicine 133,1191 Backward chaining. Exhaustive search. I
I AQ11 I Diagnosis I Plant I 9 I Multiple—valued logic.
I I I Diseases I I I
I Dipmeter I Exploration I Geology I 111 I Causality. I
I Advisor I I I I
IProspectorl Exploration I Mineral I 16 I Backward chaining. Semantic net. I
I Ri I Configuration I Computer I 31 I Forward chaining. No backtracking. I
I I I I I Subproblem formation. Pattern match.

I EL I Analysis I Circuits I 60 I Forward chaining. Backtracking.
I I I Constraint propogation. I

I SOPHIE I Troubleshoot I Electronics I 5 I Multi-knowledge representation. I
I Molgen I Planning I DNA Exper. I 36 I Forward/backward chaining. I

I I Hierarchical, subproblem formation. I
Macsyma I Manipulation I Math I 113 I Pattern match. I

I AM I Formation I Math I 311 I Forward Chaining. Generate, test. I
I Dendral I Generation of I Chemistry 21,351 Forward Chaining. I
I I hypotheses I I I Generate, test. I
I SYNCHEM2 I Organic Synth. I Chemistry I 23 I Multi-representation. Subproblem I
I I I I I formation I
I Hearsay I Interpretation I Speech I 1 I Forward/backward chaining. I
I I I Recognition I I Multi-representation. I
I Harpy I Interpretation I Speech I 37 I Forward chaining I
I I I Recognition I I I
I Crysalis I Interpretation I Crystallo- I 17 I Event Driven. Generate, test.

I I Igraphy I I I
I Noah I Planning I Robotics I 511 I Backward chaining. Subproblem formation.I
I Abstrips I Planning I Robotics I 55 I Back-chaining. Hier. sub—problem I
I I I I I formation I
I VM I Monitoring I Medicine I 19 I Event Driven. Exhaustive Search. I
I Guidon I CAl I Medicine I 10 I Event Driven. I
I
__________________

I
_____________________________

I
_______________________

I
_________

I
_____________________________

—~

I

TABLE 1: Representative Expert Systems
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